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ABSTRACT
Knowledge graphs are a powerful tool for supporting a large
spectrum of search applications including ranking, recom-
mendation, exploratory search, and web search [3]. A knowl-
edge graph aggregates information around entities across
multiple content sources and links these entities together,
while at the same time providing entity-specific properties
(such as age or employer) and types (such as actor or movie).
Although there is a growing interest in automatically con-
structing knowledge graphs, e.g., from unstructured web
data [5, 2], the problem of providing evidence on why two
entities are related in a knowledge graph remains largely
unaddressed. Extracting and presenting evidence for link-
ing two entities, however, is an important aspect of knowl-
edge graphs, as it can enforce trust between the user and
a search engine, which in turn can improve long-term user
engagement, e.g., in the context of related entity recommen-
dation [1].

We propose a method for explaining the relationship be-
tween two entities, which we evaluate on a newly constructed
annotated dataset that we make publicly available.1 In par-
ticular, we consider the task of explaining relationships be-
tween pairs of Wikipedia entities. We aim to infer a human-
readable description for an entity pair given a relationship
between the two entities. Since Wikipedia does not explic-
itly define relationships between entities we use a knowl-
edge graph to obtain these relations. We cast our task as
a sentence ranking problem: we automatically extract sen-
tences from a corpus and rank them according to how well
they describe a given relationship between a pair of entities.
For ranking purposes, we extract a rich set of features and
use learning to rank to e↵ectively combine them. Our fea-
ture set includes both traditional information retrieval and
natural language processing features that we augment with
entity-dependent features. These features leverage informa-

⇤The full version of this paper was published at ACL-IJNLP
2015 [4].
†This work was carried out while this author was visiting
Yahoo Labs.
1https://github.com/nickvosk/acl2015-dataset-
learning-to-explain-entity-relationships

tion from the structure of the knowledge graph. On top of
this, we use features that capture the presence in a sentence
of the relationship of interest. For our evaluation we focus
on “people” entities and we use a large, manually annotated
dataset of sentences.

Our main contributions are a robust and e↵ective method for
explaining entity relationships, detailed insights into the per-
formance of our method and features, and a large manually
annotated dataset. Our evaluation shows that our method
significantly outperforms state-of-the-art sentence retrieval
models for this task. Experimental results also show that us-
ing relationship-dependent models is beneficial. Our feature
analysis shows that relationship type features are the most
important, although entity type features are important as
well. This indicates that introducing features based on enti-
ties identified in the sentences and the relationship is bene-
ficial for this task. Furthermore, the limited dependency on
the source feature type indicates that our method might be
able to generalize in other domains. Finally, text type fea-
tures do contribute to retrieval e↵ectiveness, although not
significantly.
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