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1
Introduction

1.1 The urgency for energy efficiency

Information and communication technology (ICT) is embedded in human lives
more than ever. That has resulted in a growing demand for energy in the ICT
sector. The increasing number of mobile users and desktop users confirms this
new trend. Statistics show that the number of ICT users reached 3.6 billion in
2015. On top of that, the average time that each user spends every day to use
electronic devices, which is around 5.6 hours [54], almost doubled from 2008 to
2015. In 2012, ICT alone consumed about 900TWh of electricity, which is higher
than the electricity consumption of Japan in the same year [1, 244]. Researchers
estimated that ICT will account for about 2.5% of the total energy consumption
by 2020 [66].

Figure 1.1 represents the breakdown of the electricity consumption for the
main categories of the ICT sector in the years 2012 and 2017 [64]. The categories
that contribute the most to the total energy consumption of the ICT sector are
namely communication networks, data centers, personal devices and infrastruc-
ture manufacturing. The figure highlights the trend on the growth of contribution
of data centers and communication networks over the years. This confirms the
fact that many service providers have moved to the cloud.

Today, mobile devices are acting as interfaces to the cloud. Mobile users
benefit from various software services running in the cloud data centers with
their portable devices, which do not necessarily have high computational power.
Higher energy efficiency is the target for both the cloud computing and the mobile
computing fields. In mobile computing, the aim is to extend the battery life of
the portable devices as they have limited energy stored in their batteries. On
the other hand, the primary concern for the cloud is the amount of consumed
energy. Cloud providers try to maximize the total energy efficiency of their data
centers. For example, U.S. Environmental Protection Agency reported that the

1
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Chapter 1. Introduction

cost of data centers alone was $4.5 billion in 2006 [45].

Figure 1.1: The energy consumption breakdown for the ICT sector in 2012 and 2017 based on [64]

Different solutions have been proposed regarding improving energy efficiency
in various fields (including mobile computing and cloud computing). However,
field-specific solutions do not always improve the total energy efficiency of sys-
tems that are composed of different technologies in different fields. Suppose we
have a cyber-foraging system1. If we implement a solution that focuses only on
the components in the mobile, then we can not necessarily globally ensure im-
provements for the system. Globally optimal solutions are more influential than
locally optimal ones as they take the whole life-cycle of the target system into
account.

1.2 The role of software architecture

Software defines how systems infrastructures should be utilized. Accordingly,
in the case of inefficiencies in infrastructures utilization, one should investigate
the running software. It is important to note that infrastructures themselves
have a role in the energy efficiency of software systems, and many vendors and

1Cyber-foraging is a technique to extend the resource limitations of mobile devices. In cyber-
foraging systems, mobile computing techniques and cloud computing techniques are combined
either to perform computation-intensive tasks or to store large amounts of data [260]. More
information is provided in Chapter 5.

2
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Chapter 1. Introduction

researchers have introduced new techniques to save energy on hardware [125]
[128]. However, the influence of inefficient software can spread to the whole
(even energy efficient) infrastructure, which can negate the total efficiency level.
Therefore, energy efficiency solutions should be applied to the software. Software
architecture is the right instrument for this purpose because it can primarily carry
over the design decisions that empower the software towards ensuring energy
efficiency at runtime.

A wide range of studies approaches the problem of energy efficiency at the
infrastructure level. For instance, [238, 240] and [173] focus on optimizing the
routing strategies to minimize the energy consumption of network connections
in data centers. In addition, dynamic voltage scaling (DVS) and vary-on/vary-
off (VOVO) mechanisms are commonly deployed in server clusters [81, 120] and
data center networks [223]. Although the provided solutions show improvements
in energy efficiency, they are technology-specific and system-specific. These so-
lutions remain disconnected from the software design aspects. Software design
must embed the software with the intelligence to react to runtime changes regard-
ing energy efficiency. Software must be able to deploy energy efficiency solutions,
assess their impact on system qualities at runtime, and if needed, decide on
infrastructural or architectural reconfiguration. In this thesis, we argue and ulti-
mately demonstrate that enabling self-adaptability of software can help steering
the infrastructure-level solutions to meet quality requirements, such as energy
efficiency.

1.3 Self-adaptability as the key solution

Self-adaptability is the ability of a system to function as expected in the presence
of runtime changes in user requirements and operating conditions. A change-
proof software architecture can self-adapt itself and its underlying infrastructure
based on new/emerging situations. Salama et al. propose a taxonomy to describe
various facets of architectural stability [213]. One dimension of architectural sta-
bility is behavioral stability, which corresponds to the self-adaptability property.
The challenge is to create software systems that are externally stable in their
behavior and are internally self-adaptive. Self-adaptability could be enabled for
both functional requirements and quality requirements. Self-adaptation can in
particular help in situations where requirements have potential conflicts by mak-
ing runtime trade-offs.

Some approaches have been presented to allow runtime self-adaptation in
different fields. For instance, in the mobile computing field, Floch et al. intro-
duce MADAM (mobility- and adaptation-enabling middleware). MADAM can
replace components of mobile applications at runtime [95]. In another example,
the SAFDIS (Self-Adaptation For DIstributed Services) framework focuses on

3
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runtime adaptation of service-based applications running in distributed environ-
ments [99]. The existing approaches mostly implement the MAPE-K (Monitor-
Analyze-Plan-Execute) model [46], which presents the self-adaptation function-
alities at runtime.

Although there are studies that optimize energy efficiency by runtime self-
adaptation, there is no guideline for software architects on how to deploy them
at design time. Software architects need reusable architectural mechanisms. They
should be able to compare possible architectural mechanisms qualitatively and
quantitatively to make the best fitting design decisions.

1.4 Research Questions

As said before, improvements on energy efficiency should and will attract more
of the effort of software architects and software engineers. To ensure energy
efficiency of software systems over time (a.k.a environmental sustainability), self-
adaptability must be enabled, such that unexpected changes to energy consump-
tion can be recovered at runtime. In this thesis, we target the relationship be-
tween energy efficiency of software systems and their self-adaptability with our
main research question (RQ) as follows:

RQ: How can we improve energy efficiency of software systems by
enabling self-adaptation?

To answer this question, we first need to understand the state-of-the-art in
the field. We explore the existing approaches that investigate the link between
energy efficiency and self-adaptability, i.e. they enable self-adaptation of software
systems for the purpose of higher energy efficiency. The categorization of the
existing approaches will reveal a set of reusable approaches and techniques as a
reference guide for selection in various types of software systems. Additionally,
we can spot the gaps in improving energy efficiency through self-adaptation.
Therefore, we define our first sub-question as follows:

RQ1: What are the emerging approaches in the field of energy-
efficient self-adaptation?

Once we identified a reusable set of approaches highlighting self-adaptability
and energy efficiency of software systems, we explore both bottom-up and top-
down approaches to guide software architects and system engineers. The former
highlights the impact of infrastructure-specific solutions on the energy efficiency
of the running software systems, while the latter considers energy efficiency so-
lutions that target the software design. With answering our next sub-questions,
we aim to position the role of each approach type in the big picture of energy
efficient self-adaptive software systems.
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As for our bottom-up approach, we turn our focus on systems infrastructures,
in particular software-defined infrastructure, which can realize self-adaptability
with the means of programmability, if utilized to their optimal potential. With
the help of programmable infrastructures, software systems can be fully in charge
of their resources consumption. Computer networks have shown high potential
for improvements in energy savings of software systems. Therefore, we first gather
insights on existing networking solutions in cloud-based environments. Our find-
ings will characterize optimization algorithms that are employed to program the
systems infrastructure at runtime. Optimization algorithms perform as connec-
tors between software and hardware, in which they schedule the utilization of the
infrastructure in the most energy efficient way. As our next step, we develop an
optimization algorithm, which we evaluate its quantifiable impact in a controlled
experimental environment.

RQ2: How can software-defined infrastructure help increasing en-
ergy efficiency of software?

• RQ2.1: What are energy efficient solutions for networking in the cloud?

• RQ2.2: How can optimization algorithms utilize infrastructure in an energy
efficient way?

As for our top-down approach, we aim our attention at software design. We
look at design decisions that consider energy efficiency of software systems. For
that purpose, we identify self-adaptation architectural tactics that can be em-
ployed in different usage contexts. We design a number of simulation-based
and empirical experiments to quantitatively measure the effectiveness of self-
adaptation tactics on improving energy efficiency. Our results can serve software
architects as reference guides. We show in a domain model which concepts should
be taken into account to build a self-adaptive software system, and how such con-
cepts are related.

RQ3: Can we guide architectural tactics to ensure energy efficiency
of software systems?

• RQ3.1: How can we evaluate the effectiveness of the self-adaptation archi-
tectural tactics in different usage contexts?

• RQ3.2: Which architectural tactics can ensure energy efficiency of software
systems?

1.5 Research Methods

To answer our research questions we use a number of commonly-applied research
methods:

5
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• Systematic Literature Review : This research method focuses on collecting
and analyzing relevant studies in a systematic procedure [141]. We use this
method to find the research gaps and the emerging approaches objectively
in Chapters 2 and 3. We start from the research questions to define our
search queries. Executing the search query in search engines and filtering
out irrelevant studies result in the list of primary studies, which are further
analyzed.

• Simulation-based and Empirical Experimentation: This research method is
based on quasi-experimentation [31], in which subjects are pre-selected with
no randomization. We plan our experiments in terms of variable selection
and hypothesis formulations. To study the objects of our experimental
studies, we benefit from both simulation-based and empirical experimen-
tations. in Chapter 4 we run simulation-based experiments to evaluate
our optimization algorithms in terms of energy efficiency of the network-
ing component. Chapter 5 uses empirical experimentation to investigate
cyber-foraging architectural tactics for surrogate provisioning in terms of
their energy efficiency and resilience. In Chapter 6, we employ both types
of experimentation namely, simulation-based and empirical to assess our
self-adaptation framework, which combines software architectural tactics
with optimization algorithms. With empirical experimentation, we study
the patterns of resource consumption in some well-known mobile applica-
tions. Then, we use the collected data as input in our simulation-based
framework to evaluate energy efficiency of mobile apps.

• Conceptual Modeling Method : We partially follow the steps introduced in
the KISS method for object orientation [143]. This method aims at mod-
eling the relevant concepts for a specific domain. We apply this method to
scope the domain of self-adaptation, as described in Chapter 7.

1.6 Thesis at a Glance

Figure 1.2 represents the overview of the thesis, including the correspondence
between the research questions and the research methods in the chapters. We
conduct a systematic literature review to answer RQ1 in Chapter 2. The re-
sults of the review lead us to our next research questions. With RQ2 we focus
on software-defined infrastructure as an essential element to achieve energy effi-
ciency. Chapter 3 targets RQ2.1 specifically by means of a systematic literature
review. It identifies the trending solutions to make cloud-based networks more
energy efficient. To answer RQ2.2, we introduce optimization algorithms for
cloud-based networks and compare them with the commonly deployed algorithms
in Chapter 4.

6
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The results of the two systematic literature reviews help us formulate self-
adaptation architectural tactics. In Chapter 5 we evaluate the self-adaptation
architectural tactics in the context of cyber-foraging applications. Chapter 6
focuses on mobile applications that are equipped with self-adaptation tactics.
We run simulation-based experiments to compare such mobile applications in
terms of energy efficiency and other quality requirements. Finally, in Chapter 7,
we provide a domain model for self-adaptive software systems. We show all the
relevant concepts and their relations that are essential for a seamless adaptation
for the purpose of ensuring energy efficiency in any software system.

Figure 1.2: The overview of the thesis, including the chapters, the research questions and the research
methods

7
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1.7 Publications

All chapters of this thesis are peer-reviewed publications. The first author has
designed, implemented and performed the studies. The interpretation of the
results are done with the help of the other contributing authors.

• Chapter 2 (published): Alizadeh Moghaddam, F., Lago, P., Christina
Ban, I., “Self-adaptation Approaches for Energy Efficiency: a Systematic
Literature Review”, In 2018 IEEE/ACM 6th International Workshop on
Green And Sustainable Software (GREENS) (pp. 35-42), IEEE, 2018.

• Chapter 3 (published): Alizadeh Moghaddam, F., Lago, P., Grosso, P.,
“Energy-efficient Networking Solutions in Cloud-based Environments: A
Systematic Literature Review.”, ACM Computing Surveys (CSUR) 47.4:
64, 2015.

• Chapter 4 (published): Alizadeh Moghaddam, F., Grosso, P., “Linear Pro-
gramming Approaches for Power Savings in Software-defined Networks.”,
NetSoft Conference and Workshops (NetSoft), IEEE, 2016.

• Chapter 5 (published): Alizadeh Moghaddam, F., Procaccianti, G., Lewis,
G. A., Lago, P., “Empirical Validation of Cyber-Foraging Architectural
Tactics for Surrogate Provisioning”, Journal of Systems and Software, 2017.

• Chapter 6 (published): Alizadeh Moghaddam, F., Simaremare, M., Lago,
P., Grosso, P., “A Self-adaptive Framework for Enhancing Energy Efficiency
in Mobile Applications”, Sustainable Internet and ICT for Sustainability
(SustainIT), 2017.

• Chapter 7 (published): Alizadeh Moghaddam, F., Deckers, R., Procca-
cianti, G., Grosso, P., Lago, P., “A Domain Model for Self-adaptive Soft-
ware Systems”, Proceedings of the 11th European Conference on Software
Architecture: Companion Proceedings, ACM, 2017.
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2
Energy-Efficient Self-Adaptive Software

Systems - A Systematic Literature Review

The increasing energy demands of software systems have set an essential software
quality requirement: energy efficiency. At the same time, the many contextual
changes faced by software systems during execution can hamper their functionality
and overall quality. To address both problems, self-adaptation approaches can
empower software systems, at both design-time and runtime, to adapt to dynamic
conditions. In this way, software systems can be more resilient to failure, hence
more trustful to satisfy the demands of modern digital society. In this chapter, we
perform a systematic literature review to study the state-of-the-art on existing self-
adaptation approaches for energy efficiency. We analyze the identified approaches
from three different perspectives, namely publication trends, application domains,
and types of software systems. Our findings can help solution providers to make
guided decisions to enable self-adaptability in designing and engineering software
systems. The detailed analysis of the existing self-adaptation strategies and the
emerging approaches in this field provide us with the answers to RQ1.

2.1 Introduction

Energy efficiency is attracting increasing attention. The ever-increasing demand
for more energy has urged the European Commission to identify energy efficiency
as the primary quality requirement for achieving sustainability objectives, which
is pointed out in its energy efficiency plan 2011 [61]. Information and communica-
tion technology (ICT) contributes to the total energy consumption significantly.
Only in 2012 ICT consumed approximately 920 TWh, which is around 4.7% of the
total produced electricity [62]. Software and hardware technologies as the main
ingredients of ICT play an essential role in defining the level of energy efficiency
of ICT. To improve energy efficiency both software and hardware technologies

9
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can be targeted. However, software technologies determine the way hardware
is exploited [200], and as such can have a more dominant influence on reaching
efficiency goals compared to hardware technologies.

Modern software systems cope with many contextual changes during execu-
tion, such as changes in environmental conditions and user requirements. Self-
adaptability must be enabled for such systems to guarantee the achievement of
functional and non-functional requirements. With self-adaptability, software sys-
tems can detect unexpected runtime changes and recover from those with avail-
able adaptation configurations. Runtime self-adaptation has been described in
the MAPE model in the form of four main functionalities [46]: Monitor, Analysis,
Plan, and Execute. These functionalities must be realized in a loop to enable an
autonomic adaptation to a runtime change. There are a number of studies explor-
ing self-adaptation approaches for software systems [146, 167, 263]. In this work,
however, we are especially interested in self-adaptation approaches aimed to im-
prove energy efficiency. Accordingly, we study pre-existing approaches to uncover
the link between self-adaptability and energy efficiency in software systems. We
perform a systematic literature review (SLR). The resulting primary studies are
analyzed, and the findings are presented as a guideline including categorizations
along various perspectives. As a result, we believe that a wide range of solution
providers (from software architects to system engineers) can benefit from this
guideline by adopting the best-fitting approaches depending on their own specific
requirements. We gather our findings around the notion of approaches, which
are reusable generic sets of operations. Approaches, in turn, can be adopted
and specialized into solutions, which are technology-oriented and system-specific.
Our results reveal the current and the possible future focus of software solution
providers on different approach types.

The rest of the chapter is organized as follows. Section 2.2 describes the
research method we follow. In Section 2.3, we present the analysis of the identified
primary studies. This relies on a meta-model illustrating the relevant information
extracted from the primary studies. Section 2.4 introduces the findings and
their categorization. We discuss our main observations in Section 2.5, and the
threats to validity are explained in Section 2.6. Related work on self-adaptation
approaches and energy efficiency improvements is presented in Section 2.7, and
Section 2.8 concludes the chapter.

2.2 Research Method

We conducted an SLR to objectively select the primary studies to base our anal-
ysis on. According to [141], an SLR can be organized in four main steps:

1. Research Question Identification: The main goal of this SLR is to review

10
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the existing self-adaptation approaches aimed to improve energy efficiency
of software systems. We achieve this goal by formulating the following
research questions:

• RQ1. What are the types of approaches emerging over time? By
answering this research question we aim at characterizing the intensity
of scientific works targeting self-adaptation approaches over the years.
This may help evaluate possible trends in the coming years.

• RQ2. How can we categorize the application domains of the ap-
proaches? The answer to this question will help identify which types
of approaches can be more suitable for which domains.

• RQ3. How can we categorize the types of software systems targeted
by past research studies? The answer to this question maps the
approaches to the types of software systems, namely data-intensive
or computation-intensive. This will help selecting better fitting ap-
proaches for a given type of software system and with specific quality
requirements.

The research questions should be answered by extracting the relevant infor-
mation from the primary studies. Identifying the research questions helps
us with the next steps, to select and assess the primary studies.

2. Search Strategy Planning : Thanks to its accessibility, we have selected
Google Scholar as the source of relevant studies in our study. To run the
search, we have constructed a search query with specific syntax suitable for
Google Scholar:

(“(energy OR power) (efficiency OR efficient OR saving)”) AND (“self-
adaptive (software OR system OR framework)” OR “(software OR system
OR framework) self-adaptation” OR “self-adaptive application”)

We started with 687 studies as the result of the search query1. The rel-
evant studies are retrieved if they contain the keywords set up to cover
the research question. To ensure the effectiveness of our query, we checked
the results against a list of pilot studies that we identified based on our
knowledge of the field. Pilot studies are in fact primary studies that should
appear among the results of the query execution.

3. Study Selection: We assessed the retrieved studies according to our inclu-
sion and exclusion criteria, which are summarized in Table 2.1. For effi-
ciency reasons, we performed the assessment in three rounds: title-based,
abstract-based, and body-based. In each round, a number of irrelevant

1The search query was executed in Google Scholar on January 29, 2018.

11



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 22PDF page: 22PDF page: 22PDF page: 22

Chapter 2. Energy-Efficient Self-Adaptive Software Systems - A SLR

studies were excluded, and the remaining studies were used as input for the
next round. The last round resulted in 95 primary studies, which we have
used for analysis.

Table 2.1: Our inclusion and exclusion criteria to assess the retrieved studies

# Criterion Description
Inclusion Criteria

I1 The study is writ-
ten in English.

For readability purposes, we include only
studies that are in English.

I2 The study is peer-
reviewed.

We ensure the quality of the primary studies
with selecting only from peer-reviewed stud-
ies.

I3 Self-adaptability is
investigated in the
study.

Self-adaptation approaches are the focus of
our study. We investigate approaches enabling
self-adaptability in software systems at differ-
ent levels (from software design to system en-
gineering)

I4 The main focus of
the study is energy
efficiency.

The objective of the studies is to improve on
energy efficiency. We also take into account
other energy-related concepts, such as power
efficiency and energy consumption.

Exclusion Criteria
E1 The body of the

study is not avail-
able.

The body text of the studies must be avail-
able. We exclude the studies that cannot be
retrieved publicly. It should be mentioned
that with our university license, we can ac-
cess top journal publications and conference
proceedings.

E2 The study does not
provide a solution.

The studies must contribute a solution to the
field. For instance, we exclude discussion
studies that do not provide self-adaptation so-
lutions for energy efficiency.

E3 The study does not
contribute to the
link between energy
efficiency and self-
adaptability

We exclude the studies that do not investi-
gate the link between energy efficiency and
self-adaptability.

4. Primary Studies Management : During the study selection phase, we used
Google Scholar, in which we could assign customized labels to each retrieved

12
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Figure 2.1: The metamodel presenting the concepts and their relations extracted from the primary
studies

study. During the analysis phase, we used an Excel sheet to store relevant
information extracted from each primary study.

2.3 Data analysis

We used the coding method [236] to systematically analyze the primary studies.
Accordingly, one assigns codes that emerge from the text in each primary study.
The codes help compare and discover the similarities between the primary studies.
We categorize the extracted codes further to identify more generic concepts. This
process resulted in the metamodel (see Figure 2.1) that illustrates the uncovered
concepts and their relations. Among them we identify five main classes:

• Objective: This is the goal that each study aims to achieve, whether it is
linked to self-adaptability, energy efficiency, or both. Energy-related objec-
tives and self-adaptability objectives indicate the two types of objectives
that have been addressed. Objectives must be specified before initiating
the process of forming approaches. At a higher level, objectives can arise
from a financial issue. For instance, an organization wants to lower the
energy bills. Thus, its objective can be minimizing the energy consump-
tion of its infrastructure, which is an energy-related objective. In another
example, for resource-scarce environments, the efficient utilization of com-
puting resources is a necessity. In these cases, software systems have the
self-adaptability objectives. It should be noted that as a by-product the
energy efficiency of such systems improves.

• Constraint : This is a limitation to customize approaches due to environ-
mental conditions and user requirements. For example, financial limitations

13
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can narrow down the range of possible approaches to be adopted. Con-
straints can be zoomed in to more details and restrict a selected approach.
For instance, if the users of an application have strict requirements on the
output performance, then the energy-related solutions can only hinder per-
formance up to a certain level.

• Approach: This is a viewpoint for solving the stated problem in the primary
studies and achieving the objectives. An approach comprises an ordered set
of (usually high-level) operations designed to deliver the proposed solution.
It is a process of working through the details of a problem to realize the
proposed solution. With an example we can describe an approach and its re-
lation to a corresponding solution. Assume there is a data center framework
that aims to optimize allocation of resources for input workload, which can
have a varying pattern during execution. A possible approach to enable
self-adaptability for such framework is to implement pattern recognition
models that can identify the pattern of each workload, and dynamically
select the optimum allocation plan. A solution for this example could be
the specific recognition algorithms implemented in the framework.

We identify two types of approaches in the primary studies: software design
approaches are concerned with the design of software systems throughout
their entire life-cycle; system engineering approaches, instead, focus on run-
time system-level adaptation configurations.

• Solution: This is a specific low-level method to solve a problem. Solutions
realize approaches, which are generic and applicable for target software
systems. For instance, in cyber-foraging an implemented code partitioning
algorithm is a self-adaptation solution, while the approach is “to offload the
computation”.

• Evaluation Technique: This is a technique adopted to evaluate the outcome
of the proposed solution in each primary study. The evaluation technique
determines the degree of improvement on energy efficiency when the self-
adaptation solution is applied. A wide range of techniques has been used
in our primary studies, such as qualitative discussions, mathematical for-
mulations, empirical experiments, and simulation experiments.

2.4 Results

The analysis of the primary studies helps answer our research questions. The an-
swer to the research questions will help software architects and software engineers
to choose the best fitting approaches for their software systems.
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RQ1. What are the types of approaches emerging over time?
As mentioned before, we have identified two types of approaches, namely software
design approaches (SDA) and system engineering approaches (SEA). Some pri-
mary studies propose solutions that realize both types of approaches (SEA+SDA).
Figure 2.2 shows the distribution of each type of approaches in the list of our
primary studies throughout the years.

Figure 2.2: The emerging trend of the adopted approaches through-
out the years. Different colors indicate different types of approaches,
namely software design approaches (SDA), system engineering ap-
proaches (SEA), and both (SEA+SDA).

As shown in the
figure, there is a grow-
ing trend for the both
SEA and SDA ap-
proach types until 2014,
when we witness a
peak in adoption of
the SEA and SDA
types. The second
peak is in 2017, in
which all the types of
approaches have been
investigated.

Mostly, the ap-
proach type SEA is
adopted more than
other types in each
year. We see that
only in 2012 and 2015,
the primary studies turn their attention more towards the type SDA. This means
that a lot of effort has been devoted to system engineering approaches in order
to realize runtime adaptation. Many scheduling algorithms and infrastructure
configuration mechanisms are implemented at this stage. We expect to see an
increase in growth for all types of approaches in the coming years.

An example for type SEA is introduced in [185]. They provide a self-adaptive
framework that adjusts cluster configurations during runtime, to cover hetero-
geneity and cluster status variations. The framework has built-in learning al-
gorithms to compare current and previous configurations, and predict cluster
performance. All the MAPE functionalities are realized by including essential
components such as a monitoring network, a dynamic predictive model, and a
runtime scheduler.

Differently, Perez-Palacin et al. [195] present an approach of type SDA. They
introduce a reference architecture, or an adaptation framework, based on a three-
layer software architecture for self-managed systems. The reference architecture
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uses model-driven techniques to transform design patterns into different Stochas-
tic Petri Nets subnets.

Figure 2.3: The distribution of the types of the self-adaptation ap-
proaches in different application domains.

We have identi-
fied a few studies
of type SEA+SDA.
For instance, Cioara
et al. [60] pro-
pose a methodology
for energy-aware man-
agement in data cen-
ters. They have de-
fined an ontological
model for represent-
ing the key indica-
tors in data centers,
namely energy and
performance. The
model helps calculate
the level of energy effi-
ciency in data centers
at runtime and apply
reconfigurations when needed.

Figure 2.4: The distribution of types of software systems targeted by
the primary studies.

RQ2. How can
we categorize the
application domains
of the approaches?
The self-adaptation ap-
proaches are generic
guidelines that can be
applied to different do-
mains. From the pri-
mary studies we iden-
tify several application
domains the approaches
are customized for. Fig-
ure 2.3 shows the pop-
ularity of each type
of self-adaptation ap-
proaches for different application domains. The cloud computing domain has
benefited the most from the all types of approaches. The second popular do-
mains are computer systems and wireless sensor networks (WSN), in which many
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approaches focus on runtime resource optimizations. In particular, the limited
battery life of sensors in WSN has motivated a lot of effort on runtime adapta-
tions. In general, we can see from the figure that the approaches of the type SEA
are usually proposed for specific domains. The reason is that these approaches
are mostly technology-driven, and hence domain-dependent.

Another observation is that many of the proposed approaches are not pro-
posed for a specific domain. We label these approaches as Domain-independent
that enable self-adaptability from a general-purpose point of view. For instance,
a primary study that introduces an online learning algorithm to make dynamic
adaptation decisions falls under this category. The domain-independent category
itself can be sub-categorized into more detailed categorizations such as require-
ments engineering, software design, and optimization algorithms. It should be
noted that general-purpose approaches are mostly from type SDA focusing on
self-adaptation software architecture.

Type SEA+SDA has been specified for the cloud computing domain. This
domain has attracted the highest number of approaches, which is an indicator of
the the maturity of the cloud computing domain in general. Table 2.2 illustrates
the primary studies focusing on each application domain.

RQ3. How can we categorize the types of software systems targeted
by the primary studies?
The ratio between the size of computed data and the size of computing power
can show the types of software systems, which are namely, data-intensive and
computation-intensive. Most primary studies do not specify a system type, clas-
sified as Type-independent. Figure 2.4 shows the classification of the primary
studies based on the types of software systems. From an overall perspective we
see that computation-intensive tasks are mostly the target for self-adaptation ap-
proaches. We see this pattern for the types SEA and SEA+SDA. However, the
same pattern does not apply to the type SDA, in which approaches are mostly
focused on data-intensive tasks rather than computational-intensive ones. Table
2.3 shows the primary studies that are proposed for the two system types.

2.5 Discussion

By zooming into the self-adaptation approaches, we can add more details to each
approach type as listed in Table 2.4. In particular, software design approaches
(SDA) target the software design at different stages ranging from software devel-
opment life-cycle to execution time. We have identified three categories of SDA
approaches on requirements engineering, architecture modeling, and architecture
reconfiguration. For instance, Bencomo et al. present a requirement engineer-
ing approach that systematically and incrementally builds software architectures
from system goals [35]. They use goal-based requirements specification for self-
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Table 2.2: The application domains identified in the primary studies

Application Domain Approach
Types

Primary Studies #

Domain-independent SEA / SDA /
SEA+SDA

[7, 13, 22, 35, 38, 48, 50, 56, 79, 83,
91, 102, 106, 107, 118, 163, 175, 176,
180, 195, 205, 207, 210, 219, 235,
253, 256, 261, 262, 270]

30

Cloud Computing SEA / SDA /
SEA+SDA

[18, 20, 21, 23, 60, 72, 74, 75, 89, 90,
133, 221]

12

WSN SEA / SDA /
SEA+SDA

[5, 11, 109, 126, 135, 136, 139, 185,
198, 216]

10

Computer Systems SEA [29, 80, 105, 117, 208, 232, 243, 251] 8

Networks-on-chip SDA / SEA [10, 87, 124, 183, 266] 5

Mobile Computing SEA / SDA /
SEA+SDA

[69, 96, 108, 179, 203] 5

Service-based Appli-
cations

SEA / SDA [70, 73, 174] 3

Smart Homes SDA / SEA /
SEA+SDA

[186, 206, 222] 3

IoT SEA / SDA [67, 181, 255] 3

Cyber-physical Sys-
tems

SDA / SEA [202, 218] 2

Electric Vehicles SDA / SEA [123, 217] 2

Real-time Embedded
Systems

SDA [212] 1

Smart Grid SDA [151] 1

Micro-architecture SDA [258] 1

FPGA SDA [88] 1

Cyber-foraging Sys-
tems

SEA+SDA [16] 1

NLP SEA [8] 1

Micro-electronics SEA [242] 1

Cryptography SEA [246] 1

Cellular Networks SEA [119] 1

Lighting Systems SEA [138] 1

HPC SEA [233] 1

Embedded Systems SEA [100] 1
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Table 2.3: The types of system tasks identified in the primary studies

Software System Type Approach
Types

Primary Studies #

Computation-intensive SEA / SDA /
SEA+SDA

[5, 18, 21, 23, 60, 69, 72, 80, 87, 89,
90, 96, 105, 106, 107, 119, 133, 135,
174, 185, 202, 207, 210, 219, 221,
232, 235, 251]

28

Data-intensive SEA / SDA /
SEA+SDA

[7, 50, 67, 70, 73, 74, 79, 83, 91, 102,
124, 175, 176, 179, 181, 198, 212,
216, 253]

19

adaptive software systems. Architecture modeling approaches introduce reference
architectures that guide software architects in building self-adaptive software sys-
tems. The design patterns proposed by Said et al. for self-adaptive real-time em-
bedded systems fall under this category of approaches [212]. Our analysis shows
that the proposed reference architectures mostly adopt a layered architectural
style. The second most common architectural style is the service-oriented style
that with an automated composition of software services can seamlessly adapt
to runtime changes. Another interesting category of the type SDA is architec-
ture reconfiguration, which suggests modifications to the software architecture at
runtime. A nice example for this category is the work by Mizouni et al. that
presents a battery-aware cyber-foraging mobile application [179]. In their work,
architecture reconfigurations are introduced in the form of features availability
in the application, at both the mobile side and the surrogate side.

System engineering approaches (SEA) target the MAPE model functionali-
ties at the system level. The type SEA includes the specific solutions to realize
each of the MAPE functionalities in terms of specific tools and methods. We
have identified two categories of SEA approaches namely, MAPE functionalities
and system architecture. Self-adaptation approaches that focus on the seamless
adaptation at runtime, usually cover all the MAPE functionalities at once. How-
ever, we have seen some approaches that investigate only one functionality. For
example, Mishra et al. propose a probabilistic graphical model-based learning
algorithm to enable energy savings [176]. Another category of the type SEA is
system architecture, which introduces an architecture for tools and technologies
to enable self-adaptability. The work presented by Alzamil et al. is an example
of this type [18]. They propose a system architecture for profiling and assessing
the energy efficiency of cloud infrastructure resources.

Table 2.4 lists the primary studies relevant for each category of approaches.
As shown in the table, some primary studies fall under more than one category.
Most of the primary studies from the type SEA focus on the MAPE functionalities
rather than their system architectures. Differently, the primary studies from the
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type SDA focus more on architecture modeling rather than other categories. The
few number of primary studies on architecture reconfiguration indicates that it
is a young field, and more advances in this category will emerge in the following
years.

Table 2.4: The categorization of self-adaptation approaches identified in the primary studies

Approach Type Approach
Category

Primary Studies #

Software Design (SDA)
Architecture
Modeling

[10, 13, 22, 23, 48, 50, 56, 60, 74, 75,
88, 96, 102, 108, 124, 139, 151, 163,
174, 181, 195, 198, 206, 207, 212,
217, 218, 235, 258]

29

Requirement
Engineering

[35, 73, 90, 180, 205, 222, 253, 261,
262]

9

Architecture
Reconfigura-
tion

[16, 83, 91, 179, 270] 5

System Engineering (SEA)
MAPE Func-
tionalities

[5, 7, 8, 11, 20, 21, 29, 38, 48, 60,
67, 69, 70, 72, 75, 79, 80, 87, 89, 90,
102, 105, 106, 107, 108, 109, 117,
118, 119, 126, 133, 135, 136, 138,
139, 175, 176, 183, 185, 186, 202,
203, 207, 208, 210, 216, 219, 221,
222, 232, 233, 242, 246, 251, 255,
256, 266]

57

System Archi-
tecture

[18, 20, 29, 69, 80, 89, 100, 118, 123,
126, 135, 243]

12

2.6 Threats to Validity

In the following, we identify a number of threats to the internal and external
validity of our work, and explain our mitigation strategy.

The threats to internal validity target the design and execution of the re-
view. To prevent possible design errors, we have followed the steps described in
the systematic literature review protocol summarized in Section 2.2. In addition,
to mitigate a possible subjective execution of our review, three researchers in-
dependently followed the inclusion/exclusion criteria used to select the primary
studies.

The threats to construct validity target the alignment between the research
question and the measurements of the review. We evaluate the effectiveness of
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our search query with a list of pilot studies that has proven to answer the research
query based on our knowledge in the field.

The threats to external validity target the generalizability of our results. To
mitigate this type of threat, we have used generic keywords to construct a search
query that can capture as many relevant studies as possible. Furthermore, we
have validated the list of obtained primary studies against a list of pilot studies
as an objective common ground in the field.

2.7 Related work

The related work can be considered from two different perspectives, namely self-
adaptability and energy efficiency. Each perspective has received a lot of attention
from researchers in the last few years but we could not find any research paper
specifically focusing on the link between the two perspectives.

From the perspective of self-adaptability, Macias-Escriva et al. review vari-
ous methods and techniques employed in the design of self-adaptive systems [167].
They evaluate current progress on self-adaptability from the viewpoint of com-
puter sciences and cybernetics, based on the analysis of state-of-the-art strategies
reported in the literature. Krupitzer et al. present a comprehensive taxonomy for
self-adaptation. They further provide a structured overview on approaches for en-
gineering self-adaptive software systems [146]. Yang et al. conduct a systematic
literature review to explore the modeling methods and the activities regarding
requirements engineering for self-adaptive systems [263]. They also specify the
application domains and the quality attributes that the primary studies focus on.
Mahdavi-Hezavehi et al. review existing architecture-based methods to achieve
multiple quality attributes in self-adaptive software systems [171]. Muccini et
al. explore the existing self-adaptive approaches for cyber-physical systems [182].
They identify the self-adaptation concerns and application domains covered by
the primary studies. Energy efficiency has been observed as the most dominant
application domain for cyber-physical systems.

In turn, from the perspective of energy efficiency, Hammadi and Mhamdi
[111] conduct a survey on energy efficiency solutions in data centers such as vir-
tualization, energy-aware routing, dynamic voltage/frequency scaling, dynamic
power management, renewable energy supply, and energy-aware cooling systems.
Orgerie et al. survey the solutions to improve the energy efficiency of computing
and communication resources in distributed systems [190]. Alizadeh Moghaddam
et al. carried out a systematic literature review of the energy-efficient networking
solutions in cloud-based environments [15]. Pinto and Castor provide an overview
on the contributions of the software engineering community to improve energy-
related qualities [196]. They mostly focus on the two main issues in this domain,
namely: lack of knowledge and lack of tools.
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Differently from all other surveys we found in the literature, the work pre-
sented in this paper focuses on the link between self-adaptability and energy
efficiency. In our study, we distinguish between software design approaches and
system engineering approaches that can make our findings beneficial to both
software architects and system engineers.

2.8 Conclusion

The energy consumption of software systems has been the focus of many re-
search studies. Improvements in energy efficiency can result from applying self-
adaptation to software systems. We believe the link between self-adaptability
and energy efficiency is a promising target for building energy-aware software
systems. Therefore, we carry out a systematic literature review to identify
pre-existing approaches that focus on this link. We, in particular, look for
self-adaptation approaches for energy efficiency in software systems to answer
our RQ1, namely “What are the emerging approaches in the field of energy-
efficient self-adaptation?”. Our findings from the SLR indicate two types of
self-adaptation approaches that have been implemented by the primary studies,
namely software design approaches (SDA) and system engineering approaches
(SEA). The publication trends of the primary studies show an increasing growth
in the adoption of the self-adaptation approaches over the years. In particular,
more attention has been paid to the type SEA that focuses on runtime realization
of the MAPE (monitor-analyze-plan-execute) model functionalities.

Our results show that most approaches are application domain-independent,
i.e. can be applied to any domain. Cloud computing is the most common ap-
plication domain as the target of the approaches. Also, our findings show that
computation-intensive software systems have attracted the highest attention of
research work so far.

Our analysis shows that four primary studies address runtime software ar-
chitecture reconfiguration, which we identify as one of the categories of the type
SDA. In the coming years, we expect to see more attention dedicated to this
category of approaches as a response to the increasing maturity of this field. As
our future work, we aim to examine the effectiveness of software architecture
reconfiguration combined with runtime adaptation mechanisms.
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3
Energy-Efficient Networking Component

in the Cloud - A Systematic Literature
Review

This chapter answers RQ2.1 with the focus on energy-efficient solutions in the
networking component of cloud-based environments. The energy efficiency im-
provements on the networking component can provide both mobile applications
and cloud-based software systems with higher efficiency qualities. We follow a
systematic literature review method to identify adopted solutions in this field.
We categorize the solutions into types: Device, Network Architecture, Rout-
ing/Switching Protocol and Decision Framework. Amongst all, decision frame-
works have been investigated the most in the recent years. Decision frameworks
are mostly self-adaptive software systems that monitor the infrastructure (includ-
ing software-defined networks) and according to the runtime changes, plan the
best-fitted configurations to the networking components.

3.1 Introduction

Cloud-based environments consist of a single or multiple operational data centers
that provide resources to deploy cloud-based software systems. High electricity
bills have turned the attention of data centers providers towards energy consump-
tion, which is increasing rapidly. According to DatacenterDynamics 2012 Global
Census [245], there has been 63% increase in the total power consumption of
data centers globally between 2011 and 2012 from 24GW to 38GW. This sharp
increase shows the growing demand for energy supply in data centers. Energy
saving approaches do not necessarily aim to limit the demand for energy but to
find potential rooms for improvements. Statistics show that the average data
center workload is only 30% of the load in peak hours [142]. Reliability and
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availability are some of the primary quality requirements in the context of cloud
data centers, which lead to keep the non-utilized infrastructure up and running.

The distribution of energy consumption within a data center is not homoge-
neous: a significant portion of energy consumption (80-90%) goes to infrastruc-
ture, servers, and cooling. The remaining portion (about 10-20%) is spent on
networking [115]. Baliga et al. determined that these proportions will change in
different scenarios [27]. Based on specific network traffic patterns or data com-
putations, energy consumption of each component would vary. Our focus is on
the energy efficiency of the networking component, which shows high potential
for improvements in energy savings. The networking component is not the major
contributor to total energy consumption, but improvement in this area is still
important for the following reasons:

1. The network architectures of data centers are typically richly connected to
ensure availability with a lot of redundant network devices. Consequently,
a large number of network devices remain up and running all the time.

2. As mentioned earlier, the average load on network devices is around 30%
of the total capacity. This means that the network infrastructures are idle
most of the time that decreases energy efficiency.

3. The currently employed network devices in data centers are not energy
proportional. Based on [115], network devices even at low load or in their
idle state consume around 90% of the power consumed in the highly utilized
state.

In this chapter, we survey existing solutions in cloud-based environments that
aim to improve the energy efficiency of the networking component. Contrary to
other surveys in this research area, we adopt a systematic manner, namely the
“Systematic Literature Review” research method [141], to define the search strat-
egy and identify our primary studies. We then analyze the primary studies using
the coding analytical method [236] to collect and extract the results. The codes
are analyzed and aggregated into a meta-model, which illustrates the identified
classification in the articles.

The rest of the chapter is structured as follows. After discussing related work
in section 3.2, section 3.3 describes the steps taken for collecting the primary
studies. Section 3.4 details the classification of collected information and indicates
a corresponding meta-model. Section 3.5 focuses on the findings from the primary
studies. Existing implemented energy efficient networking solutions are further
discussed in section 3.6. Section 3.7 explains the threats to validity. The chapter
closes with emerging opportunities of research in section 3.8 and our conclusions
in section 3.9.
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3.2 Related Work

Several studies in the literature have analyzed the existing energy efficient solu-
tions in various domains.

There are surveys focusing only on the network infrastructure and not includ-
ing cloud-based environments. For instance [269] describes existing work done
in the energy efficiency of optical networks and [40] and [42] provide the current
perspectives and emerging technologies on the energy efficiency of network infras-
tructures in general. These studies are interesting from a general viewpoint, but
they miss the specific characteristics of networks suitable for cloud operations.

The energy efficiency of cloud-based environments has been researched from
different perspectives. Priya et al., [199] concentrate on energy models of differ-
ent components in data centers and illustrate energy efficient solutions of cloud
computing services (SaaS, PaaS and IaaS). On the other hand, Beloglazov et al.
[34] survey some ongoing projects from different companies on energy efficient so-
lutions in data centers, which include the networking component and its energy
efficiency.

Other surveys have collected energy efficiency solutions of cloud-based envi-
ronments split by different components. Therefore, the networking component
has been included as well but partially as one of the influencing factors in the
total energy consumption of data centers. General energy efficiency solutions are
gathered in [52, 147, 190], which cover “green” metrics applied in data centers,
and how energy saving solutions for servers and cooling are improving energy
efficiency. Moreover, they discuss networking solutions as part of these solution
sets. Differently, we emphasize only energy efficient networking solutions in data
centers and provide a deep analysis of existing solutions. Our analysis goes fur-
ther by including networking solutions investigated in large scale cloud-based
environments as well.

The original contribution of our work compared to the research presented
above is that we specifically focus on the networking component of the data cen-
ters offering cloud services and present the energy efficient networking solutions
provided at different scales: intra-, inter- and mixed-data center scales. We are
interested in identifying the solutions proposed to reduce energy consumption of
the networking component and the granularity at which they are applied. For
the first time in this research area, we use a systematic literature review method
to select our primary studies in a systematic manner. While this method is quite
common in other research fields (like software engineering and knowledge man-
agement), it is not many times adopted in the field of computer networks. Using
this method, we provide a fresh perspective of the state-of-the-art in this research
area.
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3.3 Systematic Literature Review

Systematic literature review (SLR) is a research method to objectively collect the
relevant studies based on a predefined search query [141]. As the name implies all
the steps are taken via a systematic procedure, which provides a more objective
process to select relevant studies in comparison to other review methods. There
are four major steps in a SLR: a) Definition of the research question; b) Search
strategy; c) Study selection; d) Primary studies management.

Following the first step (definition of the research question), an initial list of
studies is created during the search strategy step. The list is used as a starting
point in the study selection step. Each study is examined according to our re-
search question. This requires the definition of selection criteria which acts as an
objective guidance in selecting primary studies. It is important to record all the
inclusion and exclusion rules. Inclusion criteria determine if one study can be a
candidate primary study; they are the minimum set of conditions that have to
be met by a primary study. After filtering the studies based on the inclusion cri-
teria, the resulting relevant studies are evaluated according to exclusion criteria.
The remaining set of articles are called primary studies. Primary studies are
the output of the SLR method and the input for further analysis and discussion.
With the primary studies management step, we facilitate the process of study
selection. The following describes in more details each step of the SLR:

Research Question We set out to investigate the current solutions adopted
in cloud-based environments to improve the energy efficiency of the network-
ing component. Namely we want to answer the question: What are the energy
efficient networking solutions in cloud-based environments?

Search Strategy We use Google Scholar as input data source thanks to its
accessibility and reproducibility by others. We construct the search query based
on our research question with a combination of several relevant keywords and
boolean AND’s/OR’s. The keywords are chosen to maintain the proper balance
between generality and specificity at the same time. To make sure that the query
we define is effective in finding relevant studies we verify its sensitivity using a
set of pilot studies.

Pilot Study: Based on our knowledge of the field, we found a list of 15 pilot
studies, which we expect to show up as primary studies. We trained the SLR
protocol with these pilot studies to make sure that each one of them is retrieved
by the query.

The resulting search query is formulated as:
Search Query: routing “data-center” network cloud (intitle:energy OR inti-

tle:power) -intitle:mobile -intitle:telecom -intitle:wireless -intitle:hoc -intitle:radio
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-intitle:smart
The specific syntax keywords shown in the search query are related to our

choice of input data source. For different digital libraries the syntax would vary.
In order to make the search query more tangible, hereby we describe the search
operators:

• intitle:term: It finds the studies that have term in their title.

• The - operator: It can be used before any word or operator to give a “NOT”
meaning to that part of search query. For example -intitle:wireless in our
search query targets the studies that do not have the term wireless in their
title.

• “phrase”: Using quoted phrases, it is possible to search for studies con-
taining the exact phrase. In our search query we include “data-center” and
Google Scholar is able to collect studies containing either “data center” or
“data-center”.

• (): By using parentheses, it is possible to skip conflicts of operators. In
our search query all words and operators are put together with an implicit
“AND” operator between them. Because we need to use the “OR” operator
as well, we put it in the parentheses.

Figure 3.1: The steps taken in our systematic lit-
erature review, n being the number of remaining
studies in each step

Study Selection After running the
above query on Google Scholar we ob-
tained the relevant studies1. We as-
sessed each study for its actual rele-
vance through two sets of selection cri-
teria: Inclusion and Exclusion. Table
3.1 lists all the inclusion criteria we
used to identify our primary studies.
Table 3.2 lists all the exclusion crite-
ria that must not be seen in one of our
primary studies. As the end result of
this phase, we collect all relevant pri-
mary studies.

Instead of reading all the studies
at once, we completed the selection
process in multiple stages to acceler-
ate the procedure. We used the out-
put set of studies from each stage as

1The search query was run on 13 November 2013 in Google Scholar.
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Table 3.1: Inclusion Criteria

# Criterion Description
1 The study is writ-

ten in English.
There are some studies written in languages other
than English but because of providing an English ti-
tle or abstract, they show up in our query result.
Due feasibility reasons, only studies written in En-
glish will be included.

2 The study is peer-
reviewed.

To ensure satisfying quality of primary studies, only
peer-reviewed studies will be chosen since they are
already published by a professional scholarly society.

3 The networking
component is
considered.

There are plenty of energy efficiency techniques in-
vestigated in cloud-based environments, which are
not focused on the networking component such as
cooling technologies. So it is needed to specify the
requirement to find studies that aim to improve en-
ergy efficiency of the networking component.

4 Data and services
are in cloud-based
environments.

In order to investigate the solutions provided specif-
ically in cloud-based environments, we do not con-
sider cases that data and services need to be trans-
ferred from customer side to the cloud.

an input set for its next stage. In the first two stages, we processed the title
and the abstract of the relevant studies. Finally we assessed the whole body of
studies and we considered the output of this stage as our primary studies, which
will be used in the data analysis. Figure 3.1 represents the steps of SLR and the
number of remaining studies for each step.

We started from 640 studies as the result of our search query and we ended
up with 44 primary studies. From the removed 596 studies, around 45% were
removed during stage #3 (selection by abstract). In most cases, reading the
abstract eases the decision making process since it describes the main goal and
the scope of the study.

Primary Studies Management We used two applications in the process of
obtaining primary studies and analyzing them: the study selection of different
stages is done in Zotero2; we then import the primary studies in ATLAS.ti3,
which makes qualitative analysis of large number of studies much easier.

2http://www.zotero.org/
3http://www.atlasti.com/index.html
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Table 3.2: Exclusion Criteria

# Criterion Description
1 The network in-

frastructure is not
wired/optical

We are not interested in wireless network infrastruc-
ture deployed in data centers. In the search query
some limitations on title are defined for example not
having “wireless”, “smart”, “mobile” and “ad hoc”
in the title.

2 Energy efficiency is
not the primary re-
quirement.

According to our research question, the aim is to find
the energy efficient solutions. So the studies investi-
gated to model and monitor power/energy consump-
tion of components in cloud-based environments will
not be the case, unless they provide energy efficiency
solutions.

3 The main focus of
the study is not the
networking compo-
nent.

Energy efficiency of cloud-based environments is de-
pendent on several components; one being as the net-
working component. Because of the high impact of
servers on total energy consumption of data centers,
most studies are focused on this part and the energy
efficiency issue in the networking component is con-
sidered implicitly. For example VM consolidation in
data centers will effect the energy consumption of
the networking component. But if the study is only
covering considerations of potential congestion in the
network, then it will be removed from our list.

4 The study does not
include data center
environment.

As mentioned earlier we consider data centers as
cloud-based environment’s infrastructure. Other
types of cloud IT infrastructure will not be included.

5 Missing study
source.

Some studies release their abstract publicly but the
body text can not be found because of either non-
public publications or other transfer issues. These
studies will be removed in the selection process.
However, it should be noted that with our univer-
sity license we can access most of the major scientific
journals.
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Figure 3.2: The meta-model showing the summary codes extracted from the primary studies

3.4 Data Analysis

We use Coding [236] as our analysis method, where from each study we extract a
number of codes that summarize the relevant valuable information with summa-
tive words/phrases. After collecting all coded data out of the primary studies,
the codes are clustered together based on relations between concepts to make
hidden patterns visible. Finally each cluster is mapped to a more general code,
which is shown in our meta-model as a class.

The meta-model has emerged from the identified codes in the primary studies.
The aggregated codes are shown in the meta-model as classes and they are related
to each other based on the identified patterns in the primary studies. Figure
3.2 illustrates our meta-model and the elements necessary for providing energy
efficient solutions in all the primary studies. In the following we provide a more
detailed description of each class:

1. Motivation: It is the reason that makes cloud providers think of energy ef-
ficient solutions. The motivation can even be initiated from non-networking
triggers but can implicitly impact the energy consumption of the network-
ing component. High electricity costs, using renewable energy and different
energy policies are some of the example motivations in data centers.

2. Constraint: In the service provisioning process, the main objective has
always been to meet quality requirements like performance and network
throughput. But due to the rapid growth of energy consumption in cloud-
based environments, energy efficiency is also added to the list of efficiency
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qualities that have high priorities. Optimum energy efficiency in a system
might cause degradation in other efficiency factors. For example aggre-
gating network traffic into fewer number of network devices, improves the
energy efficiency of the networking component while it introduces some in-
crease in packet delivery delays. This class puts emphasis on the trade-off
that has to be made between the required level of energy efficiency and
other efficiency factors such as network throughput.

3. Strategy: A strategy introduces a high-level plan to achieve energy effi-
ciency, which will be realized with an implemented solution. For example
if the solution focuses on Devices, the strategy to improve energy efficiency
could be “Replacing current devices with less energy consuming ones”, or
if the Routing/Switching solution is established, the strategy could suggest
“Energy aware routes”. A Strategy is in essence providing a high level of
abstraction in this classification.

4. Solution: A cloud-based environment, which is a data center or a network
of multiple data centers, consists of a variety of components involved in
energy consumption of the networking part. A solution is described as a
method that aims to reduce energy consumption in one or more of these
components.

5. Technology: It is the specification of how a solution is implemented and
deployed in order to satisfy the corresponding strategy, which is triggered by
motivations and limited by constraints. It is the lowest level of abstraction
in this classification, which covers specific technical details.

6. Scale: The identified energy efficient networking solutions are deployed
in different scales of cloud-based environments. As shown in the meta-
model based on the considered scale, the solution will be adopted. We have
identified three different scales:

• Intra-data center network: This scale focuses on the solutions proposed
within one data center.

• Inter-data center network: In this scale the concentration is on the
solutions implemented for data transmission between data centers. For
example in case of virtual machine (VM) migration to another data
center or moving data to remote data centers, the energy consumption
of the networking component should be considered.

• Mixed-data center network: The suggested solutions in this scale not
only consider energy consumption within one data center but also take
care of energy efficiency factors between data centers. Energy efficient
related decisions have to be made while considering all effective factors.
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In this scale it has been tried to combine the energy consumption
within one remote data center with the energy consumption of transfer
routing path to that data center.

7. Energy Efficiency Evaluation: In order to assess the effectiveness of
the proposed solutions on energy efficiency, various evaluation methods
are employed, which benefit from the means of energy efficiency metrics.
Each primary study provides theoretical arguments or statistical/testbed
experiments to prove the validity of the proposed solution and the deployed
technology. Some primary studies use the existing energy models from the
literature as a reference to calculate energy consumption values. Some also
generalize and simplify the energy models based on their scope and research
question. Another way is to apply external power metering tools, which can
profile more accurate measurements.

The meta-model not only introduces summarized classes but also their rela-
tions with an assigned name and multiplicity values. For example we observed
that Motivation plays the initiator role for the adoption of a certain Strategy
while Constraint limits it. The Solution class has aggregation relationship with
itself because of the “Decision framework” type, which can be derived from a set
of other solutions. Depending on the Scale, one applicable Solution is adopted,
which is then implemented by a specific Technology. The Energy efficiency eval-
uation class is meant to validate the proposed Solution and Technology in order
to assess the improvements they provide.

3.5 Results

Each class presented in the meta-model shows the primary elements for com-
posing an energy efficient solution. Classes Motivation and Constraint specify
the scope of a solution. The diversity of identified items of these classes in the
primary studies does not raise specific observations. Therefore, we skip these two
and present the analysis of the classes Strategy, Scale, Solution, Technology and
Energy efficiency evaluation.

3.5.1 Results regarding “Strategy”

Table 3.3 lists all the 11 strategies identified in the primary studies. The “De-
scription” column provides a short summary of the intent of the strategy and
how energy efficiency as the ultimate objective will be achieved. The primary
studies realizing each strategy are listed and are counted in the last column. We
use the number of primary studies in the last column of all the tables to sort the
table rows.
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The main goal with all strategies is to provide a plan for total energy con-
sumption reduction of cloud-based environments although they differ in their
perspectives. For example some try to shape the network traffic (“Traffic pat-
terns” strategy) while some consolidate virtual machines in fewer number of phys-
ical machines (“Virtual machine consolidation” strategy). There are two types
of relations identified between the networking component and energy efficiency
achievement:

• One type starts from energy consumption reduction and then reflects that
in the networking component. For example in “Heat minimization” strat-
egy, the temperature increase in different regions of the data center is the
trigger to execute the energy saving procedure. If one region passes the
heat threshold then the networking related energy saving procedures are
also executed to switch the network devices from their active mode to their
sleep mode.

• The other type starts from the networking component and then influences
the total energy efficiency. “Traffic consolidation” is an example of this
type. So first aggregating network traffic onto a fewer number of machines
takes place. Then the total energy efficiency is improved in other aspects
of the data center.
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Overall it can be said that the former type focuses on the desired effects
namely improvement in energy efficiency, while the latter concentrates on the
cause, which is the networking component.

As illustrated in table 3.3, “Sleeping mode/Switching off” is the most fre-
quently used strategy. This strategy tries to make the group of the network
devices in the data centers behave more energy proportional to the network traf-
fic load. Studies show that the traffic load in data centers follows a relatively
known pattern. For instance, at night the traffic load drops dramatically. This
can result in considerable number of idle networking devices, which makes this
strategy a good choice to be applied. Some strategies progress further and aim to
even increase the number of idle network devices. That is why some strategies,
such as “Virtual machine consolidation” and “Traffic consolidation”, are investi-
gated in combination with “Sleeping mode/Switching off” that deactivates idle
network devices to gain further improvements. Wang et al. introduce CARPO
[250] as an intra data center scale decision framework, which focuses on network
traffic engineering to follow both “Sleeping mode/Switching off” and “Traffic
consolidation” strategies.

As it is clear from the table, each strategy is realized with one or more of the
solution types. The decision framework solution type is able to realize all but one
strategy at different levels of granularity. Depending on the target component of
the data center, it is possible for other solution types to realize specific strategies.
For example “Energy aware devices” is only realized by a “Device” solution.

For the sake of discussion, we classify the strategies into more general groups,
which are shown for each strategy in the “Layer” column of the table. This clas-
sification is shown in italic format to differentiate it from the codes extracted out
of the primary studies. Four groups of strategies have been identified based on
the granularity of the target components as: a) Data Center layer (DC); b) Appli-
cation layer (App); c) Network layer; and d) Device layer. Within some strategy
groups, there is no clear boundary between the solution domains covered by the
strategies. For instance in the “Network layer” group,“Traffic minimization” and
“Traffic locality” try to improve on the amount of network flows. The former
makes static/dynamic decisions on virtual machine allocations based on the net-
work traffic between virtual machines while the latter concentrates more on the
network architecture of servers and switches in the data centers.

As shown in the table, both “Optical devices” and “Sleeping mode/Switching
off” strategies are realized by all solution types. Replacing electrical switches with
optical ones, which are more energy proportional and whose energy consumption
is lower, fades out the need to shut down idle networking devices. Therefore,
we have seen no primary study realizing these two strategies at the same time.
“Energy aware routes” is another frequently studied strategy that puts the em-
phasis on the energy consumption of routing paths. The energy efficient routing
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paths are established by either selecting the switches that consume less energy or
selecting the routing path with minimum total energy consumption. The energy
related decisions can be made through a centralized controller, or in a distributed
manner, in which each standalone router/switch will select the next hop based
on energy efficiency metrics. The next interesting strategy is “Traffic patterns”
with the idea of adapting the networking component based on the incoming traffic
generated by the running applications. Setting the network devices as active/idle
is done in a more intelligent way in this case, since it can be estimated for the
coming time t what will be the traffic load. Traffic patterns are taken into ac-
count in two ways: static and dynamic. The former uses an initial traffic matrix
while the latter collects traffic information at runtime.

3.5.2 Results regarding “Scale”

We have identified three different scales in the primary studies. One is intra-data
center scale, which is concerned with the solutions and technologies implemented
within one data center. The other two require to adopt solutions that are investi-
gated on the data transfer network between data centers. We call them inter- and
mixed-data center scales and point them out as large scales in this chapter. This
appellation is not a comparison on the number of virtual machines running in
the cloud-based environment rather it is referring to the number of data centers
deployed in a cloud-based environment.

It is interesting to study the relation between the solution types and each
scale. Table 3.4 lists the solutions presented in inter-, intra- and mixed-data cen-
ter scales. As it illustrates, most of the primary studies (around 82%) have pro-
posed intra-data center network solutions. The Network architecture and Device
solution types are not investigated for larger scales. Since in multi-domain trans-
fer networks, different areas of administration and ownership exist, these solution
types can not be deployed in a centralized consistent way. We have identified two
primary studies covering large scale cloud-based environments that propose the
“Device” solution type. They concentrate on the “IP over WDM (Wavelength-
division multiplexing)” optical networks as their backbone transfer network.
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From table 3.4 it can be concluded that Decision framework is the most
widely adopted solution type in all the scales. The table also shows how decision
frameworks make use of other solutions. For example [248] is an intra-scale deci-
sion framework that makes use of both solution types Network architecture and
Routing/Switching. The permutations of applied solution types in decision frame-
works vary in different scales. Extracted from the table, a decision framework
for an inter-data center scale is more probable to employ the Routing/Switching
solution type rather than the Device type.

3.5.3 Results regarding “Solution”

We have classified the discovered solutions in the primary studies as the following:

• Device: This solution type is provided when focus of the solution is to
improve energy efficiency of networking devices. Only network switches
and links are put in this category, excluding servers since they are not
considered as part of the networking component.

• Routing/Switching protocols: The main focus of this classification is to
answer the question: how can energy efficiency be improved in network
connections namely routing and switching? Redesigning routing/switching
algorithms or using current protocols but in more intelligent ways are some
examples of this type realized in the literature.

• Network architecture: This solution type offers the optimum topology for
network devices and network links. As mentioned earlier, currently devel-
oped data centers are “richly-connected”. Although this helps with the
achievement of reliability and availability qualities, it does not ensure high
energy efficiency, which should be investigated to provide more improve-
ments.

• Decision framework: It can be a combination of other solution types or be
implemented as a standalone solution. It provides a framework to make
static/dynamic decisions based on the information collected from data cen-
ters through a centralized/distributed method. We consider decision frame-
works as self-adaptive software systems, which can benefit from other so-
lution types to monitor the infrastructure at runtime and recover from
runtime changes with reconfiguring the networking component.

3.5.4 Results regarding “Technology”

The ideal situation for a primary study is to propose a generalizable solution that
can be applied to any cloud-based environment. Our primary studies mostly have
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suggested a general solution. Afterwards, they have evaluated the proposed idea
with specific IT infrastructure like a certain type of device or network archi-
tecture. We define technology as implemented tools or specifications that are
required to realize the solution, and not the details regarding the evaluation
phase. Tables 3.5-3.7 detail the technologies that implement the Device, the
Routing/Switching and the Network architecture solution types.

Device Technologies

Table 3.5 indicates the technologies implementing solution type “Device”. Col-
umn “Type” illustrates the methods targeting devices in italic to be unlike other
columns showing the primary studies codes. Two methods are suggested for the
network devices; either replacing the current devices with optical ones or improv-
ing the current ones to be energy aware. 8 out of 10 technologies make use of
optical devices. Since optical networks are recognized as a remarkable alterna-
tive to traditional transfer networks, in the cloud-based environments, it benefits
from the energy efficiency features of optical devices. Different kinds of opti-
cal routers, optical switches, and other optical devices are examined to explore
the potentiality of data centers to be more energy efficient. For example, [53]
has suggested space-time interconnection optical devices for data center network
architectures. Most primary studies of this type adopt the existing optical tech-
nologies in a smart way to minimize the energy consumption of data centers at
different scales.
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There are two implementations focused on improving the current electrical
switches (#9 and #10). The main idea with these technologies is to make use of
fewer number of ports in a switch to reduce energy consumption. The incoming
traffic load can be distributed into fewer number of output ports according to
optimized utilization rates. The idle ports and gradually the switch itself can be
put in the sleeping or the low power mode. Merge Network switch (#10) not
only deactivates idle ports but also tries to increase them by traffic aggregating
methods. The advantage with these implementations is that energy awareness is
distributed all over the data center network and each switch makes locally op-
timal decisions (performing as greedy algorithms). Also there is no single point
of failure in such implementations. However, from a distributed and holistic
perspective these local optimizing solutions might introduce some overhead in
throughput and other efficiency qualities. Besides, they can not ensure to utilize
the most energy efficient set of active ports in the data center. These two tech-
nologies are suggested as standalone solutions but other device technologies can
be used in combination with other solution types like decision frameworks. In
total we have 14% of primary studies that propose a standalone device solution.

Routing/Switching Technologies

Table 3.6 describes all the technologies regarding the “Routing/Switching” so-
lution type. Primary studies investigating this solution type propose algorithm-
s/protocols by which, data center VMs will be able to transfer data in an energy
efficient way. There is a diverse range of ideas displayed in the table that differ
in several aspects, such as the target network layer and the purpose of use. For
example Green VLAN (#7) is a specific implementation for layer 2 in the OSI
model, while ECMP (#2) details a multi-path routing protocol for layer 3 in the
OSI model. The major number of technologies goes for layer 3 rather than layer
2 and only 2 out of 8 technologies are implemented for layer 2 (Green VLAN and
ExP).

Two types of Routing/Switching technologies are proposed in the primary
studies. They are shown in the “Impact” column of the table in the italic format
in order to be distinguished easier from other columns, which illustrate the codes
that emerged from the primary studies:

• Direct: The Routing/Switching technology is not used along with other
solutions and it provides energy efficiency improvement in the networking
component itself as a standalone solution. The improvement may come
from either the least energy consuming routes or transferring the traffic
through fewer number of network devices.

• Indirect: The Routing/Switching technology is used in combination with
other solutions and it does not necessarily need to be an energy aware
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protocol. For example, the energy consumption related decisions can be
delegated to a decision framework and the routing protocol performs as it
did before. That is why we see ECMP in the table, which is a non-energy
aware routing protocol. Our primary studies show that Routing/Switch-
ing technologies have been used in combination with the Device and the
Decision framework solution types.

Another reason to make use of non-energy aware Routing/Switching algorithms
is because they are so widely used in cloud-based environments. In this case, the
primary study aims to increase the energy efficiency of a cloud-based environ-
ment with having existing non-energy aware technologies deployed. Therefore an
energy-aware decision making component is added to the system as a decision
framework, which manages all the energy efficiency related concerns.

Moreover, the energy efficient route is more effective when it is reconfigured at
runtime due to the changes occurring in the incoming load traffic. Some primary
studies, such as the one proposed by Fang et al. [85], make use of traffic patterns,
which include information of the traffic flows in the data center in order to make
more accurate energy efficient related decisions.

Figure 3.3: A fatTree network architecture with 4-
port switches

EAR technology [224] is one of the
most frequently deployed ones in our
list. This algorithm makes a trade-off
between energy efficiency and other ef-
ficiency factors based on the quality
requirements. The idle networking de-
vices are eliminated gradually in steps
and in each step it is checked whether
the output network still responds with
the expected throughput or not.

As the table presents, Rout-
ing/Switching technologies are mostly
targeted for intra-data center scale;
however, inter-data center scale has got the attention of standalone Rout-
ing/Switching solutions recently. Max-Flow Min-Energy technology [238] is an
example of an inter-data center solution.
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Network Architecture Technologies

Given the high number of servers and switches in data centers, it is important to
design a network architecture in a flexible way to be functional in the presence of
quick bursty incoming load. Table 3.7 presents the network architectures studied
in our primary studies.

Currently many richly-connected network architectures are deployed in data
centers such as FatTree, BCube, VL2 and DCell. As the table shows, FatTree
is the most widely investigated topology in our primary studies. It is a popu-
lar, regular, symmetric and scalable network architecture. The organization of
network devices in FatTree is based on a switch-centric approach, providing 3 lay-
ers of switches: core, aggregation and ToR. Figure 3.3 shows a FatTree network
architecture with 4-port switches.

The primary studies illustrate that both “Device” and “Decision framework”
solution types are implemented in combination with the “Network architecture”
solution. FlattenedButterfly and Hybrid WDM PON network architectures [51,
53, 128] are examples of the network architecture solution types used in the
device solution type. The network architecture solution type is used mostly
as a supporting role along with the decision framework solution type. Only
two primary studies focus on network architecture as a standalone solution [53,
125]. Extracted from the table, 6 out of 14 network architectures are specialized
for optical interconnections. Although this number is almost half of the total
number of identified technologies for this solution type, this ratio is not seen in
the number of primary studies providing optical technologies. It is because the
energy efficiency in optical data center networks is nearly optimum and it is hard
to get extensive improvements on that. The network architecture technologies
are proposed only for intra-data center scale, because of different ownerships and
maintenance methods in each domain.
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Decision Framework Technologies

The “Decision framework” solution type is considered as a self-adaptive software
system that can either be composed of other solution types or be implemented as
a standalone solution. Decision frameworks aim to control energy consumption
of the networking component by collecting relevant information from different
components. Each decision framework follows a specific approach and accord-
ingly other solutions and technologies are selected. Different permutations of the
solution types are selected for each decision framework, which we categorize as
the following:

• Traffic Engineering: In order to minimize the energy consumption of
the networking components, decision frameworks following this approach
try to shape the network load. Decision frameworks collect and correlate
context-dependent information as a basis for making static/dynamic de-
cisions. Based on how the traffic engineering is done, different types of
strategies would be realized. For example [125] proposes a decision frame-
work, which collects statistical information from network switches. Then
based on utilization rates, a network subset with minimum number of net-
working devices and minimum needed capacity is selected to transfer the
traffic. In this case the traffic is consolidated and the idle networking devices
are deactivated, which means “Sleeping mode/Switching off” and “Traf-
fic consolidation” strategies are realized. Differently we see in NESS [85]
that network devices are put in the sleeping mode according to pre-learnt
traffic patterns, which shows “Sleeping mode/Switching off” and “Traffic
patterns” strategies are realized.

• VM Assignment/Migration: Using this approach decision frameworks
try to place/reallocate the virtual machines in order to aggregate them into
fewer number of physical machines. In the VM migration process the energy
efficiency of the networking component is addressed by decision frameworks.
“VM consolidation” strategy is realized by this type of decision frameworks.
To provide an energy efficient networking solution this approach is used
along with other two introduced approaches.

• Routing: According to this approach, decision frameworks try to choose
the best routing path, which is the route with the minimum energy con-
sumption compared to the other possible routes. The routing decisions can
also be made using an overlay virtual network, which abstracts physical
links in virtual links to provision network services with maximum energy
efficiency. This approach is aligned with the “Energy aware routes” strat-
egy. For instance DCe-CAB [192] is a decision framework for the inter-data
center scale and places virtual machines in different data centers. A data
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center is selected if not only the energy consumption of the data center sat-
isfies quality requirements but also the routing path to that specific data
center has the shortest path and the maximum efficiency in quality require-
ments (minimum delay, minimum energy consumption).

Decision frameworks can follow more than one approach. One more remark
is that decision frameworks can be scaled up for large scale cloud-based envi-
ronments. Intra- , Inter- and mixed-data center scales can be supervised by
decision frameworks from an energy efficiency perspective. Overall in the case of
large scale cloud-based environments, a decision framework is an excellent choice
because of their management possibilities for a network of heterogeneous data
centers.

3.5.5 Results regarding “Energy Efficiency Evaluation”

Each proposed energy efficient networking solution has to be evaluated and ana-
lyzed. Primary studies present the energy saving results for each solution while
calculating the impact on other efficiency factors like network delay and network
throughput. It is not a trivial task to measure, model and optimize energy con-
sumption of large scale data centers. Therefore 72% of experiments have been
done in simulations. Table 3.8 represents all the methodologies used for the en-
ergy efficiency evaluation process and also specifies the corresponding scale of the
target cloud-based environments.
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Every evaluation method has its limitations and advantages. Using more
than one evaluation method could help the derived conclusions be more concrete.
For instance [127] evaluates their decision framework in both simulations and
empirical experiments.

Figure 3.4: Yearly distribution of each solution
type, from Dec 2008 to Nov 2013

Primary studies also have shown
how much they have gained in terms
of improvement in energy efficiency.
eAware [230] as a modified version of
an Ethernet switch and as an exam-
ple of the device solution type, can
save the total energy consumption of
network switches from 30% to 50%
while it introduces only 3%-20% in-
crease in the end-to-end packet delay.
The proposed MIMO OFDM DCN ar-
chitecture [125] has been evaluated
by means of large scale empirical ex-
periments and it can provide up to
25% energy efficiency improvement in
comparison to the equivalent network architecture with commodity electrical
switches. GreenDCN decision framework [248], which is an intra-data center
scale solution, increases the energy saving of the networking component up to
50%.

ElasticTree decision framework [115] as a pioneer in making use of OpenFlow
technology in 2010 for energy efficiency improvements in the networking com-
ponent (more detail in section 3.6), is able to save the energy consumed by the
networking component up to 25%-40%.

3.6 Discussion

To discover the trends in energy efficient networking solutions we have split the
articles in 5 yearly periods (the last period being Dec 2012-Nov 2013).

As seen in figure 3.4, the topic has been brought up from late 2008, with an
increasing number of primary studies each year to testify to a growing interest.
We can also see that the greatest attention has been paid to decision frameworks.
Although the other three solution types (Device, Routing/Switching and Network
architecture) are proposed less often, still they show an increasing trend.

The very first article on this topic is a decision framework from the first time
period for intra-data center scale [169]. Initially, decision frameworks were the
most natural solution: they simply required extensions to existing optimization
frameworks, where the energy efficiency was an additional quality requirement.
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The continuous attention to decision frameworks in the course of the years is due
to their flexibility: they provide a global insight and collect relevant informa-
tion from all over the data center. They allow to make accurate energy-related
decisions according to correlated information.

Figure 3.5: Yearly distribution of solutions in dif-
ferent scales, from Dec 2008 to Nov 2013

Figure 3.5 shows the yearly distri-
bution of solutions at different scales.
We see that the research done within
one data center is still the main focus
of the studies, partly due to the easier
manageability in these environments.

The research on inter-data center
scale started in December 2010, while
solutions for the mixed-data center
scale have been introduced more re-
cently in December 2012. Achieving
energy efficiency at these scales is ba-
sically more challenging. Due to the
emergence of new business models and
new requirements for energy efficiency, we expect to see a growing interest in large
scale solutions, especially mixed-data center scale in the coming years. This will
likely result in a decreasing interest in pure inter-domain solutions, and this trend
is already visible in figure 3.5.

Figure 3.6: Yearly distribution of solution types
used in decision frameworks, from Dec 2008 to Nov
2013

Decision frameworks can use other
solution types in their design. We
identify different permutations of so-
lution types that decision frameworks
use. Figure 3.6 shows that over the
years decision frameworks have be-
come more diverse. We also see
that Routing/Switching is the most
widely deployed solution type, indi-
vidually and in combination with oth-
ers. The next most frequent solution
type is the Network architecture solu-
tion, usually with FatTree implemen-
tation. The Device solution type is in-
stead adopted in only three decision
frameworks. The combination of Device and Routing/Switching solutions ap-
pears twice in our studies, and it is used in large scale cloud-based environments,
concentrating on optical “IP over WDM” backbone networks.

There are some decision frameworks that are not a combination of other
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solution types. We call them “standalone” decision frameworks. Standalone
decision frameworks target non-energy aware infrastructures. They deploy other
techniques to collect the required information and to take action.

Figure 3.7: Yearly distribution of approaches used
by decision frameworks, from Dec 2008 to Nov 2013

For example they might use traf-
fic pattern information to make more
accurate decisions on putting network
devices in sleep mode. Figure 3.6
shows an ascending trend for stan-
dalone decision frameworks in the last
years.

Figure 3.7 displays how decision
frameworks make use of different ap-
proaches to improve the energy effi-
ciency of data centers. We recall from
section 3.5.4 that Decision Frame-
works can use different approaches:
Traffic Engineering (TE), VM Assign-
ment/Migration and Routing. From the figure we see that the Traffic Engineering
approach is the most frequently used one, individually and combined with others.
Also VM Migration is frequently used to minimize the network traffic by group-
ing virtual machines into fewer number of physical machines, implicitly reducing
the energy consumption of the networking component. The virtual machine mi-
gration process can include application dependencies as well.

Using the approaches only focusing on the networking component or the com-
putation domain has a risk of missing some pieces of the big picture to ensure
energy efficiency. The combination of the VM Migration approach and one or
two of the networking related approaches (either Traffic Engineering or Routing)
in decision frameworks, provides broader view of changes that need to be made
in cloud-based environments. That is why the combination of “TE + VM Migra-
tion” and “Routing + VM Migration” have been the most widely used approaches
recently. Interestingly, the number of decision frameworks using the “Routing”
approach has dropped to zero from December 2012, while the combination of
“VM migration + Routing” approaches has been introduced.

Decision frameworks additionally make use of other supporting techniques to
implement approaches. Supporting techniques help them extend their collected
information domain and improve the efficiency of taking actions. Programmabil-
ity of the networks and traffic pattern discovery are some of the example tech-
niques used by decision frameworks. The network traffic originated from appli-
cations will produce a traffic pattern. By taking this collectable information into
account, it will be clear at any given time that what decision would fit the best
according to the distribution of traffic load.
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Figure 3.8: Yearly distribution of OpenFlow tech-
nique adoption by decision frameworks, from Dec
2008 to Nov 2013

Decision frameworks benefit from
the programmability feature of the
software-defined networks. This type
of networks can be programmed be-
cause the data plane and the control
plane of the network switches are sep-
arated. An external controller will
do the “updating flow table” process
for each switch. Software defined net-
working protocols, namely OpenFlow,
make the communication between the
controller and the OpenFlow-enabled
switches possible. Using OpenFlow,
the controller is able to schedule
flows dynamically/statically between
the network switches. Decision frameworks deploy the OpenFlow technique in
order to apply required dynamic changes in data center networks with the means
of an OpenFlow controller.

We have 8 primary studies providing solutions for intra-data center scale that
investigate the OpenFlow technique to flexibly control the traffic and operate the
flow scheduling. 6 out of 8 decision frameworks follow the Traffic Engineering
approach and the rest investigate the Routing approach. As figure 3.8 presents,
decision frameworks made use of the OpenFlow technique at early 2010 for the
first time. Recently the usage of this technique has increased remarkably and we
expect it to grow even more in the coming years.

3.7 Threats to Validity

There are some uncontrolled elements that could change the conclusions we draw
and threaten the accuracy and validity of our findings. The potential validity
threats to our study are:

a) Subjective analysis: Since the study selection phase is mainly conducted by
one researcher; there might be possibilities of biased subjectiveness in finding
primary studies. Defining extensive and clear selection criteria through a
systematic protocol helps to mitigate this threat.

b) General applicability: Another threat to our study is the generality of iden-
tified solutions and the extent they can apply to cloud-based environments.
We included studies that have been peer-reviewed. This, of course, does not
mean that works from industry are not relevant; on the contrary, we plan a
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follow-up study with the same research question but intended to survey the
state of practice to discover if both domains are aligned together. In spite of
our academic focus, we have observed that 17% of the primary studies have
authors from industrial affiliations. This suggests some non-negligible min-
gling of academic research and industrial solutions. On the other hand, the
evaluation phase in our primary studies mostly makes use of industrial-driven
datasets.

3.8 Emerging research directions

We have analyzed the primary studies to discover in which direction current
research is evolving. In the following we list some of the future challenges and
opportunities we identified:

• Decision frameworks: Our findings show that there has been an increas-
ing focus on this solution type and we expect to see even more evolve-
ment of decision frameworks in the coming years. Not only they are able
to apply other solution types but also they can benefit from information
collected with higher level components in the data center. For example
decision frameworks can make energy efficient decisions based on behavior
of applications in the environment. Also, we have seen more attention to
standalone decision frameworks recently, which will be even more because
of the accurate data that can be collected from the application layer.

It is interesting to note that decision frameworks have evolved from one-
aspect approaches to multiple-aspect approaches to get data as accurate
as possible from the components. Therefore, the combinations of “TE +
VM Migration” and “Routing + VM Migration” approaches have higher
chances to be investigated. Decision frameworks can benefit greatly from
the advances in artificial intelligence, which aim to maximize optimization
objectives.

• Large scale cloud-based environments: Recently large scale environments
have attracted more attention from the researchers. However, energy ef-
ficient solutions in large scale environments are challenging to implement.
Therefore, academia and industry can collaborate more on the infrastruc-
ture provisioning aspect.

• Software-defined networking: According to the Gartner report “Hype Cycle
for the Telecommunications Industry, 2014” [39], the SDN field is in phase
“Sliding into the Trough”. As they define this phase, there is still some
time for SDNs to become more mature. Our results show the increasing
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importance of SDNs in data centers. SDN is the key to shorten the dis-
tance between hardware and software in cloud-based environments. This
feature can help decision frameworks significantly in order to get accurate
information from the networking component and reconfigure them on the
fly.

3.9 Conclusion

This literature review outlines the state-of-the-art in energy efficient networking
solutions in cloud-based environments, which is the answer to our RQ2.1, namely
“What are energy efficient solutions for networking in the cloud?”. An original
contribution of our effort is that, for the first time in this research field, we
have followed a systematic literature review (SLR) method to be as objective
as possible to select our primary studies. By including the SLR protocol, the
chapter provides the instruments necessary to replicate the study in the future
or eventually extend it to cover new aspects, e.g. “smart green networks”. In
the latter case, it would require to extend the query. For the example research
identified above, this would require the inclusion of “smart” as a keyword.

All the primary studies we have analyzed clearly demonstrate a growing at-
tention to the problem and a lively and dynamic research space. Our findings
show that the so called “Decision Framework” is the most frequently investigated
solution type to accomplish the energy efficiency goal. Decision frameworks are
in fact self-adaptive software solutions that show a continuous increase in number
and diversity over the years. The most promising approaches used by decision
frameworks are combinations of the computation related approach “VM migra-
tion” and the networking related approaches “Traffic engineering” or “Routing”.
The main advantage of decision frameworks compared to other solutions is their
ability to use other supporting techniques such as programmability of networks
and traffic pattern discovery.

Another important observation is that although the majority of the primary
studies target solutions for intra-data center scale, recently we have seen an in-
crease in the number of large scale solutions, namely inter- and mixed- data center
solutions.

We expect that the focus on using network programmability in large scale
environments will continue to grow in the coming years, as a response to the
increasing size of cloud-based environments. According to Gartner research in
2014 [39], the SDN field will be at the phase of “Plateau of Productivity” in 5 to
10 years, which is a confirmation to our conclusion about the growing attention
to this topic. However, it needs to be investigated if SDNs can provide higher
energy efficiency in the data centers.
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In our next chapter, we aim to examine to what extent SDNs can be beneficial
in data center networks to make accurate energy-related decisions.
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4
Case Study 1: Energy Efficient

Scheduling in Software-Defined Networks

Software-defined networks have been proposed as a viable solution to increase the
energy efficiency of the networking component in data centers because of their
programmability features. Scheduling algorithms are implemented in the control
plane of software-defined network devices to plan runtime reconfigurations. In
this chapter, we propose a number of linear programming scheduling algorithms
to answer our RQ2.2. We evaluate our algorithms in simulations in terms of
power saving and time to complete. All our algorithm variations outperform
the shortest path scheduling algorithm, our baseline on power savings, depending
on the instrumented power models. We show that in FatTree networks, where
switches can save up to 60% of power in their sleeping mode, we can achieve
15% minimum improvement assuming a one-to-one traffic scenario. Two of our
algorithm variations favor performance over power saving and still provide around
45% of the maximum achievable savings. Therefore, different software systems
with different quality requirements can still benefit from our algorithms.

4.1 Introduction

Networking devices are one of the main contributors to power consumption in
data centers. However, improving on their total power efficiency is not a trivial
task. From the data center provider perspective, power efficiency in the network
should be weighted against other quality requirements such as its performance,
reliability and availability. Given the statistics on the average utilization rate
of data centers, which is around 30% of the peak hours [164], we see room for
improvement in the power efficiency of the networking component.

Nowadays, software-defined networks (SDN) are replacing traditional net-
works with the means of the programmability of the underlying network. It is
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estimated that the adoption of SDN will grow exponentially by 2021 [41]. Given
SDNs wide range of applications and their rapid adoption rate in data centers,
they are often chosen as part of power efficient solutions. In Chapter 3, we studied
the existing energy efficient networking solutions and we observed a growing trend
in using SDNs to ensure energy awareness. The existing energy efficient network-
ing solutions are implemented as flow schedulers that fulfill user-defined quality
requirements while considering energy consumption improvements. However, the
effectiveness of SDNs with respect to energy efficiency is not fully studied and it
is not determined how the programmability of networks can be an added value
in this matter. Besides, scalability and performance cost of energy efficiency
optimization are still open questions.

Linear programming algorithms have been recently deployed to perform as a
scheduler for the incoming flows on the available paths [47, 115, 127, 130, 131,
152, 250]. Finding the optimal solution, e.g. mapping the flows to the paths, is an
NP-hard problem. In this chapter, we find an alternative to reduce the complexity
of the problem. We propose 4 linear programming algorithms that differ in their
objective functions. We study each algorithm to see to what extent they impact
other quality requirements such as performance. Our main contributions are:

• We derive four different flow scheduling algorithms that take into account
a number of constraints to provide either highest throughput or highest
power efficiency.

• We implement a modular decision framework to evaluate our algorithm
variations. It collects statistical information from the network and schedules
the existing/new flows accordingly.

• We support our hypothesis with a number of simulation experiments and
we compare our results with a baseline, namely the shortest-path scheduling
algorithm.

• We assess to what extent the scalability quality requirement is fulfilled by
performing experiments in network of different sizes, different numbers of
flows, and different characteristics of switches.

The rest of the chapter is structured as follows. Existing related work on
power efficiency solutions for software-defined networks is discussed in section
4.2. In section 4.3, we present our scheduling algorithm and its implementation.
We describe our evaluation decision framework and its components in section 4.4.
Sections 4.5 and 4.6 present the simulation scenarios and experimental results,
respectively. Our findings and observations are discussed in section 4.7. Finally,
the chapter is concluded and directions for future work are introduced in section
4.8.
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4.2 Related Work

Power and energy efficiency of data center networks has often been a by-product
of optimization strategies targeting other quality requirements. For instance,
energy-aware VM placement has attracted more attention in data centers com-
pared to the flow scheduling in the underlying network. However, there is still
some effort spent on power savings in the network with traffic consolidation or
traffic locality [84, 130]. For example, the frameworks introduced in [247, 249],
minimize the number of active racks in the data center networks by consolidat-
ing VMs in a fewer number of racks. VM placement has been identified as a
routing problem in [127] and it has been combined with network optimization.
Solely focused on the networking component, [166] introduced a distributed flow
scheduling scheme suitable within a data center network. Differently, in this chap-
ter, we focus on the runtime tradeoffs between network-related qualities, running
software qualities, and power saving objectives. Our findings can help software
engineers to develop the best fitting optimization algorithms for running software
systems with a clear overview of the pros and cons of their algorithm choices.

Fang, et al. in [86] study different network architectures other than FatTree,
namely, 2N-Tree, VL2 and BCube from the power saving point of view. L.
Gyarmati, et al. design a comparison study on energy consumption of BCube,
DCell, FatTree and balancedTree network architectures [110]. As we will discuss
in Section 4.4.1 the decision framework we developed allows to define arbitrary
topologies as input, and as such will allow comparisons between different data
center architectures. We have selected the FatTree topology, a very well known
three-tiered data center network architecture, to evaluate the effectiveness of our
algorithms.

There are other studies that, like ours, deploy software-defined networks in
order to apply the energy-aware changes decided by their decision frameworks or
applications. The pioneer work in this era, ElasticTree [115] designs a centralized
decision framework to turn off the idle network devices. A disadvantage of this
model is that the multi-minute booting time of switches makes handling bursty
traffic appropriately more difficult. Differently, we use in our simulation the
sleeping mode of switches; this takes much shorter time (around 1s) to turn the
switches back on, while still providing significant amount of power savings. There
are similar approaches that put idle network devices into the sleeping mode or
turn them off by implementing heuristic scheduling algorithms [224, 250, 257].
They mostly provide the traffic matrix as an input to the scheduling algorithm,
which is not always a realistic scenario. Contrarily, we focus on real time flow
requests while keeping the scalability quality requirement in mind, as we will
discuss in Section 4.3.4.
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4.3 The Flow Scheduling Algorithm

To enable communication between nodes in a SDN, a scheduling algorithm needs
to select the route first. Such an algorithm can be energy-agnostic and update
the flow tables of the switches, regardless of energy consumption of the route and
its throughput. Shortest-path finding approach (SP) is such an example as it
does not retrieve any bandwidth/energy related information from the infrastruc-
ture and consequently can not make smart decisions based on this. We use SP
and an extension of it as a baseline to compare with the quality metrics of our
algorithms. In order to design our power-savvy scheduling algorithm, we deploy
the Integer Linear Programming model, which defines the problem as a linear
function of different variables and the values selected for variables need to meet
the limitations of pre-defined constraints. Since our focus is on scheduling the
incoming network traffic in the most power efficient ways, our assumption is that
the VMs are allocated beforehand. Also, no initial traffic matrix is assigned to the
data center and the incoming load is routed in realtime. This makes scalability
a very important quality requirement in our scheduling algorithm design.

4.3.1 Objectives

There are three objectives that can be considered when scheduling traffic flows:

• Minimize the power consumption of the data center network:

To minimize the total power consumption, there are multiple options. One
is to turn off the idle network devices, but this takes a significant amount
of time for the devices to boot and be running again. Another option is to
turn off the idle switch ports separately, when needed. This is the essence
of approaches proposed by for instance, Energy Efficient Ethernet, which
are shown to provide some energy savings. Still the device chassis is the
main energy consuming component; [115] states that switches consume up
to 90% of their maximum power as soon as they are turned on, before any
incoming load. Therefore, we place our focus on putting the idle network
devices into the sleeping mode. Switches in the sleeping mode still consume
energy but much less than when they do in the active mode. The energy
consumption in the sleeping mode highly depends on the adopted technolo-
gies. Besides, their transition time is significantly less than the booting
duration. Ultimately, we aim to minimize the number of active switches for
a given number of flows in the network.

Equation 4.1 defines the algorithm objective, with total power consumption
PC being the sum of the power consumption of each active switch, m the
number of active switches selected to serve n number of flows.
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Minimize(PC =

m∑
j=1

PCj)
�� ��4.1

• Minimize the number of transitions from the sleeping mode to
the active mode:

Another energy-aware approach that we apply is prioritizing the already
existing active switches over the sleeping ones. This help us save the tran-
sition time. Consequently, the duration of the scheduling phase will be
shorter although the achieved bandwidths for the flows might be reduced
due to link sharing. Therefore, it is up to our optimization algorithm to
keep the balance between the bandwidths and the power consumption by
turning on the switches. We associate this concept with a new variable
called transition degree, which indicates the number of switches that need
to be turned on for the incoming load. The transition degree can have a
value between 0 and the total number of switches. The objective expressed
in Equation 4.2 is to minimize this variable.

Minimize(transition degree)
�� ��4.2

• Maximize the bandwidth for the flows

From the user perspective, the main quality requirement might be perfor-
mance. In real life scenarios, different software systems might have different
performance requirements, so they should get different priorities. In this
work, we assume that all the software systems, hence the flows we schedule,
have the same priority, and we try to optimize the bandwidth for the flows
with fairness.

Maximize(

n∑
i=1

BWi)
�� ��4.3

Equation 4.3 defines the objective, with n being the number of flows in the
data center network.

4.3.2 Algorithm Variations

Software systems can have different quality requirements; some are power-sensitive,
while some are performance-sensitive. This leads us to define different variations
of our scheduling algorithm accordingly. For each variation, different objectives
are bound together to formulate an objective variable. However, it is important
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to note that all the variations are power efficient as the idle switches are put into
the sleeping mode.

We identified four distinct objective variables:

LP-v1: Full version
As Equation 4.4 shows, all the objectives are taken into account, where n
is the number of flows and m is the number of active switches. In order to
avoid zero denominator in the fraction, 1 is added to transition degree.∑n

i=1BWi

(transition degree+ 1) ∗
∑m

j=1 PCj

�� ��4.4

LP-v2: Without priority
In this version, all the switches either in the active mode or in the sleeping
mode have the same chance of being selected for the next coming flow. We
do not give priority to the already active switches as Equation 4.5 displays:∑n

i=1BWi∑m
j=1 PCj

�� ��4.5

LP-v3: Only throughput guaranteed
For delay-sensitive applications, degrading throughput for the purpose of
energy efficiency is not acceptable. Therefore, only performance improve-
ments are taken into account in the objective variables to make sure that
it does not increase the number of idle devices with the price of decreasing
performance. This version still achieves some power efficiency by putting
the idle switches into sleeping mode if there are any. Equation 4.6 shows
that in this version we only consider bandwidth values.

n∑
i=1

BWi

�� ��4.6

LP-v4: Only energy efficient
Our last variation only takes the power efficiency metric into account and
minimizes the total power consumption of the data center network, when
serving a specific number of flows. To be more efficient, we also include
transition degree, which is shown in Equation 4.7.

(transition degree+ 1) ∗
m∑
j=1

PCj

�� ��4.7
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4.3.3 Algorithm Implementation

In order to model our linear programming problem we define combination. A
combination consists of a set of selected paths for the requested flows. We keep
a list of combinations, which differ in the selected paths and consequently in the
achieved bandwidths and the total power consumption. As new flows requests
arrive, the combinations will grow both in size and in number. Unlike the growth
in size, which is adding only one flow and one selected path, the growth in the
number of combinations is more accelerated. Equation 4.8 calculates the total
number of combinations, where n is the number of requested flows. For scalability
reasons that will be discussed later in section 4.3.4, we reduce the number of
combinations to only three.

Number of combinations =
n∏

i=1

number of possible pathsi
�� ��4.8

Each combination could be a candidate for providing the paths for requested
flows. The pseudo-code in Algorithm 1 describes the steps performed in our
scheduling process for each of the algorithm variations. Combination selection
is done by comparing them based on their objective variable. We calculate the
necessary metrics (the maximum power consumption, the maximum bandwidths
or transition degree) for each combination. For l number of combinations in
Equation 4.9, we model our linear programming objective function with a list
of boolean variables (x ), which shows if a combination is selected, multiplied
by the objective variables. In case of variations LP-v1, LP-v2 and LP-v3, the
objective function is to maximize the objective variables, whereas it minimizes
the objective variable in case of variation LP-v4.

l∑
k=1

xk ∗ (Combination objective variablek)
�� ��4.9

We define the constraints (#(
∑l

k=1 xk = 3) and #(
∑l

k=1 xk = 1)) to en-
sure that the top 3 combinations are selected for CombinationList and only 1
combination is selected as SelectedCombination.

4.3.4 Scalability Analysis

The load on our algorithm can be scaled up by increasing the size of the network
and the number of flow requests. We will store only the top three combinations
in CombinationList regardless of the network size and the load growth. In this
way the complexity of the algorithm in terms of number of combinations will
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Algorithm 1 Scalable Linear Programming Flow Scheduler

while TRUE do
if newRequestedF low not Null then

possiblePaths← List of possible paths in the data center network
if CombinationList not ∅ then

CombinationList← Update each combination with new possible paths
else

CombinationList← Create a combination with each new possible path
end if
for all combination ∈ CombinationList do

Update the objective variable:
←if necessary estimate PC
←if necessary estimate BW
←if necessary calculate transition degree

end for
CombinationList ← Keep only top 3 combinations (Output of linear programming

formulation)
SelectedCombination← Top 1 combination (Output of linear programming formula-

tion)
Remove/Modify/Add flows on the switches

end if
end while

be independent from the number of flow requests. However, the size of each
combination will grow as it includes the path set for all the flows.

The algorithm has two phases. First, combinations will be added based on
the number of possible paths. There will be (3 * number of possible paths for
the new flow) new combinations, where later the top three will be selected and
stored. Second, each new combination needs to be updated in terms of its perfor-
mance metrics. The execution time for the first phase of the algorithm is O(n),
where n denotes the number of possible paths for each step. Since n is usually a
small number (especially in the FatTree networks) in data center networks and
does not grow rapidly along with the network size, it is reasonable to run the
algorithm upon each flow request. The second phase of the algorithm updates the
performance metrics of a subset of the active switches that will carry the incom-
ing load and it executes in O(1). For each new possible path, active switches can
be updated/modified in constant time, which makes our algorithm very scalable
with the number of flow requests and the size of the network.

4.4 Design of Evaluation Decision Framework

We design an evaluation decision framework to deploy the different variations of
the scheduling algorithm. The decision framework collects the statistical informa-
tion from the network and schedules new flows or reschedules the existing flows
based on online decisions by the LP algorithm. Figure 4.1 presents the architec-
ture of the decision framework consisting of three main modules: 1) Scheduler,
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2) Controller, and 3) Monitor.

Figure 4.1: Our evaluation decision framework consisting of the scheduler, the controller and the
monitor components

4.4.1 Scheduler

The scheduler is at the center of our framework. All the information from other
modules and external data sources are inputs to this module. The scheduler
deploys the flow scheduling algorithm and it relies on two types of inputs: offline
and online. Monitoring data on power consumption and bandwidth of switches
are online inputs. Offline input is given to the module at the initial time and will
not change during the runtime. The offline inputs by the scheduler are:

• QoS requirements: An application will provide the minimum quality re-
quirements to perform as expected. For example an application might
define boundaries for bandwidth and latencies, which will be added as con-
straints to our linear programming approaches.

73



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 84PDF page: 84PDF page: 84PDF page: 84

Chapter 4. Case Study 1

• Initial traffic matrix : It is possible to provide the scheduler with the traffic
setup at the initial time. In this case all flows are fully scheduled at the
beginning. We did not use this feature in our experiments.

• Network architecture: The scheduler is informed at the beginning which
network topology is deployed in the data center. Our scheduler can be used
to support a number of known network architectures. In our experiments,
we use the FatTree topology.

4.4.2 Controller

The controller component receives the requests for setting new flows from the
underlying devices. Any time a new packet arrives to a switch, for which an
action is not known (the “Packet not matching” function), the packet is sent to
the controller component. The controller passes on the requests to the scheduler,
which makes decisions regarding the flow paths. The paths will be communicated
through the “Set path” function to the controller component. The controller,
which performs as a middleware between the network switches and the scheduler,
applies modifications to the flow tables of the switches (the “Update flow table”
function).

4.4.3 Monitor

This module collects periodically statistical information from the network (the
“Collect statistical data” function) and provides the scheduler with the current
status of the flows and utilization of the network devices (the “Retrieve statistical
data” function). Requesting stats data from the switches on a timely basis adds
overhead in terms of performance degradation and delay increase. It is important
to select the right sample rate for switches to report on their flow stats in such
a way that no considerable information will be missing and overhead is still
tolerable. Reports provided by the monitor are further used by the scheduler
component. Other than performance-related data, power-related information can
also be collected by the monitor. The information provided by this module are
the input for power consumption models. If realtime or actual monitors are not
present, it is possible to estimate the power consumption of the switches based
on the existing power models from the literature. We used power estimations in
our simulation experiments.

Realtime inputs are produced by the network devices and are passed to the
scheduler through the controller and the monitor components during runtime.
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4.5 Simulation Scenarios

We implemented a number of experiments in a simulation environment using
our decision framework. To simulate the “Network Architecture” in Figure 4.1
we use Mininet1, which provides a network testbed to develop software-defined
networks. For the controller component we use the open-source POX control
software2, which can update the flow tables of the simulated Open vSwitches3.
We implement a combination of the Gurobi Python optimizer4 and POX as our
optimization solver in the scheduler component.

As discussed in chapter 3, FatTree is the most widely deployed network archi-
tecture in data centers and it is designed to address the “single point of failure”
problem. FatTree places the switches in a three-level hierarchy, namely core, ag-
gregation and edge switches. Edge switches are also known as top of rack switches
(ToR). Aggregation and edge switches form the so-called PODs. We adopted the
FatTree topology in our simulations and we use PODs to simulate distant traffic
scenarios. We define network architectures of variable sizes namely, 20, 45 and
80 switches all connected with links of 1Gbps, summarized in Table 4.1.

Table 4.1: The three simulation configurations of the FatTree network architecture used in our simu-
lation

Switch ports Switches Hosts PODs Maximum Flows
4 20 16 4 8
6 45 54 6 27
8 80 128 8 64

4.5.1 Efficiency Metrics

Efficiency metrics help quantify the qualities achieved with each variation of our
algorithms. We focus on two efficiency metrics:

• Power consumption: Since we deploy our experiments in a simulation en-
vironment, we estimate the power consumption of the data center network.
We adopted the following model in our simulations:

1http://mininet.org
2http://www.noxrepo.org/pox/about-pox/
3https://www.openvswitch.org/
4http://www.gurobi.com/

75



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 86PDF page: 86PDF page: 86PDF page: 86

Chapter 4. Case Study 1

Powerswitch = Powerchassis+

numlinecards ∗ Powerlinecard+

configs∑
i=0

(Powerconfigsi ∗
numports∑

j=0

utilizationFactorj)
�� ��4.10

This is based on the model proposed by Mahadevan et al.[170]. In Equation
4.10, Powerlinecards represents the power consumption of the linecard and
numlinecards is the number of plugged-in cards. Powerconfigsi is the power
consumption of a port with the specified link rate i and utilizationFactorj
is the utilization of port j of the switch.

In our experiment, we assume that each flow sends data with the high-
est possible bandwidth. Therefore, it is always possible to calculate the
utilization rates of the switch ports.

• Time to complete: We define time to complete (TTC) as the time it takes
for a software system running in a VM to send a predefined number of bytes
to another VM in the network. TTC is a representative QoS requirement
because it is aligned with response time and performance.

4.5.2 Traffic Patterns

Depending on the use of the data center, the incoming traffic can follow certain
patterns, as identified by [37], which distinguish enterprise and university data
centers from cloud data centers based on their running applications. In this work,
we generate the traffic in the data center network based on One-to-One, modeled
by having all the hosts in pairs [137, 257].

As described in [241], the network traffic is categorized based on the length
of the associated paths (the number of switches): 1) Far, 2) Middle, and 3) Near.
The latter two involve only one POD respectively with 3 switches and 1 switch.
We implement the Far traffic study case, where nodes from different PODs trans-
fer data to each other. Since the Far traffic involves more number of switches and
less switches can be turned to the sleeping mode, this provides a more interesting
scenario to validate our algorithms. However, we can utilize the network links
fully and investigate more options for the traffic consolidation. For example, in
Figure 4.2, h1 connects to a randomly selected host from POD2, POD3 or POD4
and the procedure is continued until all the hosts have been paired.
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Figure 4.2: A FatTree network architecture with 20 switches (S1-S20) and 16 hosts (h1-h16)

4.6 Results

We ran our simulations in the three FatTree network architectures identified in
Table 4.1, namely with 20, 45 and 80 switches.

In order to evaluate our algorithm variations in terms of power savings and
TTC degradation, we first defined the minimum and maximum values of the
efficiency metrics. We select the shortest-path (SP) algorithm and an extension
of it as our baseline algorithms. One drawback of SP is that it always selects the
first possible shortest-path for a new flow request and it might schedule many
flows on the same link degrading the overall performance. Therefore, we define
an extension of SP (Smart SP) that guarantees the highest throughput (a non-
energy efficient version of our LP-v3). Smart SP does not put idle devices into the
sleeping mode, hence it is not energy efficient, but it maximizes the bandwidth
achievements of all the flows and does not select only the first possible path.

We compared SP and Smart SP algorithms in the three network sizes. Table
4.2 summarizes the power consumption of data center network of variable sizes
when running each of the two algorithms with 100% utilization rate in the one-
to-one traffic scenario. As expected, the power consumption of SP and Smart SP
is in the same range because they do not put the idle switches into the sleeping
mode and effectively the power consumption is given by the number of active
switches. The little variations we observe between the two algorithms are due to
different utilization factors that appear in Equation 4.10, given the fact that the
chosen paths will not be always the same.

Figure 4.3 shows the TTC metric for the two candidate baseline scheduling
algorithms in the three simulated network topologies with 100% utilization rate
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Table 4.2: Total power consumption of SP and Smart SP in the three simulated network topologies
(20,45 and 80 switches)

Baseline can-
didates

Total power
consumption
(20 switches)

Total power
consumption
(45 switches)

Total power
consumption
(80 switches)

SP 3032W 6856W 12114W
Smart SP 3039W 6847W 12198W

of the one-to-one traffic scenario. In all the 20, the 45 and the 80 switches
topologies, the TTC of the Smart SP algorithm is lower than the one of the
SP algorithm. In fact Smart SP, which makes intelligent decisions regarding
bandwidth achievements, effectively ends up providing higher bandwidths to the
requesting flows.
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Figure 4.3: Time to complete for SP and Smart SP scheduling algorithms in the three simulated
network topologies (38GB of data)

Given their equivalent power consumption and the better TTC of Smart SP,
we adopt this algorithm rather than SP as baseline algorithm. We expect that
the power consumption of our four variations of LP will all improve on Smart
SP; at the same time we are interested in quantifying what is the degradation in
the TTC in each of the four variations.

It must be noted that power consumption will increase if the load goes up.
This increase could be small when due to higher link utilization rates or large
when turning on the switches from the sleeping mode. To assess the effectiveness
of our algorithms we measure power savings rather than only power consumption
values. Power saving is the amount that each of scheduling algorithms will save
if there is some room for improvement.

The achievable power saving in the sleeping mode will heavily influence the to-
tal power saving in the data center. To quantify this, we first examined the power
consumption of the four scheduling algorithms under different power savings per-
centages in sleeping mode. Our switches could save between 20%, 40%, 60% and
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80% when in this state, where the 40% and the 60% are the most realistic values.
In the rest of this chapter we will use 60% as the power saving of the devices in
the sleeping mode [3]. Table 4.3 shows the maximum power saving of each algo-
rithm compared to the Smart SP in the network of size 45 with 27 flows. In all
cases, the maximum power saving is achieved by LP-v4, followed by LP-v1, LP-
v2 and LP-v3. There is a nearly linear relation between the maximum achievable
power saving and the maximum sleeping mode power saving. 20% improvement
of power saving in sleeping mode results in 10% improvement for power sensitive
algorithms (LP-v1 and LP-v4) and 5% improvement for performance sensitive
algorithms (LP-v2 and LP-v3).

Table 4.3: Maximum power savings as function of sleeping mode power savings (45 switches with 27
flows)

Algorithm
variations

Maximum sleeping mode
power savings:
20% 40% 60% 80%

LP-v1 12% 23% 35% 46%
LP-v2 6% 12% 17% 23%
LP-v3 5% 11% 16% 22%
LP-v4 13% 24% 36% 48%

To assess the scalability quality requirement of the algorithms we investigated
the power consumption of the four algorithm variations when increasing the flow
numbers. Fig. 4.4 shows the results for a network of size 20, 45 and 80 respectively.
In the network of size 20 we measure the power consumed in presence of 1, 3, 5
and 8 flows; we used 2, 5, 10, 15, 20 and 27 flows in the network of size 45 and 5,
20, 35, 50 and 64 flows in the network of size 80. In all cases LP-v4 and Smart
SP present the lowest and highest values, and as such they identify the lower and
highest bound for the power consumption.

The three subfigures show that LP-v1 selects paths such that the total power
consumption remains close to the optimum energy efficient variation (LP-v4).
Gradually, when the number of flows increases, LP-v1 and LP-v4 diverge as LP-
v1 needs to take into account the throughput requirements too. LP-v2 and LP-v3
show almost identical patterns when increasing the number of flows. Similar to
square-root functions, they change rapidly in terms of power consumption for the
small number of flows particularly in case of 45 and 80 switches. Their power
consumption shows less acceleration for larger number of flows because there are
no more switches to turn on from the sleeping mode.

When the number of flows is small all the algorithm variations show the
same power consumption; in this case it will not be possible to provide power
savings from shaping the network traffic and increasing the number of idle devices.
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Figure 4.4: Power consumption of the data center network for different algorithm variations with
variable number of flows based on the one-to-one traffic scenario for a fixed network size

However, small number of flows will involve small number of switches and power
savings can be achieved by putting the existing idle devices into the sleeping
mode.

Figure 4.5 shows the TTC measured from the applications running in the
hosts as a function of the four possible scheduling algorithms when running with
maximum number of flows. We configure running software to send 38GB of data
from the sender VM to the receiver VM. Algorithm variations that perform better
in power consumption exhibit higher TTC measurements, e.g. LP-v4 that focuses
purely on the energy efficiency will produce a much larger time to complete, 71%
for the network of 20 switches and 502% for the network of 80 switches. LP-v1 also
shows a considerable increase in TTC when the network size grows. Differently,
LP-v2 and LP-v3 appear to be more performance-focused and stable for different
sizes of the network.
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Figure 4.5: Time to complete for the four different scheduling algorithm in the three simulated network
topologies (38GB of data)

If performance is the decisive factor LPv2 and LPv3 will be the likely choice.
In this case it is interesting to quantify the degradation in power savings. Figure
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4.6 shows the degradation in power saving compared to the baseline values (LP-
v4 and Smart SP) when using different variations of the scheduling algorithm,
compared to the optimal power saving achieved with LPv4. Degradation per-
centage is calculated from the following, given that x is the power consumption
of the algorithm variation:

Degradation Percentagex = (
PCx − PCLP-v4

PCSmart SP − PCLP-v4
) ∗ 100

�� ��4.11

In all three topologies we observed that LP-v1 is the most power efficient variation
that shows around 95% improvement, which means only 5% degradation from
the optimum power saving. LP-v2 achieving 50% of the maximum power saving
outperforms LP-v3 achieving 45% of the maximum power saving, which provides
more bandwidth for the running applications. It is interesting to see that all
the variations remain with the same range of power savings for different network
sizes.
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Figure 4.6: Degradation in power savings of three scheduling algorithms namely, LP-v1, LP-v2 and
LP-v3 in the three simulated network topologies. LP-v4 and Smart SP are considered as the baselines
for calculations of power savings.

4.7 Discussion

Software systems running in data centers have different quality requirements. Our
results can be used as inputs for them to decide which algorithm to implement
for scheduling their corresponding network traffic in software-defined networks.
As shown in section 4.6, our four algorithm variations result in different qualities
as a function of the size of the network, the number of flows to be scheduled, and
the expected power saving of the switches when in their sleeping mode. LP-v2
and LP-v3 provide higher bandwidth and smaller time to complete, while still
saving power compared to the shortest-path algorithm. This makes them a great
choice for delay-sensitive software systems. LP-v1 and LP-v4 focus on the energy
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efficiency quality requirement rather than the time to complete and as such they
can be adopted for delay-insensitive software systems. In a data center we will
often see a combination of delay-sensitive and delay-insensitive software systems.
In this case, the scheduler component in our framework can be easily extended
to deploy multiple variations of linear programming algorithms concurrently.

Our findings show a nearly linear relation between the total power savings
in data center network and the power saving of switches in sleeping mode. It is
important to assess the power saving of the switches in their sleeping mode be-
forehand, which helps the scheduling algorithms adjust their decisions. Switches
with lower sleeping mode power savings are prioritized to carry the incoming load
either by performance sensitive algorithms (LP-v2 and LP-v3) or power sensitive
algorithms (LP-v1 and LP-v4).

4.8 Conclusion

In this chapter, we address RQ2.2, namely “How can optimization algorithms
utilize infrastructure in an energy efficient way?”. We presented different varia-
tions of linear programming scheduling algorithms that can optimize the power
savings in software-defined networks. Each variation has a different objective in
terms of power optimization and performance-related quality requirements. Each
objective function implements a combination of the following approaches: “put
the idle devices into sleeping mode”, “increase the number of idle devices”, “pri-
oritize the existing active switches over the sleeping ones”. The programmability
of software-defined networks empowers software systems to self-adapt when run-
time changes occur; they can choose the best network flow path and reconfigure
the flow tables of the network switches. Our algorithm variations are designed
for data center networks, in which realtime and scalable traffic scheduling is cru-
cial. We ensure scalability by keeping the top 3 flow set candidates, which saves
scheduling time as new flows come in. We evaluated our algorithm variations in
a simulated FatTree network architecture using a one-to-one traffic scenario. We
also quantified the relation between power saving of each algorithm and sleeping
mode power saving. Our results show that two of the variations (LP-v2 and
LP-v3) remain stable in terms of power saving and the time to complete metrics,
as the network size grows. Two other (LP-v1 and LP-v4) provide the highest
power savings in the network and they are suitable for delay-insensitive software
systems.
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5
Case Study 2: Empirical Evaluation of

Cyber-Foraging Architectural Tactics

This chapter is based on empirical evaluation of self-adaptation architectural tac-
tics in the context of cyber-foraging to answer our RQ3.1. We particularly focus
on surrogate provisioning tactics, as they engage the underlying networking in-
frastructure. We used the Green Lab of Vrije Universiteit Amsterdam to setup
and carry out our experimentation. We develop a synthetic mobile application
as our subject, which is equipped with two types of surrogate provisioning tactics:
Static and Dynamic. Our results show a significantly higher resilience for Static
surrogate provisioning than Dynamic surrogate provisioning. Also both architec-
tural tactics improve energy efficiency compared to non-cyber-foraging architec-
tures (our baseline measurements). However, none of the two tactics outperforms
the other with respect to energy efficiency, which means that the overhead of run-
time optimization remains similar.

5.1 Introduction

In 2014, the number of mobile users exceeded the number of desktop users glob-
ally, which was about 1.7 billion users [43]. Consequently, many computation
tasks are migrated to handheld devices as mobile apps. Statistics provided by
“The Statistics Portal” forecast approximately 269 billion mobile app downloads
for 2017, which is around 20% more than the previous year [2]. Although hand-
held devices are often selected as the main target for consumers and app devel-
opers, they are still limited in resources in terms of computational power and
battery life.

The importance of extended device battery life has motivated software archi-
tects to introduce Mobile Cloud Computing solutions, in which the cloud takes
charge of compute- and data-intensive tasks. Although these solutions signifi-
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cantly help to address resource limitations, a number of prerequisites need to be
met. For example, a reliable Internet connection must exist between the hand-
held device and the cloud, which is not necessarily guaranteed in resource-scarce
environments. Resource-scarce environments usually lack stable environmental
conditions. Cyber-foraging has been introduced to enable resource-limited devices
to benefit from available external resources in such environments with dynamic
conditions.

A number of cyber-foraging tactics have been identified and categorized in
[156, 160] to help software architects select the best tactics to meet system re-
quirements. In this study, we particularly focus on the “Surrogate Provisioning”
tactics from an experimentation point of view. We study to what extent the
cyber-foraging architectural tactics for surrogate provisioning impact system re-
silience and energy efficiency. Our findings guide software architects and software
engineers to trace the impact of their design decisions with scientific insights con-
cluded from quantifiable metrics. Our main contributions are:

• we provide a detailed description of cyber-foraging tactics for surrogate
provisioning;

• we present a runtime optimization algorithm to support surrogate provi-
sioning tactics and describe a proof-of-concept implementation;

• we show the systematic design and execution of our experimentation ap-
proach applied to surrogate provisioning, which can be reused for validating
other cyber-foraging architectural tactics;

• we report on the execution and the results of our empirical experimentation
aimed at quantifying the impact of the cyber-foraging tactics for surrogate
provisioning on resilience and energy efficiency in a controlled environment;

• we provide an evaluation of the cyber-foraging tactics for surrogate provi-
sioning, emphasizing trade-offs with respect to different system qualities.

This chapter is organized as follows: Section 5.2 presents an overview of the
cyber-foraging architectural tactics. Section 5.3 focuses on the surrogate provi-
sioning tactics and how online optimization algorithms play a role in the system.
In Section 5.4 we describe the scope of the experimentation using the goal, re-
search questions, and metrics. Section 5.5 provides details of the planning steps
from different perspectives such as context selection, variable selection, hypothe-
sis formulation, subject selection, experiment design, and instrumentation. The
steps taken to execute the experiments are explained in Section 5.6. In Sections
5.7 and 5.8 we present and discuss our results. Section 5.9 discusses the im-
plications of our findings for software architecture. In Section 5.10 we describe
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the possible threats to validity and their mitigation. Section 5.11 discusses re-
lated work. Finally, Section 5.12 concludes the chapter and outlines the research
direction for our future work.

5.2 Background

Cyber-foraging is a mechanism that leverages cloud servers, or local servers called
surrogates, to augment the computation and storage capabilities of resource-
limited mobile devices while extending their battery life [215]. There are two
main forms of cyber-foraging [92, 154, 227]. One is computation offload, which is
the offload of expensive computation in order to extend battery life and increase
computational power. The second is data staging to improve data transfers be-
tween mobile devices and the cloud by temporarily staging data in transit on
intermediate, proximate nodes. While cyber-foraging can take place between
mobile devices and cloud resources, our focus is on systems that use intermedi-
ate, proximate surrogates.

The software architecture of a system is the set of structures needed to rea-
son about the system, which comprise software elements, relations among them,
and properties of both [33]. Software architectures are created because a sys-
tem’s qualities, expressed as functional and non-functional requirements, can be
analyzed and predicted by studying its architecture.

One of the main challenges of building cyber-foraging systems is the dynamic
nature of the environments that they operate in. For example, the connection to
an external resource may not be available when needed or may become unavail-
able during a computation offload or data staging operation. As another example,
multiple external resources may be available for a cyber-foraging system but not
all have the required capabilities. Adding capabilities to deal with the dynamic-
ity of the environment has to be balanced against resource consumption on the
mobile device so as to not defeat the benefits of cyber-foraging. Being able to
reason about the behavior of a cyber-foraging system in light of this uncertainty
is key to meeting all its desired qualities, which is why software architectures are
especially important for cyber-foraging systems.

Given the potential complexity of cyber-foraging systems, it would be of great
value for software architects to have a set of reusable software architectures and
design decisions that can guide the development of these types of systems, the
rationale behind these decisions, and the external context/environment in which
they were made; this is called architectural knowledge [145, 150]. One way to
capture architectural knowledge is in the form of software architecture strategies.

We define a software architecture strategy as the set of architectural design
decisions that are made in a particular external context/environment to achieve
particular system qualities. Software architecture strategies are codified as archi-
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tectural tactics that can be reused in the development of software systems. We
define architectural tactics as design decisions that influence the achievement of
a system quality (i.e., quality attribute) [33].

Software architecture strategies for cyber-foraging systems are therefore the
set of architectural design decisions, codified as reusable tactics, that can be
used in the development of cyber-foraging systems to achieve particular system
qualities such as resource optimization, fault tolerance, scalability and security,
while conserving resources on the mobile device [157].

In a previous work we conducted a systematic literature review (SLR) on
architectures for cyber-foraging systems [154, 156]. The common design deci-
sions present in the cyber-foraging systems identified in the SLR were codified
into functional and non-functional architectural tactics [154, 158]. Functional
tactics are broad and basic in nature and correspond to the architectural ele-
ments that are necessary to meet cyber-foraging functional requirements. Non-
functional tactics are more specific and correspond to architecture decisions made
to promote certain quality attributes. Non-functional tactics have to be used in
conjunction with functional tactics.

A cyber-foraging system must have at a minimum the following combination
of functional tactics:

• Computation Offload and/or Data Staging tactics to provide cyber-foraging
functionality

• A Surrogate Provisioning tactic to provision a surrogate with the offloaded
computation or data staging capabilities

• A Surrogate Discovery tactic so that the mobile device can locate a surro-
gate at runtime

Then, based on additional functional and non-functional requirements, such
as fault tolerance, resource optimization, scalability/elasticity, and security, com-
plementary tactics are selected.

The work in this chapter focuses on surrogate provisioning tactics. We com-
pare the different surrogate provisioning tactics from an architectural point of
view with respect to their resilience and energy efficiency.

5.3 Surrogate provisioning tactics

5.3.1 Tactics description

To be able to use a surrogate for cyber-foraging, it has to be provisioned with
the offloaded computation and/or the computational elements that implement
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the offloaded computation or enable data staging. There are two main types of
tactics for surrogate provisioning [154]:

• Static Surrogate Provisioning : Surrogates are pre-provisioned with the ca-
pabilities that are requested by mobile clients. Figure 5.1 shows the se-
quence diagram of how a pre-provisioned surrogate interacts with the mo-
bile device. The mobile app decides whether to request remote execution or
execute the computation locally. To make that decision it first collects data
on the network connection and the surrogate status through a monitoring
service. A runtime optimization algorithm outlines the optimum offloading
plan based on the input data. If the plan is not to offload, the computation
will be executed locally in the mobile device. If the plan is to offload, a
provisioning request service is called that starts a JVM in the surrogate and
notifies the mobile app with the resulting status. The mobile app waits for
a specific period and then requests the results of the computation through
a provisioning result service.

• Dynamic Surrogate Provisioning : Surrogates are provisioned at runtime
with the computation capabilities. Surrogates can receive the offloaded
computation from either the mobile device or the cloud. Figure 5.2 shows
the steps that take place in dynamic surrogate provisioning. Similar to
static surrogate provisioning, the mobile app must first collect data through
a monitoring service but the monitoring is more complex as the status data
of the cloud repository is also required. A runtime optimization algorithm
can suggest either different provisioning sources (the cloud or the mobile
device) or local execution. If the plan is to offload, the mobile app calls
a provisioning request service. In the case of provisioning from the mobile
device, the mobile device sends the computation capability to the surrogate
itself while in provisioning from the cloud, the mobile device only informs
the surrogate with the location of the offloaded computation in the form of
a URL. Therefore, the surrogate will be able to download the computation
from a cloud repository and install the computation inside an execution
container (JVM as shown in the figure). Again, the mobile app can retrieve
the results by calling a provisioning result service.

In our previous study, we propose a decision model to select the best fitted
architectural tactics according to functional and non-functional requirements in
cyber-foraging [160]. Figure 5.3 shows the decision model specified for surro-
gate provisioning tactics. As the figure shows, there are pros and cons for each
surrogate provisioning tactic. For instance, Static Surrogate Provisioning simpli-
fies the deployment process. Therefore, it is a good match for applications with a
small set of computations or data processing operations that can be pre-loaded on
the surrogate. Static Surrogate Provisioning performs the best in cyber-foraging
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applications, in which multiple surrogates offer the same capabilities. This re-
duces flexibility because surrogates are limited by the pre-installed capabilities.
Another disadvantage with Static Surrogate Provisioning is a reduction on main-
tainability because changes to capabilities must be propagated to all surrogates.
Differently, Dynamic Surrogate Provisioning offers greater flexibility because ca-
pabilities are not limited by what is already installed, making it a good match for
when there is a large set of capabilities that can execute on a surrogate. Various
capabilities that reside on the mobile device can be offloaded to a surrogate at
runtime. However, Dynamic Surrogate Provisioning has a negative impact on
provisioning time compared to Static Surrogate Provisioning because capabili-
ties have to be downloaded first from either a cloud repository or the mobile
device. In the case of provisioning from the cloud, the capabilities must exist
in a repository in the cloud, and connectivity between the surrogate and the
repository is required to download the capabilities, which affects availability neg-
atively. This improves maintainability because changes to capabilities only need
to be propagated to the cloud repository. In contrast, in the case of provisioning
from the mobile device, maintainability is reduced because changes to offload-
able capabilities must be propagated to all mobile devices. Depending on the
size of the capability to be transferred, bandwidth efficiency could be negatively
affected. Consequently, energy efficiency is decreased on the mobile device be-
cause of the battery power required on the mobile device to send the capability
to the designated surrogate.

5.3.2 Runtime optimization algorithm for surrogate provi-
sioning

In this chapter, we propose an algorithm for runtime selection of a task execu-
tion environment aided by surrogate provisioning tactics. The objective of our
optimization algorithm is to minimize response time, which is the period of time
it takes for the mobile device to receive the results, either by offloading or by
local execution. To do so, response time (RT) is estimated for different scenarios
using equations 5.1 and 5.2, which are adopted from [55]. RToffload is used for
both types of surrogate provisioning (Static and Dynamic). However, data size
differs for different tactics.

RTlocal = Tlocal

�� ��5.1

RToffload = Tsurrogate +
data size

BWnetwork
+ Tdelay ∗ (1 +

data size

TCP window size
)

�� ��5.2

Tlocal and Tsurrogate show the time it takes for the mobile device and the
surrogate to execute the computation task. The local execution time is known in
advance. The surrogate execution time is calculated in the algorithm at runtime.
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Figure 5.1: The sequence diagram for Static Surrogate Provisioning in case of computation offloading

We calculate the network connection overhead using BWnetwork, which is the
wireless network bandwidth between the mobile device and the surrogate, and
Tdelay, which shows the network delay. BWnetwork is obtained offline using the
iperf 1 application and then hard-coded on the mobile device. Tdelay is measured
at runtime using ping messages. We use the default value of TCP window size2

on Android, which is 65,536 bytes (64KB).
The pseudo-code in Algorithms 2 and 3 specifies the steps taken by our al-

gorithm in cases of static and dynamic surrogate provisioning. The algorithm
relies on equations 5.1 and 5.2 to calculate the response time values. As shown in
the pseudo-code, the optimization algorithm for dynamic surrogate provisioning
performs a number of extra steps, in which it calculates the time-overhead to

1It is a known tool to measure network performance: https://iperf.fr/
2The Transmission Control Protocol (TCP) is one of the main standard network protocols

that complements the Internet Protocol (IP).
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Figure 5.2: The sequence diagram for Dynamic Surrogate Provisioning in case of computation offload-
ing

install the computation on the surrogate.

5.4 Experiment definition

With our experimentation we aim to empirically evaluate the surrogate provi-
sioning tactics, and provide software architects and software engineers with re-
producible scientific insights. The systematic design of our experimentation can
be adopted by other researchers as a viable, reusable approach. Our experimen-
tation process follows the well-known framework introduced by Basili V.R. et
al. [31]. It consists of four phases: 1) Definition, 2) Planning, 3) Execution,
and 4) Analysis. For the first phase (Definition), we selected the Goal-Question-
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Figure 5.3: The decision model for surrogate provisioning tactics adapted from our previous study
[160]

Metric (GQM) paradigm.
The GQM is a top-down conceptual decomposition of the goal into ques-

tions and metrics, that provides the traceability of measurement data in the goal
achievement [30]. Our goal is formulated as follows:

“Analyze architectural tactics for surrogate provisioning for the pur-
pose of evaluation with respect to resilience and energy efficiency from the
viewpoint of software architects and software engineers in the context of
cyber-foraging applications”

Our objects are surrogate provisioning tactics. We focus on two quality at-
tributes: resilience and energy efficiency. We evaluate these tactics from the point
of view of a software architect or software engineer: this means that our results
will be helpful when making design decisions related to these quality attributes
and their possible trade-offs. Our results apply to the general field of cyber-
foraging applications, although they might provide useful insights for a broader
range of software systems.
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Algorithm 2 Runtime Optimization Algorithm for Static Surrogate Provisioning

while TRUE do
if newComputationRequest not Null then

RTlocal ←estimate the local execution time (Tlocal)
Calculate RToffload (the output of equation 5.2):
Tsurrogate ←estimate the remote execution time
BWnetwork ←estimate the bandwidth of the connection between the

mobile device and the surrogate
Tdelay ←measure the network delay of the connection between the mo-

bile device and the surrogate
if RTlocal < RToffload then

Execute the computation locally and update RTlocal based on the
execution results

else
Start the offloading process and update theRToffload variables based

on the execution results
end if

end if
end while

We compare the tactics based on a number of predefined metrics. To proceed,
we define the following questions, which elaborate our goal in a quantifiable way.

RQ1: What is the difference in terms of resilience between the
surrogate provisioning tactics?

Cyber-foraging tactics are known to provide systems with dynamic behavior
to account for unavailable resources. However, the extent to which systems can
benefit from this dynamicity has not been studied. We answer this question by
quantifying the resilience of a system [17]. Before and during the execution of the
mobile applications we introduce a change to the system, which requires an online
decision. The changes vary from low battery level to bad network connection.
Figure 5.4 shows the phases that a resilient system goes through when a change
occurs. At first the system is in its “Initial steady state” until the time of the
change. With change, a two-phase transition state starts, which includes the
“Reaction” and “Adaptation” phases. At the end of the adaptation phase, the
system returns to a steady state. The faster that the system passes through the
transition phase to the steady state, the higher resilience the system provides
[17]. We compare the resilience of the system when using different surrogate
provisioning tactics by analyzing the reaction and the adaptation times.

RQ2: What is the difference in terms of energy efficiency between
the surrogate provisioning tactics?
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Algorithm 3 Runtime Optimization Algorithm for Dynamic Surrogate Provi-
sioning

while TRUE do
if newComputationRequest not Null then

RTlocal ←estimate the local execution time (Tlocal)
Calculate two values of RToffload for two data sources (the output of

equation 5.2):
Tsurrogate ←estimate the remote execution time
BWnetwork ←estimate the bandwidth of the connection between the

mobile device and the surrogate
BWnetwork−cloud ←estimate the bandwidth of the connection between

the surrogate and the designated cloud server
Tdelay ←measure the network delay of the connection between the mo-

bile device and the surrogate
Tdelay−cloud ←measure the network delay of the connection between the

surrogate and the designated cloud server
if Min(RTlocal, RToffload from the mobile, RToffload from the

cloud) == RTlocal then
Execute the computation locally and update RTlocal based on the

execution results
else

Start the offloading process and update theRToffload variables based
on the execution results

end if
end if

end while
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Figure 5.4: The states of a resilient system when introducing a system or environmental change

We analyze the energy efficiency of the surrogate provisioning tactics at run-
time. We calculate the energy consumption of the mobile device using the mea-
sured average power consumption during the execution of a synthetic application.
Basically, the synthetic application consists of a computation task, which can ei-
ther be performed locally or offloaded to a surrogate.

We use the following metrics to quantitatively answer our questions:

• Mobile energy consumption: the number of joules consumed to execute
the computation task.

• Reaction time: the time the system takes to detect a change and decide
on a suitable setup.

• Adaptation time: the time the system takes to adapt to the new setup.

The directed GQM graph in Figure 5.5 indicates how our goal is covered
by providing quantified answers to the questions using the metrics. RQ1 is
dependent on the metrics “Reaction time” and “Adaptation time” which enable
us to quantify resilience of a system. RQ2 requires the metric “Mobile energy
consumption” to investigate how the surrogate provisioning tactics impact the
energy consumption of the mobile application.

5.5 Experiment planning

In this section we describe our experimentation in terms of 1) Variable selec-
tion, 2) Hypothesis formulation, 3) Subject selection, 4) Experiment design, and
5) Instrumentation.

5.5.1 Variable selection

The metrics identified in the GQM tree (See Figure 5.5) are our dependent vari-
ables: Mobile energy consumption, Reaction time, and Adaptation time. We use
the dependent variables to answer the research questions and draw conclusions.
We also consider two additional dependent variables, which help to calculate the
mobile energy consumption metric:
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Figure 5.5: The GQM graph summarizing the relation between the goal of our experiment, the research
questions, and the metrics

• Average power consumption: The power consumption of the mobile device
is measured at runtime in 1 second intervals using a system profiler. We
calculate the average value of the power consumption values for each trial.

• Response time: It specifies the duration from the moment that the compu-
tation is requested until the results are collected on the mobile device. It
includes the time to execute the computation task and the time to offload
the task to the surrogate if offloading is decided.

In contrast, the independent variables are those that are controllable in the
experiment. In our case, the deployment of a surrogate provisioning tactic is
the main independent variable that we select as a factor. We define two distinct
treatments:

• Treatment 1: Static surrogate provisioning: In this treatment, the
surrogate is pre-provisioned with the offloaded computation.

• Treatment 2: Dynamic surrogate provisioning: In this treatment,
the surrogate is provisioned at runtime. Depending on environmental con-
ditions such as the quality of the network connection, the capabilities can
be downloaded from the mobile device itself or from a remote host in the
cloud.

The runtime optimization algorithm implemented for the treatments decides at
runtime whether the computation should be executed locally or remotely. In
addition, we performed a number of baseline measurements to provide a reference
set of values for our metrics. These measurements were performed on the same
mobile device used for our experiment, running the computation task locally.
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Other independent variables, such as hardware and software configurations are
related to the execution environment. These variables have been kept constant
in our experimentation (see Section 5.5.5) to avoid confounding factors. Another
independent variable we considered is the network connection because in cyber-
foraging scenarios these connections might not always be available and reliable.
For this reason, in our experimentation we introduced a 10% probability of having
a faulty connection, in which case our adaptation algorithm has to select local
computation.

5.5.2 Hypotheses formulation

In this section, we formulate the aforementioned research questions into Null and
Alternative hypotheses.

• RQ1: What is the difference in terms of resilience between surrogate provi-
sioning tactics?

As explained earlier, the resilience of the system is dependent on the du-
ration of the transition phase when introducing a change. We observe the
difference in resilience of the two cyber-foraging systems based on Eq. 5.3.

∆T = Td − Ts
�� ��5.3

Ts, in seconds, is the sum of the reaction and adaptation time of the system
using a static provisioning tactic, and Td shows the same for a dynamic
provisioning tactic.

The null hypothesis in Eq. 5.4 suggests that both surrogate provisioning
tactics provide the same level of resilience. In contrast, the alternate hy-
pothesis in Eq. 5.5 states that the resilience of the cyber-foraging system
with dynamic surrogate provisioning is lower (i.e. the transition time is
higher) compared to the static surrogate provisioning.

H10 : ∆T ≈ 0
�� ��5.4

H1a : ∆T > 0
�� ��5.5

• RQ2: What is the difference in terms of energy efficiency between surrogate
provisioning tactics?

Eq. 5.6 shows the difference in energy efficiency of the surrogate provisioning
tactics. Energy efficiency is measured as the energy consumed (in Joules)
when performing a task. EEd is the energy efficiency of the system with
dynamic surrogate provisioning and EEs is the energy efficiency of the
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system with static surrogate provisioning. The null hypothesis in Eq. 5.7
indicates that both surrogate provisioning tactics have the same level of
energy efficiency. In contrast, the alternate hypothesis in Eq. 5.8 implies
that energy efficiency differs between the surrogate provisioning tactics.

∆EE = EEd − EEs

�� ��5.6

H20 : ∆EE ≈ 0
�� ��5.7

H2a : ∆EE 6= 0
�� ��5.8

5.5.3 Subject selection

The main objects of our experiments are the architectural tactics for surrogate
provisioning. We select a synthetic application as our subject, using convenience
sampling. This defines our study as a quasi-experiment as our sample is not
randomly selected. Therefore, we can not guarantee that our sample is repre-
sentative of all mobile applications. However, we mitigate this concern by im-
plementing the typical behavior for a real mobile application in resource-scarce
environments (i.e., low coverage and hostile environments [159]). We further
discuss this concern in Section 5.10.

Our mobile application executes a specific computation-intensive task. It
converts input colored images to grayscale. It imitates the real life resource-
hungry computations that utilize the available resources in the mobile device
notably. Hence, our experimentation still provides valuable information with
regards to the cyber-foraging applications.

We implemented our Android mobile application to support three different
scenarios, as shown in Figure 5.6. Despite the architectural differences in each
scenario, they all perform a specific computation task, known as our subject:

• In the baseline scenario, the computation task can only be executed on
the mobile device. The mobile app will not have the flexibility to offload
the computation task to external devices. No cyber-foraging architectural
tactics are implemented in this scenario.

• The static treatment implements the cyber-foraging architectural tactic for
static surrogate provisioning. This tactic gives more flexibility to the mo-
bile app compared to the baseline scenario, as follows: depending on the
battery level of the mobile device and other availability factors, the mobile
app might decide to offload the computation task to a nearby surrogate.
In this treatment, the surrogate capability is static, i.e., the surrogate is
provisioned at design time with the specific computation task. So, if at
runtime the mobile app decides to offload the computation, it only needs
to invoke the execution on the surrogate.
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Figure 5.6: Our mobile application, providing three execution scenarios: No Surrogate Provisioning,
Static Surrogate Provisioning, and Dynamic Surrogate Provisioning

• The dynamic treatment implements the cyber-foraging architectural tac-
tic for dynamic surrogate provisioning. This tactic provides the highest
flexibility to the mobile app in terms of the variation of the offloaded com-
putation. However, the surrogate must be provisioned with the capability
at runtime. The dynamic surrogate provisioning can take place from two
different resources, the mobile device itself or a remote cloud server. The
mobile app must decide if the computation should be offloaded and if so,
from which resource the surrogate should be provisioned.

In order to implement the two treatments, we set up a number of web ser-
vices on the surrogate. Figure 5.7 shows how the services interact with different
components of the mobile app for each treatment. In particular, the Optimizer
of the mobile app, which receives the task execution request from the users, is
the component that starts the optimization process. It retrieves monitoring data
from the Monitor component and accordingly selects the task execution envi-
ronment, which is either The mobile device or The surrogate, where the Com-
putation Task is executed. For the surrogate the following describes each web
service:

• Monitoring Service: It collects status data such as computation execution
time and remote host network delay, which can be invoked by the mobile
app.

• Provisioning Request Service: It receives the offload request from the mo-
bile app. In the case of the static treatment, the computation task is
already installed on the surrogate and the mobile app will only send the
necessary execution parameters to start the computation. Differently, in
the dynamic treatment, the mobile app sends the surrogate provisioning
parameters along with the execution parameters. In the case of surrogate
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Figure 5.7: The architecture of the cyber-foraging mobile application implementing the static (Treat-
ment 1) and the dynamic (Treatment 2) surrogate provisioning tactics
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provisioning from the cloud, the provisioning parameter is a URL to a cloud-
based File Server that provides the computation capability. However, in
case of the surrogate provisioning from the mobile device, the provision-
ing parameter is the computation task itself that will be installed on the
surrogate.

• Results Service: It provides the results of the computation to the mobile
app. The mobile app will wait for a certain amount of time and then invoke
this service to collect the results.

A cyber-foraging mobile application that implements the surrogate provisioning
tactics will follow the steps in figures 5.1 and 5.2 to interact with the web services
residing in the surrogate.

5.5.4 Experiment design

The experiment factor in our experimentation is the use of cyber-foraging archi-
tectural tactics for surrogate provisioning. Our factor has two treatments — Dy-
namic and Static — that identify the two main experimental groups. In addition,
a baseline scenario with no cyber-foraging tactics deployed has been evaluated as
a control group. Each group is composed of 30 trials (i.e., experimental runs).

Factor: Surrogate Provisioning
Baseline Static Dynamic
Control (30 trials) Group A (30 trials) Group B (30 trials)

Table 5.1: The trial set for the experiment.

5.5.5 Instrumentation

All the experiments were executed in the Green Lab of Vrije Universiteit Ams-
terdam3. Figure 5.8 displays the high-level architecture of our experimentation
for the different scenarios. The number of components for each scenario varies
depending on the required flexibility. For our experimentation we used a number
of hardware and software tools:

Hardware

• Test Server (HP DL360 G5): hosts the web services of our surrogate and
has a LAMP server running on its Ubuntu Server 12.04 operating system.

• Mobile Device (HTC One X): runs our surrogate client program. It is based
on Android OS 4.2.2.

3http://www.s2group.cs.vu.nl/green-lab/
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Figure 5.8: The experiment architecture of different scenarios: the baseline and both treatments
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• Linksys X2000 Wireless-N Router: provides a wireless connection between
the mobile device and the surrogate.

Software

• LAMP stack: hosts the web services provided by the surrogate.

• JVM: runs the byte-codes offloaded by the mobile device. The JVM is
needed on both the surrogate for remote execution and the mobile device
for local execution.

• PowerTutor: open-source application that logs the power consumption of
different system components on a mobile device [267].

5.6 Experiment execution

In this section we describe the operational phase of our experimentation.

5.6.1 Data collection

For each scenario (Baseline, Static surrogate provisioning, Dynamic surrogate
provisioning) we performed 30 trials. During each trial, we logged the power
consumption of the mobile device using PowerTutor. Also, we recorded the times-
tamps of different actions in the mobile application.

Using the collected power values, we calculate the energy consumption of the
mobile device based on Eq. 5.9. Pavg is the average power consumption of the
mobile device during runtime. Tresponse shows the execution time of the task as
measured by the mobile device, including (when applicable) the time required for
offloading to the surrogate and receiving the results.

Energy Consumption(J) = Pavg ∗ Tresponse

�� ��5.9

With regards to resilience measurements, we recorded the reaction time and
the adaptation time of the cyber-foraging system when a change occurs. We do
so by mapping the logged timestamps to the different execution phases.

• Reaction time: the period of time it takes for the optimization algorithm
to decide on the execution platform, i.e., locally on the phone or remotely
on the surrogate.

• Adaptation time: if the optimization algorithm decides for local execution,
then the adaptation time will be 0. Otherwise, in case of offloaded execu-
tion, the adaptation time is measured from when the decision is made until
the receipt of the notification from the “Provisioning Request Service.”
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Independent Variable Treatment Min Median Mean Max

Energy consumption (J)
Baseline 61.13 94.60 96.05 152.80
Static 7.73 8.09 12.70 43.69
Dynamic 7.80 8.16 9.88 38.79

Power consumption (W)
Baseline 0.424 0.518 0.518 0.604
Static 0.347 0.363 0.364 0.378
Dynamic 0.348 0.362 0.362 0.381

Response time (s)
Baseline 121.9 181.1 185.7 286.7
Static 22.04 22.17 34.89 120.70
Dynamic 22.21 22.37 27.29 107.90

Table 5.2: General overview of the dataset.

5.6.2 Data analysis

During our data analysis process, we used the Shapiro-Wilk test to determine
whether the normality assumption holds for our data. For hypothesis testing, we
used the Wilcoxon signed rank test to determine mean differences between our
samples. In addition, we report the effect sizes for our treatments using Hedges’g
and Cliff’s δ. We use the significance level of 0.05 in all our tests (α = 0.05).

5.7 Results

Before we present the results of hypothesis testing, we provide an overview of
our observations of the collected data. The summary of the data set is shown in
Table 5.2, which reports descriptive statistics on our response variables: 1) Energy
consumption, 2) Power consumption, 3) and Response time. In the table, the
Treatment column indicates the different treatments used (static vs. dynamic
surrogate provisioning) and the baseline (local execution) presented as a reference.

5.7.1 General observations

For all three variables, the baseline values follow a normal distribution (as tested
by means of the Shapiro-Wilk test). With regards to our treatments, the data is
normally distributed for the power consumption variable. However, the response
time values of both treatments do not have a normal distribution. There is an
evident significant difference in the execution time between local and the remote
computation. Therefore, the non-normality of the values might be caused by the
optimization algorithm, which decides on alternative platforms to execute the
computation task. However, we checked the distribution of the data separately
for each platform and we still detected a non-normal distribution of the response
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time values. Only the response time values for each treatment were normally
distributed with respect to the execution platform.

The distribution of the energy consumption values is only normal for Static
Surrogate Provisioning. Also, it is interesting to note that the maximum energy
consumed in our treatments (43.69 J and 38.79 J) is still lower than the minimum
energy consumption of the baseline (61.13 J). This difference in energy consump-
tion can be explained by the difference in power consumption and response time.
Furthermore, Table 5.2 shows that the local execution when deploying cyber-
foraging techniques (our treatments) has better performance than the baseline
that does not have the overhead of the optimization algorithm.

5.7.2 Hypothesis testing

1. H1 (Resilience): we compare the resilience of both surrogate provision-
ing tactics based on their transition time (See Eq. 5.10). The shorter the
transition time, the higher the resilience of the system.

Transition time = Reaction Time + Adaptation Time
�� ��5.10

We first check the normality of the transition time values for our treat-
ments. The distribution of the transition data is not normal for both treat-
ments (Shapiro-Wilk’s p-value for Treatment 1=0.0006378 and for Treat-
ment 2=1.995e− 10)

Given the non-normal distribution of the values, we make use of the non-
parametric Wilcoxon signed rank test. It shows that there is a signifi-
cant difference between the median values of the two treatment samples
(p-value = 5.47e − 10). As shown in the box-plot in Figure 5.9, static
surrogate provisioning benefits from higher resilience compared to dynamic
surrogate provisioning. In Table 5.3 we report the group medians and the
effect size of the treatment. In this case, group median is reported instead
of mean, as it is a more robust indicator of central tendency in presence of
non-normally distributed values.

Median Transition Time (Static) 0.097
Median Transition Time (Dynamic) 0.266
Hedges’g 0.634 (medium)
Cliff’s δ 0.933 (large)

Table 5.3: Group means and effect sizes of the transition time values of the treatments

2. H2 (Energy efficiency): as explained earlier, we calculate the energy
efficiency of each trial based on the amount of energy consumed to perform
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Figure 5.9: The box-plot of the transition time values of static and dynamic surrogate provisioning.
Outliers are excluded from the plot.

one computation task. The execution of the computation task is platform
independent, and energy consumption measures are done on the mobile
device regardless where the task is executed (i.e., locally or remotely). Be-
cause the energy consumption values for different treatments do not have
a normal distribution, we again use Wilcoxon signed rank. We cannot re-
ject our null hypothesis (p − value = 0.1646) which indicates there is no
significant difference between our treatments.

Median Energy Consumption (Static) 8.087
Median Energy Consumption (Dynamic) 8.161
Hedges’g -0.296 (small)
Cliff’s δ 0.21 (small)

Table 5.4: Group medians and effect sizes results on the energy consumption values of the treatments

In the box-plot of Figure 5.10 we report the energy consumption values
for static and dynamic surrogate provisioning. In Table 5.4 we report the
group medians and the effect size of the treatment. Also in this case, group
median is reported instead of mean, as it is a more robust indicator of
central tendency in presence of non-normally distributed values.

5.8 Discussion

From Table 5.2 we can already notice that there is a significant difference in the
energy consumption, power consumption, and response time between the baseline
and the surrogate provisioning tactics. The box-plots in Figure 5.11 clearly show
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Figure 5.10: The box-plot of the energy consumption values of static and dynamic surrogate provi-
sioning. Outliers are excluded from the plot.

this difference.

(a) Power Consumption (b) Response Time

Figure 5.11: The box-plots of the power consumption values and the response time of the baseline
compared with our treatments: “Static Surrogate Provisioning” and “Dynamic Surrogate Provision-
ing”

The outliers of Static and Dynamic surrogate provisioning box-plots in Figure
5.11b represent cases when the optimization algorithm has decided not to offload
the computation task to the surrogate. Surprisingly, in those cases the local
execution of the task does not increase power consumption in the same way as
in the baseline. The power consumption of the mobile device in presence of
cyber-foraging tactics is significantly lower than a non cyber-foraging system. A
possible explanation for this effect is related to the temperature of the mobile
device, known to affect the variance of the battery discharge curve [267]. During
our baseline measurements, the computational task was only performed locally.
This resulted in a high CPU load for a longer amount of time, which in turn may
have raised the temperature of the device and consequently its battery usage
[267]. We tried to collect temperature data from our logs to confirm our analysis,
but unfortunately the amount of data we collected was not sufficient to draw a
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final conclusion. For this reason, we are preparing a replication of our experiment
where we will also collect temperature data.

As discussed in Section 5.3, both Static and Dynamic Surrogate Provision-
ing tactics benefit from the increased flexibility that the runtime optimization
algorithm introduces. Our expectation was that using Dynamic Surrogate Pro-
visioning, the optimization algorithm itself would add an overhead in terms of
resource usage. This overhead would result in a difference in the variable “Re-
action Time” which includes the execution time of the algorithm. However, we
found no significant difference (Wilcoxon signed rank test p− value = 0.6349) in
Reaction Time among different cyber-foraging architectural tactics. This indi-
cates that in our experimentation scenario, performing the online choice does not
introduce a significant overhead. Although this result cannot be generalized to all
cyber-foraging scenarios, we can conclude that Dynamic Surrogate Provisioning
increases flexibility while not negatively influencing performance.

5.9 Reflection

Cyber-foraging architectural tactics offer reusable design decisions to accommo-
date certain types of functionality (in our case computation and data offload)
while ensuring required system qualities (such as energy efficiency and resilience).
We specifically focus on surrogate provisioning tactics to perform an empirical
evaluation. Our work is one of its kind because it measures the effectiveness of
such tactics, and it can lead to a reduction of the learning curve. Having the
reusability requirement of the tactics in mind, our work, as an initial step, en-
riches the knowledge on the tactics with the help of quantitative insights. There-
fore, software architects and software engineers can make more conscious and
better-informed decisions on selecting the tactics.

In this chapter, we adopt a systematic experimentation framework to objec-
tively collect and analyze data on the impact of surrogate provisioning tactics.
As for data collection, we describe the design procedure of our experimentation
step by step, which can benefit other researchers to repeat our experimentation
approach, and carry out similar experimentations to study other types of tactics.
As for data analysis, we perform a series of statistical tests to extract insights
out of data and to validate our hypotheses. Our analysis procedure is meant to
be reused by other researchers to observe findings from different measurements.

The quantitative analysis shows that Dynamic and Static provisioning deliver
the promised flexibility with surprisingly negligible costs in terms of resilience and
energy efficiency. We investigate resilience, a key quality attribute of sustainable
systems, from the transition time perspective. We introduce a specific change that
both treatments are resilient to at runtime, namely low battery level. We show
that a system adopting Static Surrogate Provisioning is able to take quick action
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in the presence of a change in its runtime environment. From another angle, a
system with Dynamic Surrogate Provisioning can be responsive to more diverse
changes. For example if the change is an error in the computation capability of the
surrogate, a system with Dynamic Surrogate Provisioning can recover seamlessly
by downloading the computation capability from different resources. In general,
Dynamic Surrogate Provisioning has a greater self-organizing degree than Static
Surrogate Provisioning. Dynamic Static Provisioning has more flexibility in terms
of lower number of pre-assigned configurations. Consequently, it corresponds to
longer transition phases for the system during runtime.

In our study, we report that both surrogate provisioning tactics perform well
with no significant difference to fulfill the main objective, which is extending the
limited resources lifespan. We measure the energy efficiency from the point of
view of the mobile device as an example of resource-scarce environments. How-
ever, for software architects the energy efficiency of cyber-foraging systems in its
entirety plays an important role as well. The cyber-foraging architectural tac-
tics involve different components, which are utilized differently. Increasing the
adaptability degree by adding more operational components, might influence the
energy efficiency of the entire system negatively. Yet, such trade-offs need to be
systematically evaluated, which is our plan for future work.

While cyber-foraging software is extremely novel (see also discussion in Sec-
tion 5.10), its applicability and added value can be pervasive. As discussed
in [159], cyber-foraging brings benefits to many contexts, from healthcare and
emergency management to Internet of Things and wearable computing. Accord-
ing to the GeSI: Global e-Sustainability Initiative [101], usage of mobile devices
already accounts for nearly half of the ICT sectors emissions, and is expected
to steadily grow. Accommodating needs while balancing system qualities and
energy efficiency will require smart software solutions such as smart architectural
tactics.

Cyber-foraging was developed with resource-scarce environments in mind,
where battery life and connectivity are critical. However, our results offer a
glimpse of its potential for environments where flexibility is necessary because
the context continuously changes (such as smart city sensing) or some resources
hosting data/computation can be charged more economically or effectively than
others (thanks to, for example, advances in smart grid integration of renewables,
or in micro-grid applications).

5.10 Threats to validity

Our aim is to illustrate the premises and the assumptions behind our experi-
mentation. The classification of the threats follows that by Cook and Campbell
[63]. As a general consideration, in this study we are mainly interested in theory
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testing, hence we focus more on internal and construct validity, i.e., prove that
our effects are representative of the theory and caused by the outcome, rather
than conclusion and external validity.

5.10.1 Conclusion validity

Threats to conclusion validity affect the statistical significance of the findings. In
our experimentation, we identify the following conclusion validity threats:

• Reliability of measures. Our measures of energy consumption were carried
out by means of the PowerTutor software tool. We chose this approach
instead of hardware power meters for two main reasons: first, it was deemed
more practical; second, this allowed us to measure energy and temporal data
on the same device. This removes the problem of multiple data sources with
consequent data synchronization and data handling operations which are
arguably error-prone. Regarding the accuracy of PowerTutor, according to
its developers [267] for 10s intervals, it is accurate to within 0.8% on average
with at most 2.5% error.

• Low statistical power. As discussed in Section 5.5, our sample is a single,
synthetic software application. This small sample size obviously reduces
the statistical power of our test. However, our target population is also
small: cyber-foraging applications are extremely novel, hence scarce and
not easily portable across multiple platforms. For this reason, our results
are valuable in providing solid evidence on an emerging technique.

5.10.2 Internal validity

Threats to internal validity affect the interpretation of our findings with regards
to the causality link between treatment and outcome.

• Treatment implementation. The effects we measured on the outcome might
be affected by the specific implementation of the tactics. In order to miti-
gate this threat, the cyber-foraging tactics were implemented following the
guidance of an expert in cyber-foraging whom worked on several practical
applications of the tactics. In particular, we made sure that the differ-
ence between the Static and Dynamic tactic implementation was modular
enough to isolate its effects with respect to the rest of the application.

• Maturation. This threat is related to the effects of time on our instru-
mentation during the measurements. Specifically, the battery of the phone
depletes and the temperature of the components varies due to physical phe-
nomena. To mitigate this threat, we performed a randomized application of
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the treatment, i.e., the application was executed in the Static Provisioning
or Dynamic Provisioning version in a random order. This averaged out the
effects of battery depletion and different temperatures across our repeated
measurements.

5.10.3 Construct validity

Threats to construct validity affect the relationship between theory and observa-
tion. The only threat to construct validity we identify is related to the definition
of the constructs. As argued previously, the theory behind cyber-foraging is
extremely novel and the tactics we evaluated have been proposed in a limited
amount of cases. For this reason, we cannot claim our implementation of the
tactics can be taken as a reference for cyber-foraging theory. We mitigated this
threat by involving the expert on cyber-foraging that defined and proposed the
tactics we evaluated in this study. This ensures us that our implementation is a
correct reification of the architectural tactics proposed in the theory.

5.10.4 External validity

Threats to external validity affect the generalization of our findings. We identified
the following external validity threats:

• Subject selection. As discussed in Section 5.5, our study is a quasi-experiment
with no randomized subject selection. This poses a clear problem of gener-
alization. In fact, we cannot claim our results would generalize as such to
a larger population of cyber-foraging applications.

• Experimental setting. Our instrumentation and experimental setting is
based on a single mobile device and specific hardware technologies. Hence,
our results might be affected by the specific experimental setting in which
we operated. More evidence is needed to ensure our findings would also
apply to other technologies and device families.

5.11 Related work

There are many studies on introducing architectural tactics for cyber-foraging
applications e.g. [24, 59, 68, 201, 259] and presenting reference architectures and
frameworks that can be adopted by software engineers to realize cyber-foraging
functionalities in different systems e.g. [25, 93, 144, 231, 268]. However, in this
paper, we focus on studies that provide insights on existing architectural tac-
tics and evaluate their effectiveness on system qualities. In this respect, some
work has been done on the evaluation of tactics in different domains and from
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a different perspective. For instance, Wu and Kelly present a qualitative com-
parison of architectural tactics for system safety, which as a result can extend
software design methodologies [254]. In another example, Harrison and Avgeriou
model how different tactics can fit in different software architectural patterns
from a compatibility perspective [112]. Differently, our work assesses the impact
of architectural tactics with respect to energy efficiency and resilience.

In particular, we are interested in architectural tactics in the domain of cyber-
foraging with an emphasis on the impact on system qualities. Related work from
this perspective mostly focuses on a qualitative evaluation of the tactics, which
usually results in design guidelines for cyber-foraging applications. Agrawal and
Prabhakar present Appification, which is a methodological framework to pro-
vide guidelines for architectural design, implementation and deployment of self-
adaptive mobile apps [9]. According to the Appification framework, one should
analyze the quality requirements of the application and choose the best fitting tac-
tics. The framework, however, does not provide a quantitative evaluation of the
tactics in such applications. Orsini et al. provide design guidelines for mobile-
cloud computing applications and include a qualitative analysis. They classify
computation offloading solutions from the literature based on their impact on
a number of system quality requirements [191]. Liu et al. review application
partitioning algorithms for mobile-cloud computing [165]. They qualitatively dis-
cuss the implications of each algorithm in different usage scenarios. La and Kim
present a taxonomy of computation offloading schemes, in which the schemes
are evaluated in a qualitative manner based on five identified criteria for mobile-
cloud applications [149]. Their insights help in selecting the optimum offloading
scheme for target apps. Shiraz et al. focus on application offloading frameworks in
mobile-cloud computing [229]. They introduce a thematic taxonomy to compare
the existing frameworks. Abolfazli et al. survey cloud-based mobile augmenta-
tion approaches [6]. They introduce a comprehensive taxonomy and a number of
decision-making flowcharts that can be used to build new approaches. Sharifi et
al. review existing cyber-foraging solutions and present a categorization based
on a number of factors such as the type of surrogate, the overhead of offloading,
the granularity of offloading, and adopted metrics [227].

Differently, in our study, we conduct empirical experimentation to quantita-
tively evaluate cyber-foraging tactics in terms of their impact on system qual-
ities. Our experimentation is an extension of our previous work on a decision
model that helps software architects and software engineers select tactics to meet
functional and non-functional requirements of cyber-foraging systems [160]. In
our decision model, we review cyber-foraging tactics from several points of view
such as quality impact, selection trade-offs, and dependencies between tactics.
The work presented in our study complements the decision model by performing
quantitative evaluation of tactics for energy efficiency and resilience. We place
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our focus on surrogate provisioning tactics, which are one of the required tactics
to build a cyber-foraging system (Section 5.2).

5.12 Conclusion

In this chapter, we answer our research question (RQ3.1), namely “How can we
evaluate the effectiveness of the self-adaptation architectural tactics in different
usage contexts?”. This study presents an evaluation of the cyber-foraging tac-
tics for static and dynamic surrogate provisioning. Such tactics aim to provide
adaptability at runtime. However, the actual impact of adopting the tactics on
energy efficiency and resilience of the system is not evident in the literature. We
performed an empirical experiment, following the experimentation framework de-
vised by Basili et al. [31], in order to analyze the cyber-foraging architectures
systematically. We used the Green Lab of Vrije Universiteit Amsterdam to set
up and carry out our experimentation.

Our results show a significantly higher resilience for Static Surrogate Pro-
visioning than Dynamic Surrogate Provisioning. Also both architectural tac-
tics improve energy efficiency compared to non-cyber-foraging architectures (our
baseline measurements). However, none of the two tactics outperforms the other
with respect to energy efficiency, which means that the overhead of the runtime
optimization remains similar.

This chapter is a first step toward providing guidance for software archi-
tects and software engineers to minimize their learning curve on the selection
of the best fitting cyber-foraging architectural tactics. Our empirical experi-
mentation helps making better-informed trade-offs between the desired quality
attributes, i.e., flexibility, resilience, and energy efficiency. In our future work, we
will further quantitatively evaluate such trade-offs. Also, we will consider other
cyber-foraging architectural tactics, emphasizing on runtime programmable in-
frastructures.
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6
Case Study 3: Evaluation of

Self-Adaptive Mobile Apps

This chapter performs an empirical evaluation of the self-adaptation tactic for
mobile applications to answer our RQ3.1. Many software applications are ex-
ecuted on mobile devices. This poses new challenges on optimizing the limited
capacity set by battery life without compromising energy efficiency and perfor-
mance. This limitation is exacerbated by mobile applications due to their needs
to transfer data. We propose a simulation framework for mobile applications to
enable self-adaptability in the form of MAPE model functionalities. To provide
realistic data sets to the framework, we empirically measure the resource con-
sumption of the top 6 widely-used mobile apps. Our results show a significantly
higher energy efficiency for the self-adaptation tactic compared to the baseline,
which does not show any adaptability behavior. Also, in most cases the perfor-
mance of the mobile apps increases.

6.1 Introduction

According to Statisica, the number of available apps in the Google Play store has
increased from 300k in August 2011 to 3 million in June 2017 [234]. This remark-
able growth poses new challenges for optimizing the available resources in mobile
devices, such as computing power and battery life, which have limited capacity.
The mobile cloud computing field addresses this limitation by designing mobile
apps that rely on services hosted in the cloud, which carry on the computation
or the data migration. Therefore, many mobile apps require network connections
to transfer data.

Mobile network interfaces (wifi and cellular), if utilized, consume energy. Mit-
tal et al. show that only the cellular network interfaces can contribute up to 50%
of the total energy consumption in smartphones [177]. Given the fact that the
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technologies (e.g. Wifi and 4G) employed on the network interfaces provide dif-
ferent network bandwidths, and have different patterns of energy consumption,
network scheduling strategies are required to optimize energy efficiency and per-
formance. The demand for scalable and energy efficient scheduling approaches
has led to a number of existing solutions focusing on Wifi and cellular network
interfaces. For example, packet batching and request bundling have been intro-
duced to minimize the time that the network interfaces are at their high-power
state [26, 161, 265]. Although, these solutions provide improvements in energy ef-
ficiency they do not necessarily customize for different application requirements,
and perform as “one size fits all” approaches. Hence, they possibly affect the user
experience negatively as they can delay the data transfer of the running mobile
apps.

Mobile apps can have various network-related quality requirements; some are
delay-sensitive (their objective is to minimize the network delay to transfer data),
some are long-lived (their objective is to transfer data for a longer period of time
compared to other apps), and some are data-intensive (their objective is to trans-
fer large amounts of data over the network). We need network simulation tools as
a testbed to extensively evaluate the achievement of application quality require-
ments when different network scheduling strategies are deployed on a mobile
device. Although there are a number of general purpose network simulators that
can be adopted for mobile devices [77, 134] and a few mobile-specific network
simulators [57, 116], the mobile computing field has not attracted a lot of atten-
tion on mobile-specific network simulators with an emphasis on energy efficiency
[36]. In this chapter, we evaluate the impact of self-adaptability of mobile ap-
plications on energy efficiency of a mobile device. To simulate self-adaptability
in mobile applications, we empirically measure the resource consumption of the
top 6 widely-used mobile apps with different configurations (high-consuming and
low-consuming states). We introduce a mobile network scheduling framework
to extensively evaluate network utilization by mobile apps, and to simulate the
network interfaces with several built-in energy states. We develop the framework
in the form of MAPE model functionalities (Monitor-Analyze-Plan-Execute) [46]
in a modular fashion that can be extended with new components (e.g. adding
new scheduling strategies, or adding network technologies other than Wifi and
4G). Our main contributions are:

1. We follow a systematic approach to measure the resource consumption of
mobile apps in a controlled environment.

2. We develop a network scheduling framework in order to facilitate the analy-
sis of network energy efficiency of mobile devices. It simulates the network
interfaces (e.g. Wifi) in Android including all the states to start a net-
work connection, network technologies, and energy models extracted from
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the peer-reviewed existing literature. The framework provides a flexible
testbed, in which different scheduling strategies and application scenarios
can easily be added.

3. We compare the energy efficiency of mobile devices under different appli-
cation scenarios. Application scenarios flexibly describe traffic patterns
generated by the mobile apps. Also, quality requirements such as being
delay-sensitive or delay-tolerant are specified as input for the scheduling
strategies that challenge optimizing the trade-off between energy efficiency
and performance.

This chapter is organized as follows: Section 6.2 includes an introduction on
mobile network interfaces, their energy states, and the adopted power models. In
Section 6.3, we describe our experimental framework, its main components and
its embedded scheduling strategies. We define the scope and the goal of our ex-
perimentation in Section 6.4. Section 6.5 presents the experimentation planning
including context selection, variable selection, hypothesis formulation, subject
selection, experiment design, and instrumentation. We describe thoroughly the
steps taken to execute the experiments in Section 6.6. Our findings and reflec-
tions are discussed in Sections 6.7 and 6.8. We describe the threats to validity
and their mitigation in Section 6.9. Existing related work on simulation tools
and network scheduling solutions for mobile apps are discussed in Section 6.10.
Section 6.11 provides reflection points that emerged from our findings. Finally,
in Section 6.12 we conclude the chapter, and we introduce directions for future
work.

6.2 Background

Over the past years, the usage of mobile devices has increased. For instance,
statistics compare the number of website visits from mobile devices in 2016 and
2017, which grows from 57% to 63% [82]. The mobile network interface itself is
energy consuming with or without data transfer. It has multiple energy states
that cause different measures of energy consumption. Figure 6.1 shows the four
energy states (idle, promotion, transfer and tail) and the order in which they can
occur during the data transfer.

In the idle state, the network interface does not transfer data. Consequently,
the interface consumes a low amount of energy. The interface stays in this state
until a new request for data transfer is created by mobile apps. When an ap-
plication request arrives at the network interface, the promotion state starts, in
which the interface powers up to get ready for data transfer. In the promotion
state no data will be transferred and the duration to remain in this state is fixed.
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Figure 6.1: The four energy states for a mobile network interface: idle, promotion, transfer and tail

After promotion, the transfer state starts, in which the requested data can be
transferred. The network interface will be in the high-power state, and its energy
consumption will almost be linear to its utilization rate. The duration of this
state highly depends on the amount of data to be transferred. Finally, the tail
state starts. In this state, the network interface waits for application requests in
a low-power state, in which no data is transferred. The idea with the tail state is
to skip the overhead of the promotion state. So, the interface will wait for new
transfer requests for some fixed time before entering the idle state. After this
state, the network interface can enter either the transfer state or the idle state
again.

Although wifi and cellular network interfaces follow the same order of energy
states, the employed technologies (e.g. Wifi and 4G) are very different in states’
duration and maximum data rates. Studies show that Wifi G mode (802.11g),
which we refer to as the wifi technology in this chapter, remains shorter in the
promotion and the tail states compared to the 4G technology [121]. However,
Wifi has a lower data rate than 4G. The maximum throughput provided by Wifi
based on the 802.11g for downlink and uplink is 54Mbps, while 4G provides up
to 300Mbps for downlink and 75Mbps for uplink [4, 187]. It is worth mentioning
that Wifi standards vary in the resulting throughput. For instance, Wifi N mode
(802.11n) outperforms both wifi G mode and 4G [194]. These differences between
wireless standards allow us to make runtime tradeoffs that select the best configu-
ration plan of the network interfaces according to the quality requirements of the
mobile apps. In this study, we perform our experimentation only on Wifi G mode
configurations since we could empirically measure the resource consumption of
the Wifi network interface when launching mobile applications.

6.2.1 The energy states

In our experiments, we estimate the energy consumption of the network devices
of a mobile device. To do so, we adopt the energy models presented in [121] based
on power traces measured in an Android smartphone. Table 6.1 summarizes the

116



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 127PDF page: 127PDF page: 127PDF page: 127

Chapter 6. Case Study 3

Table 6.1: The power consumption and the duration of the promotion and the tail energy states of
Wifi and 4G, adopted from [121]

Technology Energy State Power (mW) Duration (ms)

Wifi
Promotion 124.4 79.1
Tail 119.3 238.1

4G
Promotion 1210.7 260.1
Tail 1060.0 11576.0

Table 6.2: The power consumption and the duration of the sleep mode and the wake-up mode in the
idle state of Wifi and 4G, adopted from [121]

Technology Pbase(mW) Tcycle − Ton(ms) Pon(mW) Ton(ms)
Wifi 11.4 300.6 77.2 7.6
4G 11.4 1237.0 594.3 43.2

power consumption and the duration of promotion and tail energy states. As it
can be seen, the power consumption and the duration of these states in 4G is
significantly higher compared to Wifi. However, the higher data rates provided
by 4G make it an interesting technology to employ. We calculate the energy
consumption by multiplying the values of power consumption and duration.

The energy consumption of the idle state with duration Tidle can be calculated
with Equation 6.1. In the idle state, the network interface periodically (every
Tcycle) gets into the wake-up mode with power consumption Pon and duration
Ton, and the sleep mode with power consumption Pbase and duration Tcycle−Ton.
To calculate the energy consumption in this state, we need to find the number
of such cycles. For simplicity, we assume Tidle is divisible by Ton. Table 6.2 lists
the corresponding values for Wifi and 4G.

Eidle =
Tidle
Tcycle

(Ton ∗ Pon + (Tcycle − Ton) ∗ Pbase)
�� ��6.1

The energy consumption of the transfer state highly depends on the type of
the data transfer, namely upload and download. Equation 6.2 calculates the
energy consumption of the transfer state with duration Ttransfer. β is the base
power consumption of the interface. Depending on the type of transfer, the slope
of energy consumption is defined with αu and αd. Du and Dd show the data rates
for uplink and downlink, respectively. Table 6.3 lists the corresponding values
for Wifi and 4G.

Etransfer = Ttransfer(αu ∗Du + αd ∗Dd + β)
�� ��6.2
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Table 6.3: The values constructing power consumption in the transfer state of Wifi and 4G, adopted
from [121]

Technology αu(mW/Mbps) αd(mW/Mbps) β
Wifi 283.17 137.01 132.86
4G 438.39 51.97 1288.04

6.3 Our Experimental Framework

We present a simulation framework to assess the energy efficiency of self-adaptive
mobile apps. Self-adaptability helps mobile apps recover from runtime changes,
which can improve/degrade the achievement of qualities at runtime. For instance,
a sudden drop in the battery level of a mobile device is considered as a negatively-
impacting runtime change for the running mobile apps. When a runtime change
is detected, the framework realizes self-adaptability in two forms, namely software
reconfiguration and infrastructure reconfiguration.

• Software Reconfiguration At the software architectural level, reconfig-
urations are achieved by modifying the availability of the app features. At
design time, app features are designed in a way that they can be disabled on
demand at runtime. Therefore, if there is shortage on resources (e.g. bat-
tery level or network bandwidth) some high resource-consuming features
can be replaced with low resource-consuming ones. Figure 6.2 shows how a
self-adaptive mobile app can transition between software reconfigurations,
namely app states. Both the states illustrated in the figure aim at perform-
ing one specific operation. The difference between the states relies on the
number of available features in the app, which can eventually result in dif-
ferent resource consumption. The transition between the states is triggered
by the detection of runtime changes, such as lack of resources.

• Infrastructure Reconfiguration At the infrastructural level, reconfigu-
rations are realized as rescheduling the available resources at runtime. For
instance, the network resources are reallocated to the running mobile apps
based on their priorities and quality requirements. In this work, we turn our
focus on scheduling specifically the network resources, which are considered
as essential types of resources for modern mobile apps that extensively rely
on cloud-based services. The framework is capable of choosing different
types of network interfaces (Wifi, 3G, and 4G) to transfer data depending
on the quality requirements of running apps. The framework optimizes the
duration of the network interfaces in the promotion and the tail states. The
transfer requests of the mobile apps are queued up to be transferred. As
soon as the network interface is active and in its transfer state, the requests
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Figure 6.2: A state machine consisting of two states for performing specific operation with different
levels of resource consumption. We assume resource i > resource j

are scheduled. If there is more than one request at a given time, they will
fairly share the available bandwidth. If the bandwidth capacity is not suf-
ficient to satisfy the requirements of all the requests at a given time, the
in-progress requests get higher priority than the new requests.

6.4 Experiment Definition

We aim to analyze the effectiveness of the self-adaptation tactics on improving
energy efficiency and performance of mobile applications. We follow the well-
known Basili framework [31] to plan our experimentation. The following GQM
paradigm describes our goal, research questions and the metrics selected for this
study.

• Goal

We formulate the goal of this chapter as:“Analyze self-adaptation tactics for
the purpose of evaluation with respect to energy efficiency and performance
from the viewpoint of software architects and software engineers in the
context of mobile applications”. Self-adaptation tactics are our objects,
which we evaluate based on two quality attributes: performance and energy
efficiency. Our results can be beneficial for software architects and software
engineers to make design-time trade-offs between performance and energy
efficiency. We focus on the context of mobile applications but our findings
can be generalized for software design approaches in general. We compare
the effectiveness of the self-adaptation tactic with a baseline control group,
in which the mobile apps do not adapt to runtime changes.
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• Research Questions

We define the following research questions to approach our goal in a sys-
tematic way:

RQ1 : What is the impact of the self-adaptation tactic on energy efficiency?

We analyze the energy efficiency of the self-adaptation tactic at runtime.
We define energy efficiency as the number of joules consumed in the net-
work interface per usage scenario (the sequence of transfer requests from
the running mobile apps). We estimate the energy consumption of the net-
work interface using the deployed energy models in our framework. The
energy models rely on the power consumption and transfer duration for
each transfer request.

RQ2 : What is the impact of the self-adaptation tactic on performance?

We evaluate the performance of the self-adaptation tactic compared to our
baseline. We define performance as the time it takes for a usage scenario
to be completed, namely time-to-complete. Usage scenarios consist of a
series of transfer requests generated by mobile apps. We measure the time
difference between the end time of the last request and the start time of
the first request in the usage scenario.

• Metrics We measure the following predefined metrics that help us answer
our research questions in a quantifiable manner.

– Network energy consumption: the number of joules consumed in
the mobile network interface to transfer all the requests of the mobile
apps.

– Time-to-complete: the total duration that it takes for the mobile
apps to transfer all their requests.

The GQM graph in Figure 6.3 indicates how the metrics relate to our research
questions. RQ1 depends on the metric “Network energy consumption” and RQ2
relies on the metric “Time-to-complete”.

6.5 Experiment Planning

We describe our experimentation in the following sections: Variable Selection,
Hypothesis Formulation, Subject Selection, Experiment Design, and Instrumen-
tation.
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Figure 6.3: The GQM graph summarizing the relation between the goal of our experiment, the research
questions, and the metrics

6.5.1 Variable Selection

The metrics identified in the previous section, namely network energy consump-
tion and time-to-complete are our dependent variables, which help us find answers
for our research questions.

Using the independent variables we control the experimentation environment.
Our main independent variable is the deployment of the self-adaptation tactic in
our framework that we define as a factor. Our two treatments in this experimen-
tation are:

• Experimental Treatment: In this treatment, the mobile apps have two
different energy-consuming states, which they can transition between. We
realize self-adaptability of mobile apps with this treatment.

• Control Treatment: In this treatment, the mobile apps are indifferent to
contextual runtime changes (e.g. low battery level, low bandwidth capac-
ity). They can not adjust their resource utilization as they only have one
energy-consuming state. The measurements of this treatment are used as
a reference set to compare the effectiveness of the experimental treatment.

We have implemented an optimization algorithm that schedules the transfer
requests for available network interfaces in the mobile device. The objective with
the algorithm is to minimize the energy consumption for transferring all the re-
quests. Given the fact that in real-life scenarios network bandwidth can fluctuate,
in our experimentation we simulate the same behavior by introducing a possi-
bility of low/mid/high capacity bandwidth. This defines the available bandwidth
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independent variable. Also, running applications in the mobile device can send
their transfer requests in any order. Therefore, we define applications order as
one of our independent variables, which can be controlled in our framework. Our
optimization algorithm is sensitive to both the runtime network changes and the
applications order. The algorithm adjusts the scheduling plan for the applications
accordingly.

6.5.2 Hypothesis Formulation

We define Null and Alternative hypotheses for each of our research questions.

• RQ1: What is the impact of the self-adaptation tactic on energy efficiency?

Eq. 6.3 shows the difference in energy efficiency of the self-adaptive tactic
and the baseline. EEadaptive is the energy efficiency of the mobile device
when employing the self-adaptive tactic and EEbase is the energy efficiency
of the mobile device with non-adaptive mobile apps. The null hypothesis
in Eq. 6.4 indicates that the energy consumption of the mobile device when
employing the self-adaptive tactic is equal to the energy consumption of the
mobile device when using the baseline. Differently, the alternate hypothesis
in Eq. 6.5 shows that the energy consumption of the mobile device is lower
when employing the self-adaptive tactic.

∆EE = EEadaptive − EEbase

�� ��6.3

H10 : ∆EE = 0
�� ��6.4

H1a : ∆EE < 0
�� ��6.5

• RQ2: What is the impact of the self-adaptation tactic on performance?

As mentioned before, we measure performance using the time-to-complete
metric (TTC). So, mobile apps will have higher performance if they have
shorter time-to-complete to transfer all their requests. Eq. 6.6 shows the
impact of the self-adaptation tactic on TTC, which is measured in seconds.
TTCadaptive shows the time-to-complete of mobile apps when employing the
self-adaptation tactic and TTCbase shows the time-to-complete without any
adaptive behavior by mobile apps. The null hypothesis in Eq. 6.7 indicates
that the time-to-complete of the mobile apps when employing the self-
adaptive tactic is equal to the time-to-complete of the mobile apps when
employing the baseline, while the alternate hypothesis in Eq. 6.8 shows

122



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 133PDF page: 133PDF page: 133PDF page: 133

Chapter 6. Case Study 3

that the time-to-complete of the mobile apps is lower when employing the
self-adaptive tactic.

∆TTC = TTCadaptive − TTCbase

�� ��6.6

H20 : ∆TTC = 0
�� ��6.7

H2a : ∆TTC < 0
�� ��6.8

6.5.3 Subject Selection

The object of this experimentation is our proposed self-adaptation tactic for mo-
bile apps. As our subjects, we select the top 6 most-used mobile apps, namely
Facebook, Youtube, Google Maps, Google Search, Instagram and Facebook Mes-
senger [153]. This defines our experiment as a quasi-experiment, in which the
subjects are not selected randomly. We further discuss in Section 6.9 that our
subjects are still representative of mobile apps and the results of our experiments
provide helpful insights in the research field.

Each app offers a set of configurations that can reduce the consumption of
resources. For example, in Youtube, one could select for lower data rates when
streaming videos and in Facebook Messenger, one could make a voice call instead
of a video call. We have analyzed the apps with respect to their configuration
possibilities. This helped us draw finite state machines that show the transition
between high-consuming and low-consuming states for the apps. For some of the
apps, transitioning to a target state (either high-consuming or low-consuming)
requires an intermediate state that helps changing the right configurations for
the mobile app.

6.5.4 Experiment Design

To evaluate the effectiveness of our self-adaptation tactic, we define a list of
factors (independent variables) to form our trial groups:

• Available bandwidth: The applications require a minimum bandwidth to
transfer their requests. We define this minimum value as the high-capacity
bandwidth, in which the applications compete the least for the resources.
This factor varies among three different capacity ranges: [0%-30%] as low-
capacity, [30%-70%] as mid-capacity and [70%-100%] as high-capacity. In
our framework, we change the available bandwidth for the applications from
0% to 100% of their required capacity.
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Factors
Trial Groups Bandwidth capacity Apps order

Self-adaptation tactic
high-capacity (30) high-to-low (30)
mid-capacity (30) low-to-high (30)
low-capacity (30) zig-zag (30)

Baseline
high-capacity (30) high-to-low (30)
mid-capacity (30) low-to-high (30)
low-capacity (30) zig-zag (30)

Table 6.4: The number of trials for our experimental and control groups.

• Applications order : In the usage scenarios, which will be used as input by
the framework, the order of applications might impact the results of our de-
pendent variables (i.e. energy efficiency and time-to-complete). We define
three types of applications orders: high-to-low, in which high-demand ap-
plications start earlier than low-demand application, low-to-high, in which
low-demand applications start sending their requests first and zig-zag, in
which high-demand and low-demand applications are combined together
and placed one after another.

We have one experimental group that implements the self-adaptation tactic,
and one baseline control group. Table 6.4 summarizes the number of trials we
have for each factor.

6.5.5 Instrumentation

We conducted our experimentation in the Green Lab of Vrije Universiteit Ams-
terdam. Figure 6.4 shows the high-level design of our experimental framework.
Our treatment consists of two main parts namely, the network scheduler and the
mobile app wrapper, which are shown in different colors.

The mobile app wrapper helps simulating the self-adaptive behavior for typical
non-adaptive mobile apps. Therefore, our framework embeds mobile apps, which
imitate the behavior of typical apps with the help of the empirical measurements,
and then wraps them with the specific components of the app wrapper such as
Adaptive status and Software reconfiguration. The network scheduler has built-in
scheduling strategies to schedule the available resources in the mobile device for
the running mobile apps. The framework realizes the MAPE functionalities with
the help of these components, as described in the following:

• Monitor : Application profiler and efficiency profiler collect data based on
measured/estimated pre-defined metrics. Application profiler monitors the
mobile apps to check whether the requirements of the apps are met. Along
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with the application-specific data, Efficiency profiler monitors the availabil-
ity of resources in the mobile device such as computing power or network
bandwidth.

• Analyze: The collected data on the mobile apps and the resources, are the
input for the runtime change component. Runtime change analyzes the
data in comparison to expected patterns of resource consumption for the
mobile apps. This leads to detection of dynamic changes at runtime.

• Plan: The next step is to find the best-fitting plan to adapt to the runtime
change. Adaptive status offers a list of adaptation possibilities that can
be applied to mobile apps to recover from the detected change. Likewise,
Resource scheduler provides a list of configuration options regarding the
available resources in the mobile device. From both lists, one solution will
be accepted that we refer to as the adaptation plan.

• Execute: As the final step in the MAPE paradigm, the adaptaion plan will
be executed. The software reconfiguration component applies the plan to
the running mobile apps and the infrastructure reconfiguration applies the
plan to the resources.

6.6 Experiment Execution

To execute our experimentation, we mainly follow two steps: data collection and
data analysis.

6.6.1 Data Collection

In order to make our simulation more realistic, we collect the real resource con-
sumption values from our subjects. Therefore, the data collection has two phases
in our experimentation, namely empirical data collection and simulation data col-
lection. The former points to the fact that we launch a selected list of applications
in a mobile device and empirically collect data on their resource consumption.
We use the measurements as input to our simulation framework. The latter,
differently, refers to the techniques we employ to collect simulation data out of
our framework. In the following we describe each of the data collection types
independently.

For empirical data collection, we measure the resource consumption of the
selected apps on each of their defined states. For each of the selected apps
we have defined a typical usage scenario based on our best of knowledge. For
instance, finding directions and streaming videos are identified for Google Maps
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Figure 6.4: The main components of our framework categorized by their relevance to the MAPE model
functionalities.

and Youtube, respectively. Table 6.5 summarizes the number of trials for the
apps and their states. As it is clear from the table, not all the apps require a
transitioning state, for which we use N/A as an indicator.

We use Trepn Profiler1, which is a power and performance profiling applica-
tion, to identify the utilization pattern of each running application in the mobile
device. Additionally, we use Wireshark2 to analyze the network traffic generated
by each application. We use the collected data to define high-consuming and low-
consuming energy states for the apps as an input to our simulation framework.

For simulation data collection, we use energy models to estimate the energy
consumption of the network interfaces in the mobile device. The models we use
are based on power consumption rates. Therefore, for each trial we log the power
consumption of the network interfaces every second of the execution period. This

1https://developer.qualcomm.com/software/trepn-power-profiler
2https://www.wireshark.org/
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App High-
consuming
State

Low-
consuming
State

High-low
Transitioning
State

Low-high
Transitioning
State

Facebook 10 10 10 10

Facebook
Messenger

10 10 N/A N/A

Google
Maps

10 10 N/A N/A

Google
Search

10 10 N/A N/A

Instagram 10 10 10 10

Youtube 10 10 N/A N/A

Table 6.5: The number of trials for each resource-consuming state of the selected apps

helps us calculate the energy consumption of the network interfaces using Eq. 6.9,
in which P shows the power consumption and Texecution shows the execution time.

Energy Consumption(J) = P ∗ Texecution

�� ��6.9

Regarding the time-to-complete metric, we profile the start time and the end
time of transfer requests generated by the mobile apps. The time difference
between the largest end time and the smallest start time gives us the total time-
to-complete for all the apps.

6.6.2 Data Analysis

The output of our data collection step is a set of log files, which we analyze using
the statistical Python libraries. In order to test the normality of our data sets we
use the Shapiro-Wilk test. The null hypothesis for this test is that the data set is
normally distributed. Using the output p-value we can reject the null hypothesis
and draw conclusions on the normality of data sets.

We use the non-parametric MannWhitney U test to test our one-sided hy-
potheses. The null hypothesis for this test examines if randomly selected values
from one data set are smaller or larger than randomly selected values from an-
other data set. We use this test to check whether the results of our self-adaptation
tactic are lower than the results of the baseline regarding energy consumption
and time-to-complete. In addition to the MannWhitney U test, we calculate
Hedges’ g, which measures the effect sizes of our trial groups. This test targets
the differences between the mean values of two data sets. If the calculated g is
in the range of [-0.5, 0.5] the effect size is considered as small and otherwise the
effect size is large.
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We use the significance level of 0.05 in our tests (α = 0.05). It means if the
calculated p-value is lower than 0.05, we can reject the null hypothesis of our
tests with 95% of confidence interval.

6.7 Results

We categorize our findings based on their relevance to our research questions, as
the following:

6.7.1 Results regarding energy consumption (RQ1)

Table 6.6 summarizes the collected data for each of the factors and trial groups.
It shows that for all the factor values, the mean and the median of the results
are lower when employing the self-adaptation tactic. However, the resulting
energy consumption of employing the self-adaptation tactic varies in some cases.
The self-adaptation tactic performs the best when the bandwidth capacity has
the middle range (mid-capacity) and it performs the worst when the apps order
is from high-demanding to low-demanding applications (high-low). We observe
some variations for the baseline as well. When the bandwidth capacity is in its
highest range (high-capacity), the energy consumption of the mobile device is
minimized and when the apps order follows the zig-zag pattern (zig-zag), the
energy consumption is maximized.

The box-plots in Figure 6.5 compare the energy consumption of the mobile de-
vice for different bandwidth capacities. When the capacity is in its mid-range, the
self-adaptation tactic certainly outperforms the baseline. With mid-capacity the
applications at some moments need to compete over network resources. Given
the fact that with the self-adaptation tactic the apps are able to switch be-
tween their states, the apps can tune their resource consumption according to
the changes in the capacity availability. Differently, the baseline does not provide
any self-adaptability quality to the mobile apps. Therefore, if there is limitation
on the available capacity, the mobile apps can not adjust themselves. They will
remain in their high-consuming states, which cause longer transfer periods and
consequently, higher energy consumption.

With high-capacity bandwidth, we see that the energy consumption of both
trial groups stays closer. The reason is that the mobile apps receive all the
resources they need. Therefore, there is not many competitions over resources.
When the bandwidth capacity is in its lowest range, the mobile applications are
challenged the most to get the resources they need. For the baseline in which the
applications are not adaptive to the contextual changes, the energy consumption
increases the most compared to the self-adaptation tactic.
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Independent
Variable

Factor Factor
Value

Trial
Group

Min Median Mean Max

Energy
Consump-
tion
(mJ)

Bandwidth
Capacity

low-
capacity

Self-
adaptive

7959.6 15442.7 14929.2 31782.0

Base 23778.1 27137.2 27350.2 30769.8
mid-
capacity

Self-
adaptive

9129.2 9349.4 9436.7 9784.1

Base 15641.0 16288.2 16342.8 17553.7
high-
capacity

Self-
adaptive

8460.6 9705.5 9606.3 11644.6

Base 10405.0 11048.5 10920.1 11478.5

Apps
Order

low-
high

Self-
adaptive

7924.4 10039.0 11092.9 16470.1

Base 23674.4 27495.5 27117.9 30049.5
high-
low

Self-
adaptive

7781.7 16143.8 17823.1 34256.8

Base 22649.8 26591.0 26397.7 30063.5

zig-zag
Self-
adaptive

7815.8 15068.7 13801.4 28685.4

Base 24441.4 27085.4 27478.0 33558.3

Table 6.6: General overview of the collected energy measurements.

The box-plots in Figure 6.6 compare the energy consumption of the mobile
device for different applications orders. It is important to mark that the band-
width capacity is fixed with the low range. Therefore, the applications need to
compete over available resources. For the baseline it almost does not matter
which order the applications follow. It is because the applications in the baseline
trial group do not adjust themselves according to the capacity changes. The story
is different for the self-adaptation tactic. When the applications are ordered as
“low-high” and “zig-zag”, the self-adaptation tactic outperforms the baseline. It
can be explained using the fact that low-demanding applications, which start ear-
lier than the high-demanding ones, get higher priority when allocating resources.
This means that the high-demanding applications have higher changes to switch
to their low-consuming states. For the same reason, we observe a wider range of
energy consumption when the applications start with the order “high-low”.

In Table 6.7 we report Mann Whitney’s p-value and Hedge’s g for both trial
groups regarding their energy consumption. For all the factor values, Hedge’s g
shows a large effect size and we can reject our null hypothesis on energy con-
sumption based on the p-values.
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Figure 6.5: The box-plots of the energy consumption results of the self-adaptation tactic and the base
for the bandwidth capacity factor.

Factor Factor Value Mann
Whitney
(p-value)

Hedge’s g

Bandwidth Capacity
low-capacity 2.28e-09 -1.98 (large)
mid-capacity 1.50e-11 -12.56 (large)
high-capacity 1.01e-09 -1.48 (large)

Apps Order
low-high 1.50e-11 -4.21 (large)
high-low 0.00013 -0.98 (large)
zig-zag 1.57e-10 -3.18 (large)

Table 6.7: p-values and effect sizes of the energy consumption values of our trial groups

6.7.2 Results regarding time-to-complete (RQ2)

Table 6.8 summarizes the measured time-to-complete for each of the factors and
trial groups. When the bandwidth capacity is in its highest range, the self-
adaptation tactic and the baseline result in very similar time-to-complete values.
For all the other cases, the mean and the median of the results are lower for
the self-adaptation tactic. The low bandwidth capacity (low-capacity) causes a
wider range of time-to-complete values for the self-adaptation tactic. For the
apps order factor, in which the bandwidth capacity is set to its low range, the
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Figure 6.6: The box-plots of the energy consumption results of the self-adaptation tactic and the base
for the applications order factor.

time-to-complete of the self-adaptation tactic has its highest values when the
applications are ordered from high-demanding to low-demanding (high-low).

The baseline shows variations as well. With the high range of capacity band-
width (high-capacity), the time-to-complete remains the shortest and with the
low-demanding to high-demanding applications order (low-high), the time-to-
complete is maximized.

The box-plots in Figure 6.7 compare the time-to-complete of the applications
for different bandwidth capacities. We observe that the results of the baseline
and most of the results of the self-adaptation tactic (except with the low-capacity
setting) follow a normal distribution.

When the capacity is in its high-range, the self-adaptation tactic and the base-
line have similar time-to-complete. For the low-capacity and the mid-capacity
values, the self-adaptation tactic certainly outperforms the baseline. With these
settings, the applications need to compete over network resources. The self-
adaptation tactic gives the applications the opportunity to switch to their low-
consuming states, which utilize less resources and usually have less number
of transfer requests. Therefore, the time-to-complete resulting from the self-
adaptation tactic is smaller.

The box-plots in Figure 6.8 compare the time-to-complete of the applications
for different applications orders. It should be noted that the bandwidth capacity
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Independent
Variable

Factor Factor
Value

Trial
Group

Min Median Mean Max

Time-to-
complete
(s)

Bandwidth
Capacity

low-
capacity

Self-
adaptive

141.0 175.0 172.9 240.0

Base 228.0 259.0 257.8 265.0
mid-
capacity

Self-
adaptive

146.0 151.0 150.8 151.0

Base 238.0 239.0 239.2 241.0
high-
capacity

Self-
adaptive

146.0 151.0 150.8 151.0

Base 151.0 151.0 151.0 151.0

Apps
Order

low-
high

Self-
adaptive

140.0 148.0 156.4 179.0

Base 218.0 258.0 252.6 268.0
high-
low

Self-
adaptive

140.0 172.0 182.7 242.0

Base 212.0 251.0 244.8 261.0

zig-zag
Self-
adaptive

142.0 171.5 164.8 237.0

Base 237.0 255.0 255.1 267.0

Table 6.8: General overview of the collected time-to-complete measurements.

is fixed with the low range to evaluate the applications order. Therefore, the ap-
plications need to compete over available resources. The applications order does
not impact the time-to-complete for the baseline. We observe more variations
for the self-adaptation tactic. In all applications orders, the self-adaptation tac-
tic outperforms the baseline. However, we see variations for the self-adaptation
tactic. The high-low order results in the widest range of time-to-complete when
employing the self-adaptation tactic. With the high-low order, high-demanding
applications that start earlier will get a higher priority to transfer their requests.
This means the chance to switch to low-consuming states is decreased for such
apps.

In Table 6.9 we report the Mann Whitney’s p-value and Hedge’s g for both
trial groups regarding their time-to-complete. For all the factor values except the
high-capacity bandwidth, Hedge’s g shows a large effect size and we can reject
our null hypothesis on time-to-complete based on the p-values. We can not reject
the null hypothesis when the bandwidth is in its highest range.
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Figure 6.7: The box-plots of the time-to-complete results of the self-adaptation tactic and the base
for the bandwidth capacity factor.

Factor Factor Value Mann
Whitney
(p-value)

Hedge’s g

Bandwidth Capacity
low-capacity 2.20e-11 -3.07 (large)
mid-capacity 7.21e-12 -84.40 (large)
high-capacity 0.21 -0.18 (small)

Apps Order
low-high 1.48e-11 -4.52 (large)
high-low 5.42e-09 -1.41 (large)
zig-zag 1.61e-11 -4.54 (large)

Table 6.9: p-values and effect sizes of the time-to-complete values of our trial groups

6.8 Discussion

Our findings show that there is a significant difference between the self-adaptation
tactic and the baseline regarding the energy consumption of the mobile device.
Regarding the time-to-complete, the self-adaptation tactic outperforms the base-
line in most cases. If the bandwidth capacity is in its highest range, the self-
adaptation tactic and the baseline result the same range of time-to-complete for
the apps. So, overall the time-to-complete with the baseline configuration is

133



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 144PDF page: 144PDF page: 144PDF page: 144

Chapter 6. Case Study 3

hig
h-l

ow

hig
h-l

ow

low
-hi

gh

low
-hi

gh
zig

-za
g

zig
-za

g

Factor

0

50

100

150

200

250
Ti

m
e-

to
-c

om
pl

et
e 

(s
)

172.0 251.0 148.0 258.0 171.5 255.0

 The self-adaptation tactic

The baseline
*  Average Value

Figure 6.8: The box-plots of the time-to-complete results of the self-adaptation tactic and the base
for the applications order factor.

greater than the time-to-complete with the self-adaptation tactic.
Comparing the box-plots of energy consumption and time-to-complete (Fig-

ures 6.5, 6.6, 6.7 and 6.8), we observe a correlation between these two vari-
ables. These variables show a direct relation, which means decrements in time-
to-complete lower the energy consumption amounts as well. However, according
to our findings, when the bandwidth capacity is in its highest range, the time-
to-complete of the applications is the same for the self-adaptation tactic and the
base but the energy consumption of the mobile devices is smaller when employ-
ing the self-adaptation tactic. It gives an insight on the different energy states
of the network interface in the mobile device. As mentioned before, the energy
consumption of the mobile device is composed of the energy consumption of the
four energy states of the network interface. Some of the energy states depend
on the duration of the transfer and being idle. For some other energy states the
energy consumption is independent of the transfer duration. Figure 6.9 shows
the box-plots comparing only the transfer energy consumption (transfer energy
state) for different bandwidth capacities. As it can be seen from the figure, the
self-adaptation tactic optimizes the energy consumption of the mobile devices
when transferring data for all three types of bandwidth capacities. It is inter-
esting to note that even with high-capacity bandwidth the applications might
require to compete over resources. Therefore, the self-adaptation tactic can also
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save energy when transferring data.
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Figure 6.9: The box-plots of the transfer energy consumption results of the self-adaptation tactic and
the base for the factor bandwidth capacity.

6.9 Threats to Validity

We identify a number of threats to validity of our work, which we mitigate as
described in the following:

Internal validity targets the design and execution of the study. The threats to
this validity are defined as the possible errors in the link between the implementa-
tion of an experiment and the findings of the experiment. We mitigate this type
of threats by following a systematic approach to design our study. First, we use
the commonly used mobile apps as the source of data on software reconfiguration
in our study. Second, we use well-known scheduling methods to reconfigure the
infrastructure utilization in our study.

External validity targets the generalizability of our findings. The threats to
this validity are defined as non-representative conclusions that are drawn from
too specific implementations of an experiment. We mitigate this type of threats
by modelling the utilization behavior of top commonly used mobile apps. In fact,
the 6 mobile apps that we select as our subjects, form a representative group of
apps that show typical usage scenarios of the mobile devices. Also, to model the
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energy consumption of the mobile device, we benefit from the models existing in
the peer-reviewed literature.

Conclusion validity targets the statistical significance of findings. The threats
to this validity are defined as non-reasonable relations among the collected data
set and the variables. We mitigate this type of threats by minimizing the noise
when collecting data. When measuring the resource utilization of the selected
mobile apps, we stop all the background applications that consume resources.

Construct validity targets the alignment between the objective of the study
and the collected data set. The threats to this validity are defined as unexpected
noise and randomness when defining and measuring the constructs. We miti-
gate this type of threats with performing the experimentation in a controlled
environment. Also, when simulating the mobile network interfaces we carefully
employ the simulation models from the peer-reviewed literature to exclude any
unexpected influence on the collected data.

6.10 Related Work

We categorize the related work in the mobile computing field in two groups of
solutions: infrastructure reconfiguration and software reconfiguration.

Infrastructure reconfiguration:
There are many simulation frameworks that focus on optimizing the net-

work infrastructure of mobile devices. Some simulate the network interfaces in
a generic way, which can be employed for conducting experiments on mobile de-
vices, while others are introduced specifically for mobile devices. For instance,
Network Simulator 3 (NS-3)3 provides additional extensions to evaluate network
protocols regarding their energy efficiency. As another generic network simulator,
OPNET4 supports simulation of mobile networks with a focus on the network
interfaces [264]. Kari and Mishra extend OPNET to incorporate energy calcu-
lations and security measures [134]. OMNET++5 is another example of general
purpose network simulators that is extensible to support mobile networks [78].
MiXiM is a mobile specific simulation framework, which uses the OMNET++
modeling engine as its core6 [77]. However, the energy consumption values calcu-
lated using these tools often show a high-level mapping of the resource utilization
and the energy consumption. To find a fine-grained link between the energy con-
sumption of mobile devices and the impact of running mobile applications, we
need mobile-specific network simulators, which support particular characteristics
of mobile networks. Similitude is a simulation platform that combines Android

3https://www.nsnam.org/
4https://www.riverbed.com/nl/products/steelcentral/opnet.html
5https://omnetpp.org/
6MiXiM: http://mixim.sourceforge.net/
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emulators and a network traffic simulator [116]. Its aim is to allow large-scale ex-
perimentation on efficiency metrics of the mobile apps. Moreover, Chenand et al.
introduce a system-level simulator for mobile devices [57]. It provides a testbed
to compare different mobile network interfaces. However, these frameworks do
not offer a way to evaluate self-adaptability of mobile applications for improving
energy consumption of mobile devices.

Software reconfiguration:
Most studies in this area focus on solutions to observe the behavior of mobile

applications. PowerScope maps the power consumption of the mobile device to
the code components of mobile applications and the underlying operating system
[94]. PowerSpy splits the energy consumption of the mobile device for each CPU
thread [28]. Seo et al. introduce energy consumption estimations of Java-based
systems in two categories: computation and communication [220]. The afore-
mentioned studies provide insights on energy awareness of mobile applications.
However, we are more interested in solutions, in which mobile application can
incorporate the energy awareness to adapt their resource utilization. Mizouni
et al. introduce a framework to design adaptive mobile applications based on
feature priorities [178]. Based on their results the mobile applications can save
resources using adaptation to contextual changes.

In this study, we introduce a simulation framework to evaluate the impact
of self-adaptability of mobile apps on energy efficiency of mobile devices. To do
so, we combine the infrastructure reconfiguration and software reconfiguration
strategies, which we did not find in the literature. We distinguish between soft-
ware design approaches and system engineering approaches that can make our
findings beneficial to both software architects and system engineers.

6.11 Lessons Learned

The first and the main outcome of our study points out the impact of self-
adaptation tactics on energy efficiency. We show that mobile applications can
benefit from the self-adaptation tactic to extend the battery life of mobile devices.
We realize this goal with two means: software reconfiguration and infrastructure
reconfiguration. As the second outcome of our study, we show that self-adaptation
tactics combine both software-architectural and system-engineering concepts to
realize self-adaptability. Software architects and software engineers can choose
where in the process of software design/development is the self-adaptation tactic
realized.

Regarding infrastructure reconfiguration, scheduling algorithms can be em-
ployed to optimize the utilization of available resources. According to the MAPE
functionalities, the scheduling algorithms must monitor the infrastructure and
plan the best fitting reconfiguration. Regarding the software reconfiguration,
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software architects should design runtime-configurable mobile applications. This
means the apps will be able to choose between their own features based on the
available resources. For example, if the resources are limited, the apps can opt
for disabling some of their features that do not influence the target functionality
at that point in time.

Finally, our experimental design combines both empirical and simulation
types of experimentation. The design of our framework can be re-utilized by
other researchers in the field for energy efficiency studies. Our framework is
designed in a modular way that can meet other applications requirements (e.g.
delay-sensitiveness that will make them a priority for our scheduling algorithm)
and infrastructure requirements (e.g. signal strength of the network interfaces
that can vary from weak to strong for each interface). Additionally, the tools
and the statistical tests we used represent a systematic methodology that can be
employed for other similar experimental studies.

6.12 Conclusion

The increasing demand for mobile applications to transfer data imposes new
challenges on the energy consumption of mobile devices, which have a limited
battery life. Self-adaptability of mobile applications has become an important
quality attribute to overcome resource changes at runtime. This chapter presents
an evaluation of the self-adaptation tactic for mobile applications as an answer to
our research question (RQ3.1), namely “How can we evaluate the effectiveness of
the self-adaptation architectural tactics in different usage contexts?”. We perform
a systematic experimentation that we design based on the framework proposed by
Basili et al. [31]. We implement a simulation framework that allows researchers to
study the impact of self-adaptability of mobile apps on the energy consumption
of mobile devices. To use realistic data sets as input for our framework, we
empirically measure the resource consumption of the 6 most commonly used
mobile apps in a mobile device. Our framework implements two types of runtime
reconfigurations with a focus on the MAPE model functionalities. For software
reconfiguration, mobile apps can dynamically adjust their available features and
functionalities. For infrastructure reconfiguration, the framework re-schedules
the available network resources to adapt to runtime changes. This work is a
first step toward emphasizing self-adaptability approaches on the both types of
reconfigurations in the mobile computing field.

Our results show that the self-adaptation tactic significantly improves the
energy efficiency of mobile apps. Furthermore, in most cases the mobile apps
take shorter time to transfer their requests. Our findings help software architects
and software engineers to determine feature priorities for mobile applications at
design-time. Therefore, at runtime, the mobile apps can make trade-offs between
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availability of features when resources are limited. In our future work, we will
quantitatively evaluate feature selection of the mobile apps at runtime that can
maximize the self-adaptability quality.
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7
A Domain Model for Self-Adaptive

Software Systems

This chapter answers RQ3.2 with a focus on domain models for self-adaptive
software systems. There are already a number of modeling frameworks that have
been introduced to realize self-adaptive software systems. However, they usually
focus either on runtime adaptation or on designing self-adaptability. As a conse-
quence, they do not provide a clear link between architecture-level and system-level
concepts. Without this link, we cannot ensure that the realized system will de-
liver the designed-for self-adaptability. In this chapter, we address this problem
by introducing a domain model that encompasses both levels. Our model can be
used to facilitate both architecture design (e.g. making better-informed design de-
cisions) and system engineering (e.g. guiding self-adaptation at runtime). We
show the application of our model in two case examples from the literature where
self-adaptation aims at energy efficiency.

7.1 Introduction

During execution, modern software systems co-exist with all sorts of uncertainties
in both the environment and the systems themselves. This demands for them
to be self-adaptive in order to operate correctly when runtime changes happen.
Intuitively, self-adaptive software systems can first detect a (possible) runtime
change and then adjust their own behavior to accommodate it. Enabling self-
adaptability, however, is not a trivial task. Software architects must resolve a
number of challenges:

• The simultaneous achievement of quality requirements might be difficult
because of conflicts among them. For example, improving energy efficiency
is not always aligned with improvements on performance [14]. The challenge
is to make the optimum trade-off between those quality requirements.
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• The adaptation process itself is resource-consuming. Raibulet el al. inves-
tigate the adaptation overhead from different perspectives, such as cost and
adaptation time [204]. Given the fact that most software systems self-adapt
for resource optimization, it is required to minimize the adaptation over-
head for a seamless adaptation (i.e. transparently autonomous adaptation
to runtime changes without external interference [49]).

Existing conceptual models aim to describe the behavior and the characteris-
tics of self-adaptive software systems [19, 98, 188, 189]. However, the association
between (design-time) architecture-level concepts and (runtime) system-level con-
cepts remains implicit. If so, software architects can not ensure the realization
of self-adaptability. In this work, we address this problem by introducing a do-
main model for self-adaptive software systems. The term domain model refers
to a model that specifies a domain (that of self-adapting software) with related
concepts and relationships. Our domain model gives software architects better
understanding of the relation between the software design and the corresponding
system realization. In the model, they can navigate how the influence of their
design decisions propagates to the runtime actions. To show the application of
our model, we choose two case examples from the literature and explain how the
model can describe their self-adaptability. The examples focus on self-adaptation
for energy efficiency, which is establishing itself as a critical objective for software
systems [44].

This chapter is organized as follows: In Section 7.2 we introduce our domain
model for both runtime and design-time concepts. We indicate the mapping
between the concepts and the MAPE functionalities. Section 7.3 describes two
example case studies that instantiate our model, one from cyber-foraging and
one from cloud-computing. In Section 7.4 we discuss our arguments regarding
the effectiveness of our model. Existing related work is presented in Section 7.5.
We close the chapter with Section 7.6, which includes our conclusions and future
directions.

7.2 The Domain Model

A domain model is a collection of concepts and relationships for a specific domain.
We introduce a domain model to describe self-adaptive software systems. It works
as a visual dictionary for software architects to select the necessary mechanisms
for self-adaptation. We have created our domain model as largely based on the
KISS method [143] applied to the input from domain experts, which has been
gathered incrementally for the past two years. For readability, we organize the
concepts of the self-adaptation domain into two models1: runtime and design-

1The complete model can be found at Appendix A.
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time.
The MAPE model identified by Brun et al. suggests that self-adaptive sys-

tems should include four main functionalities: Monitor, Analyze, Plan and Ex-
ecute [46]. We identify runtime and design-time concepts that are essential for
activating each of these functionalities. In the following we present each model
by giving a short introduction followed by a more detailed description of the ele-
ments corresponding to each MAPE functionality. When necessary, we show the
link to the elements by using the italic format.

7.2.1 The Runtime Model

In our description, the term “system” refers to the mix of the execution envi-
ronment and its running software. Figure 7.1 shows the domain model for self-
adaptive systems at runtime. It indicates the mapping of the runtime concepts
to the MAPE functionalities:

• Monitor : The model allows to Monitor the system metrics, which are quan-
tifiable indicators of the behavior of software systems at runtime. Monitor-
ing results in the System Metric Data by using two techniques, correspond-
ing to runtime activities: to Measure with Meters, and to Estimate with
Estimation Models.

• Analyze: From the System Metric Data, the system can detect Actual Run-
time Changes, which are (emerging) degradations or improvements in the
achievement of quality requirements. For example, a high peak in energy
consumption can be a potential threat to the system, while the high avail-
ability of more efficient energy sources can be considered as a new opportu-
nity to improve system qualities. From the perspective of the software archi-
tecture, runtime changes can be either anticipated or unanticipated. Soft-
ware systems are typically well equipped for “anticipated” runtime changes
at design time. Therefore, the Trend Recognition Algorithm of the system
can use the Trend Specification of the metrics to detect anticipated runtime
changes.

• Plan: For a detected runtime change, the system must find available Adap-
tation Architectural Tactics. Architectural tactics are design decisions that
impact the response of the system to quality attributes [32]. Adaptation
tactics, in particular, are mechanisms that enable the system to react when
runtime changes arise. As the FORMS reference architecture suggests to
separate the self-adaptation concerns and the system functionality con-
cerns, adaptation tactics are realized as system-specific mechanisms [252].
We identify two types of adaptation tactics, namely “software architecture
reconfiguration” and “infrastructural reconfiguration”.
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Figure 7.1: The runtime domain model indicating the concepts for self-adaptation at runtime.

An Adaptation Optimization Algorithm selects the optimum realization of
the tactics, which results in an Adaptation Plan. The adaptation process is
resource-consuming (e.g. time and energy) itself that must be considered in
the adaptation plan. Therefore, the optimization algorithm selects a tactic
with the minimum adaptation overhead and the maximum improvement on
system qualities.

• Execute: The execution environment of the system, which consists of a
number of devices, adapts based on the Adaptation Plan. If needed the
Trend Specification is updated according to the System Metric Data. As
mentioned before, trend specifications specify the expected behavior of the
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system in the form of the system metric data. However, in the presence of
runtime changes the expectations from the system can change. For instance,
if during the execution, the system is configured to supply its energy from a
more efficient energy source, its expected energy consumption can become
lower, which should be reflected in the trend specifications.

7.2.2 The Design-Time Model

Figure ?? shows the domain model for enabling self-adaptation at design-time. To
realize the functionalities of the MAPE model at runtime, a number of activities
are performed at design time. In the following we show the relevant concepts for
each relevant MAPE functionality:

Figure 7.2: The design-time domain model indicating the concepts for enabling self-adaptation at
design time.
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• Monitor : To define what to monitor in the software system, it is necessary
for software architects first to Identify the Potential Runtime Changes based
on the Quality Requirements. Assessing the potential runtime changes and
the quality requirements will lead to the definition of System Metrics. To
collect the system metric data, the execution environment can either be
instrumented with Meters or can implement mechanisms like Estimation
Models that are algorithms to estimate varying/constant values. The metric
data reported in device specifications are examples of estimation models
with a constant value. Meters can be either physical devices or software
components to measure the metrics. For instance, physical energy meters
are used to measure energy consumption, while the execution time of a
computation task can be measured in a software-based manner.

• Analyze: Output of this functionality is the detection of runtime changes.
To detect any abnormality in the behavior of the software, one first needs
to Specify Trends for system metrics based on the available capacity in the
execution environment. This results in Trend Specifications, which (at run-
time) will be used as input by an implemented Trend Recognition Algorithm.
Trend recognition algorithms range from simple comparison calculations to
complex prediction algorithms. In simple cases, upper/lower threshold val-
ues are defined for the target system metrics and if the system metric data
exceed these values, a runtime change is detected. The cyber-foraging mo-
bile application introduced in [68] can offload its computation tasks to a
nearby surrogate for efficiency purposes. However, if the network delay to
the surrogate and the mobile battery level exceed the assigned limits, the
offloading plan is re-generated. In more complex cases, the response of the
system to quality requirements is predicted using pattern prediction algo-
rithms. The objective is to reduce the chance of occurrence for runtime
changes. For instance, Hawarah et al. use Bayesian networks to predict
user behavior in the energy consumption of smart buildings [113].

• Plan: According to the identified potential runtime changes, system-specific
Adaptation Architectural Tactics must be designed. For instance, in cyber-
foraging mobile applications, the design decisions regarding “computation
offloading to a nearby surrogate” can be realized as an adaptation tactic
in reaction to low battery level in mobile devices. They will be realized as
reconfigurations of the software architecture and/or the infrastructure of the
system. An Adaptation Optimization Algorithm will select the adaptation
tactics at the time of the runtime changes.
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7.3 Case Examples

We illustrate the application of our domain model with the help of two case
examples from real world systems, in two different contexts. We explain how
the examples are designed for enabling self-adaptation for the purpose of energy
efficiency at runtime.

7.3.1 Example 1: Energy Efficient Offloading in Mobile
Cyber-Foraging

Cyber-foraging is a technique to extend computing power of mobile devices [155].
We explain how the model can be applied to the case example and help realizing
self-adaptability.

Figure 7.3: The high-level architecture of the Maui cyber-foraging system

The cyber-foraging mobile application can offload its computation tasks to
external execution environments in order to save energy in the mobile device.
Figure 7.3 shows the high-level architecture of the Maui cyber-foraging system
proposed by Cuervo et al. [68]. Maui Runtime App is the cyber-foraging
mobile application that receives the user computation requests. The app consists
of two main components, the Profiler and the Solver. The Profiler monitors
the status of the mobile resources and the network connection to the Maui
Server. The Solver makes use of the collected data to select the best execution
environment, which in this example is either the Mobile Device itself or the
Maui Server. The objective is to extend the battery life of the mobile device by
delegating the computation to a nearby surrogate, in this case the Maui server.

Figure 7.4 shows the instantiated runtime model for the Maui system. Each
activity is marked with a number to show the order of realization steps:

1. Relevant system metrics, i.e. execution time of the computation tasks (the
difference between the time the app receives the computation request and
the time the computation is completed.), the battery level and the network
connection delay, are continuously monitored. The mobile battery level and
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Figure 7.4: The instantiation of the runtime model for the Maui cyber-foraging system

the network delay are measured with the instrumented physical meters.
Estimation models are implemented to predict the execution time of the
computation tasks when executing locally or remotely.

2. Based on the energy consumption models, a trend recognition algorithm
detects if a (possible) change occurs, which in this example is the faster
mobile battery discharge, i.e. a battery discharge that is faster than the
predicted trend.

3. Implemented partitioning strategies will be assessed for this change.

4. The solver will optimize the strategy by performing a cost-benefit analysis,
which is a comparison between the predicted energy consumption of the mo-
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bile device when offloading the task and when locally executing. The result
of the algorithm is an offloading plan that will be configured accordingly in
either the mobile device or the Maui server.

5. The mobile device and the Maui server will adapt based on the adaptation
plan. If the plan is to offload the computation, a number of architectural
components must be connected, such as the Maui Runtime Controller of
the Maui server and additional software components in the mobile device,
which will transfer the offload-able computation partition to the remote
server.

6. If needed, the energy consumption model will be updated according to new
system metric data.

7.3.2 Example 2: Energy Efficient Data Center Scheduling

We pick the data center example from the work presented by Dong et al. [76].
They present a data center scheduler to assign available resources in the infras-
tructure to the computation tasks.

Figure 7.5: The components of a cloud data center that carries out computation tasks in an energy
efficient way

As Figure 7.5 presents, the Data Center Scheduler receives the requests
from the users. The Data Center Monitor provides the scheduler with some
status data. Then, the scheduler finds an optimum arrangement for utilizing
the Servers and the Network Infrastructure. In this example the objective
is to simultaneously maximize the energy efficiency and the performance of the
data center. We define energy efficiency as the energy consumed to execute the
requested computation tasks.

Figure 7.6 shows the instantiated runtime model for the data center scheduler
presented in [76]. We describe each activity in the order of realization:
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Figure 7.6: The instantiation of the runtime model for the data center scheduler presented in [76]

1. The system metrics are collected from the infrastructure: the total energy
consumption of the data center environment, the utilization rate per device,
and the execution performance of the computation tasks. Physical meters
are instrumented to measure the energy consumption of the infrastructure
and software meters are used to estimate the utilization rate of the infras-
tructure. Estimation models are implemented in the form of software logs
to predict the performance to execute the requested tasks.

2. The anticipated changes for this example are rapid changes to resource
utilization, which are typically caused by spikes in the computation re-
quests. A trend recognition algorithm detects the occurrence of these type
of changes based on the utilization patterns.
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3. Different scheduling strategies are evaluated based on the severity of the
changes.

4. A quality optimization algorithm will optimize a selected scheduling strat-
egy based on utilization patterns. This will result in a schedule plan that
will be configured in the infrastructure.

5. The network devices and servers will adapt based on the new schedule
plan. Some servers and network devices might reduce their utilization rate,
and consequently their energy consumption, by switching to their sleeping
mode.

6. If the new adaptation introduces new patterns of resource utilization, the
utilization patterns will be updated based on newly collected system metric
data.

7.4 Discussion

Self-adaptability is a property that naturally manifests itself at runtime. There-
fore, and not surprisingly, our example cases focus on how systems react to run-
time changes and adapt by re-architecting. It is more challenging to “show” how
the domain model supports architects in designing self-adaptive software in a
more effective manner. To this aim, we discuss our arguments in the following.

We classify the relevant concepts for self-adaptive systems according to their
contribution to the software lifecycle: for example to Identify Potential Runtime
Changes is relevant at design time (drawn in light green in Figure ??) and to
Monitor System Metrics is an action occurring at runtime (drawn in black in
Figure 7.1). This classification helps software architects recognize the link be-
tween “what shall happen” and “what can happen”. Further, with the help of
the concepts from the model that are relevant for both design time and runtime
(drawn in white), the link between software design and system engineering is
both explicit and integrated in the fact that some concepts exist throughout the
full lifecycle.

In addition, to enable seamless adaptation, one first needs to identify po-
tential runtime changes. Identifying all runtime changes at design time is chal-
lenging (if possible at all) as the runtime condition of the software systems is
not completely known before execution. We argue that our domain model helps
better-informed reasoning for the identification of potential runtime changes by
offering the potentially-relevant contextual elements. In doing so, it can increase
the number of identified changes. This resembles the work of Tang & Lau [239]
showing that the reasoning behind the decisions can raise new design issues –
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in our case new potential runtime changes. As the relation between design de-
cisions is emphasized in our domain model, the improvement in the reasoning
can eventually be extended to other decisions, such as selecting suitable adap-
tation mechanisms. For example, to achieve self-adaptation, software systems
must employ the intelligence for an effective adoption of adaptation tactics. This
means available adaptation mechanisms must be selected according to the run-
time changes. An implemented optimization algorithm makes different trade-offs
between quality requirements to minimize the gap between the current behavior
and the expected behavior of the system. In our domain model, the activities re-
alizing the “Plan” MAPE functionality both at runtime and design-time, deliver
this trade-off analysis.

In particular, the improvement in reasoning can eventually improve the clas-
sification of anticipated and unanticipated changes. Software architects choose
which identified potential changes should be anticipated for the system and which
potential changes should remain unanticipated. Tools like “probability and im-
pact matrix” are used to perform a risk assessment of each identified change
[104]. For instance, one could leave changes with a low impact and with a small
probability of occurrence unanticipated. Better-informed design decisions can
link better “Potential Runtime Change” (a design-time concept) and “Actual
Runtime Change” (a runtime concept) that are presented in our model.

7.5 Related Work

A number of survey studies introduce characteristics of existing self-adaptive solu-
tions [58, 71, 214]. Our focus, however, is on self-adaptability at the architectural
level. The essential role of software architecture in self-adaptability is investigated
by Oreizy et al. [188], which outline an architecture-based approach that con-
tains high-level processes to enable self-adaptation. Their approach describes
the two aspects of a self-adaptive system at runtime: evolution management and
adaptation management. In a more recent study, they discuss a number of ar-
chitectural styles that can enable self-adaptation [189]. However, their focus is
on the runtime adaptation by re-configuring software architecture. Their model
does not include design decisions for enabling such reconfigurations in the form
of the MAPE model functionalities.

Andersson et al. propose a classification of modeling dimensions for self-
adaptive systems [19]. The idea is to gather a common vocabulary for engineers
to specify self-? properties of self-adaptive systems. The Rainbow framework [98]
adopts an architecture-based approach with the focus on re-usability. At the same
time, it recognizes a number of mechanisms for specializing the infrastructure
for the sake of applicability. Their focus is on self-adaptation at runtime with
proposing an external architectural layer to monitor and reconfigure the system.
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They do not address the design time activities such as change identification and
the selection of adaptation mechanisms.

Weyns et al. present the FORMS (FOrmal Reference Model for Self-adaptation)
reference model that includes specifications of modeling elements and relation-
ships among them in the design of self-adaptive software systems [252]. They fo-
cus on separation of self-adaptation concerns (meta-level subsystem) and system
functionality concerns (base-level subsystem) at the architectural level. However,
FORMS does not support the trace-ability link between the design specification
and the system’s implementation.

A number of self-adaptation approaches targeting specific domain of wireless
sensor networks (WSNs) exist. For instance, Ruiz et al. propose MANNA, which
is a decentralized policy-based management architecture [209]. Based on policies,
MANNA achieves the desired behavior of the system, while it minimizes the
generated traffic by the management layer. Agilla is a middleware for WSNs
that implements a mobile multi-agent approach to support self-adaptation [97].
Portocarrero et al. introduce a reference architecture for self-adaptive service-
oriented WSNs [197]. These studies place their focus on specific runtime changes
(e.g. undesirable energy level in sensors) and specific adaptation tactics (e.g.
replacing a low energy node). In comparison, in our model, we emphasize the
design-time activities for “change identification”, “system metric identification”,
and “adaptation tactic selection”, which potentially help to make better-informed
design decisions that realize self-adaptability at runtime. We provide the fine-
grained explicit link between the design decisions and the runtime behavior of
the system. We present the design-time concepts and the runtime concepts in
the form of MAPE model functionalities that enable seamless adaptation.

7.6 Conclusion

This chapter presents a domain model for self-adaptive software systems as an
answer to our research question (RQ3.2), namely “Which architectural tactics
can ensure energy efficiency of software systems?”. The design of self-adaptive
software systems is supported by introducing the relevant concepts at design time
and runtime. Software architects can use our model to enable seamless adaptation
that corresponds to the MAPE model functionalities.

To qualitatively illustrate our model, we used two examples from the literature
that enable self-adaptation for the purpose of energy efficiency. We described
how these example systems can benefit from our model to ensure their energy
efficiency. In future work we plan to quantitatively evaluate self-adaptive systems
designed as based on our domain model.

Although seamless adaptation is only evident at runtime, we argue that soft-
ware architects can ensure self-adaptability with the help of our model by employ-
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ing the runtime concepts of the model as elements of their architecture design.
Future work will focus on evaluating in practice the power of our domain model
for effective design decision making.
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8
Conclusion

Software systems cause large amounts of energy consumption in ICT. Energy
efficiency has become an essential quality attribute to minimize the impact of
software on energy resources.

Currently, we realize that software systems are designed somewhat indepen-
dent of the configuration of their underlying execution context. The dynamic
contextual changes at runtime can influence the availability of resources. There-
fore, software systems need to compete with each other over resources. With
resource limitations, achieving higher efficiency of software quality requirements
becomes more challenging. It is not a trivial task to maximize efficiency of soft-
ware qualities simultaneously because of their possible conflicting nature. For
instance, maximizing availability of a system can require duplicating hardware
devices. This, in turn, can negatively influence the energy efficiency of the system.

In this thesis, we focus on self-adaptation architectural tactics for the purpose
of energy efficiency. With self-adaptation tactics, software systems will be alert
to runtime changes and recover from them. Throughout the chapters of the
thesis, we distinguish between architectural and infrastructural solutions. In this
concluding chapter, we answer our research questions with a short list of take-
away messages. At last, we provide a summary of our research plans for future
work.

8.1 Answers to Research Questions

The aim of this thesis is to investigate ways that enable self-adaptability of soft-
ware systems for the purpose of energy efficiency. Our main research question is
formulated in Chapter 1 as:

RQ: How can we improve energy efficiency of software systems by
enabling self-adaptation?
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Chapter 8. Conclusion

To answer this question, we have defined a number of sub-questions that cover
several aspects of our main research question more specifically:

RQ1: What are the emerging approaches in the field of energy-
efficient self-adaptation?

In order to define the relationship between energy efficiency and self-adaptability,
we systematically surveyed the state-of-the-art to answer RQ1. In Chapter 2, we
carried out a systematic literature review to collect existing relevant studies. We
generalized our findings in two types of self-adaptability approaches, namely soft-
ware design approaches (SDA) and system engineering approaches (SEA). Our
findings reveal patterns on adoption of the self-adaptation approaches in different
years, application domains and systems types. The answer to RQ1 is a guide-
line to help solution providers choose the best-fitting self-adaptation approaches
based on specific requirements.

RQ2: How can software-defined infrastructures help increasing en-
ergy efficiency of software?

After identifying the latest updates in the field, we opted to analyze the im-
pact of infrastructure-specific solutions on the energy efficiency of running soft-
ware systems. We specifically focused on software-defined infrastructure, which
can be able to realize self-adaptability approaches. In Chapter 3, we surveyed en-
ergy efficiency solutions adopted for networking components in a systematic way
to answer RQ2.1 namely, What are energy efficient solutions for networking in
the cloud?. Our results are grouped into four types of solutions: devices, network
architectures, routing/switching protocols, and decision frameworks. Among all
the types, decision frameworks have attracted the most attention from the re-
searchers. Decision frameworks have been the most promising regarding energy
savings in the networks. It is because decision frameworks are in fact self-adaptive
software systems that can employ optimization algorithms to utilize the under-
lying infrastructure in a very efficient way. The importance of optimization al-
gorithms leads us to our next sub-question RQ2.2, namely How can optimization
algorithms utilize infrastructure in an energy efficient way? In Chapter 4, we
develop and evaluate an optimization algorithm for software-defined networks.
Our simulation findings show that using different variations of our algorithm, we
can achieve 15% to 45% power savings out of the maximum possible savings.

RQ3: Can we guide architectural tactics to ensure energy efficiency
of software systems?

The previous research questions focused on the impact of adaptation of infras-
tructure on the energy efficiency. We complement our previous results with RQ3,
which targets the impact of software design on energy efficiency. Therefore, we
formulate RQ3.1 as How can we evaluate the effectiveness of the self-adaptation
architectural tactics at different usage contexts? In Chapter 5, we empirically
evaluate cyber-foraging architectural tactics and in Chapter 6, we present a sim-
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ulation framework to enable self-adaptability of mobile applications. In both
chapters we realize that self-adaptive solutions increase energy efficiency while
other quality attributes such as performance is not impacted negatively. Fi-
nally, in Chapter 7, we address RQ3.2, namely Which architectural tactics can
ensure energy efficiency of software systems? We present a domain model for self-
adaptive software systems. The model encompasses both software architecture
and system engineering concepts.

8.2 Lessons Learned

Addressing our main research question has lead us to a number of take away
messages. Software engineers and software architects can benefit from the lessons
listed below, when building energy efficient self-adaptive software systems. As
highlighted in previous chapters, we define the self-adaptability as implementa-
tions of the MAPE functionalities. The MAPE functionalities can ensure and
increase energy efficiency. The following points list the lessons learned regarding
each of these functionalities:

1. (Monitor) Find the right granularity level to measure the metrics at runtime.
Monitoring every measurable variable will add an undeniable overhead on
performance of software systems. It is important to equip the systems
with the minimum number of meters and profilers. Also, in some cases
monitoring some metrics can help get insights on other related metrics.
Identifying and analyzing the metrics at design time helps finding the right
granularity level for monitoring software systems.

2. (Analyze) Tune the observed patterns of resource consumption at runtime.
Self-adaptive software systems reconfigure themselves when runtime con-
textual changes happen. Reconfiguration can result in new patterns of
resource consumption, which should be taken into account when detecting
future contextual changes. Pattern recognition algorithms help identify the
changes to the existing patterns at runtime.

3. (Plan) Optimization algorithms should be optimized, too. Optimization al-
gorithms perform the most effective when they are adjusted based on the
requirements of software systems and the configurations of underlying in-
frastructure. To benefit the most from optimization algorithms, one could
employ some variations of optimization algorithms that can be realized in
the best fitting situations.

4. (Execute) Adaptation plans consume energy themselves. Adaptation pos-
sibilities should be investigated at design time regarding their overhead at
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runtime. In general, a sound approach to enable self-adaptability for soft-
ware systems, is to categorize the functional features into multiple groups
of resource utilization. Therefore, when runtime changes occur, software
systems can switch between these groups that can result in disabling some
features and enabling some others. Switching from one features group to
another can be resource-consuming itself, which should be taken into ac-
count when employing the optimization algorithms.

8.3 The Road Ahead

Our work can be extended in at least three future research directions:

1. Designing and performing empirical experimentation to quantify the impact
of tactics for self-adaptation in different usage contexts. Software systems
of different domains may introduce new challenges and requirements to
realize self-adaptability. This direction will help software architects have
statistical evidence to support their design decisions.

2. Providing variations of optimization algorithms. Optimization algorithms
should be able to adjust themselves according to contextual changes oc-
curring at runtime. We plan to design and develop different optimization
algorithms with differing priorities such as high scalability, low computa-
tion costs, high accuracy, etc. This will provide a catalog of algorithms for
software engineers to pick the best-fitting algorithm for software systems
based on their requirements.

3. Studying the effectiveness of our domain model in case studies. We quantify
the energy efficiency of new software systems that are built according to our
domain model. The results will help software architects sort the elements
of self-adaptability from the most- to the least-influencing with quantified
evidence, and make well-informed design decisions.
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[113] Lamis Hawarah, Stéphane Ploix, and Mireille Jacomino. User behavior
prediction in energy consumption in housing using bayesian networks. In
Artificial Intelligence and Soft Computing, pages 372–379. Springer, 2010.
(Cited on page 146.)

[114] Keqiang He, Yi Wang, Xiaofei Wang, Wei Meng, and Bin Liu. Greenvlan:
An energy-efficient approach for vlan design. In Computing, Networking

170



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 181PDF page: 181PDF page: 181PDF page: 181

Bibliography

and Communications (ICNC), 2012 International Conference on, pages
522–526. IEEE, 2012. (Cited on pages 34, 35, 40, 49, and 56.)

[115] Brandon Heller, Srinivasan Seetharaman, Priya Mahadevan, Yiannis Yiak-
oumis, Puneet Sharma, Sujata Banerjee, and Nick McKeown. Elastictree:
Saving energy in data center networks. In NSDI, volume 10, pages 249–264,
2010. (Cited on pages 24, 34, 35, 40, 51, 56, 57, 66, 67, and 68.)

[116] Seth N Hetu, Vahid Saber Hamishagi, and Li-Shiuan Peh. Similitude:
Interfacing a traffic simulator and network simulator with emulated android
clients. In Vehicular Technology Conference (VTC Fall), 2014 IEEE 80th,
pages 1–7. IEEE, 2014. (Cited on pages 114 and 137.)

[117] Henry Hoffmann. Coadapt: Predictable behavior for accuracy-aware appli-
cations running on power-aware systems. In Real-Time Systems (ECRTS),
2014 26th Euromicro Conference on, pages 223–232. IEEE, 2014. (Cited
on pages 18 and 20.)

[118] Henry Hoffmann, Martina Maggio, Marco D Santambrogio, Alberto Leva,
and Anant Agarwal. Seec: A framework for self-aware computing. 2010.
(Cited on pages 18 and 20.)

[119] Md Farhad Hossain. Traffic-driven energy efficient operational mechanisms
in cellular access networks. 2013. (Cited on pages 18, 19, and 20.)

[120] Yoshihiko Hotta, Mitsuhisa Sato, Hideaki Kimura, Satoshi Matsuoka,
Taisuke Boku, and Daisuke Takahashi. Profile-based optimization of power
performance by using dynamic voltage scaling on a pc cluster. In Parallel
and Distributed Processing Symposium, 2006. IPDPS 2006. 20th Interna-
tional, pages 8–pp. IEEE, 2006. (Cited on page 3.)

[121] Junxian Huang, Feng Qian, Alexandre Gerber, Z Morley Mao, Subhabrata
Sen, and Oliver Spatscheck. A close examination of performance and power
characteristics of 4g lte networks. In Proceedings of the 10th international
conference on Mobile systems, applications, and services, pages 225–238.
ACM, 2012. (Cited on pages 116, 117, and 118.)

[122] Lei Huang, Qin Jia, Xin Wang, Shuang Yang, and Baochun Li. Pcube:
Improving power efficiency in data center networks. In Cloud Computing
(CLOUD), 2011 IEEE International Conference on, pages 65–72. IEEE,
2011. (Cited on pages 34, 35, 40, 51, and 56.)

[123] Mahmoud Hussein, Reda Nouacer, and Ansgar Radermacher. Safe adap-
tation of vehicle software systems. Microprocessors and Microsystems,
52:272–286, 2017. (Cited on pages 18 and 20.)

171



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 182PDF page: 182PDF page: 182PDF page: 182

Bibliography

[124] Syed MAH Jafri, Liang Guang, Ahmed Hemani, Kolin Paul, Juha Plosila,
and Hannu Tenhunen. Energy-aware fault-tolerant network-on-chips for
addressing multiple traffic classes. Microprocessors and Microsystems,
37(8):811–822, 2013. (Cited on pages 18, 19, and 20.)

[125] Philip N Ji, Christoforos Kachris, Ioannis Tomkos, and Ting Wang. En-
ergy efficient data center network based on a flexible bandwidth mimo ofdm
optical interconnect. In Cloud Computing Technology and Science (Cloud-
Com), 2012 IEEE 4th International Conference on, pages 699–704. IEEE,
2012. (Cited on pages 3, 35, 40, 43, 44, 50, 53, 54, 56, and 57.)

[126] Jiming Jiang and Christian Claudel. A high performance, low power com-
putational platform for complex sensing operations in smart cities. Hard-
wareX, 1:22–37, 2017. (Cited on pages 18 and 20.)

[127] Hao Jin, Tosmate Cheocherngngarn, Dmita Levy, Alex Smith, Deng Pan,
Jason Liu, and Niki Pissinou. Joint host-network optimization for energy-
efficient data center networking. In Parallel & Distributed Processing
(IPDPS), 2013 IEEE 27th International Symposium on, pages 623–634.
IEEE, 2013. (Cited on pages 34, 40, 51, 56, 57, 66, and 67.)

[128] Christoforos Kachris and Ioannis Tomkos. Power consumption evaluation
of hybrid wdm pon networks for data centers. In Networks and Optical
Communications (NOC), 2011 16th European Conference on, pages 118–
121. IEEE, 2011. (Cited on pages 3, 35, 40, 44, 50, 52, and 56.)

[129] Christoforos Kachris and Ioannis Tomkos. Power consumption evaluation of
all-optical data center networks. Cluster Computing, 16(3):611–623, 2013.
(Cited on pages 35, 40, 43, 53, and 56.)

[130] Burak Kantarci, Luca Foschini, Antonio Corradi, and Hussein T Mouf-
tah. Inter-and-intra data center vm-placement for energy-efficient large-
scale cloud systems. In Globecom Workshops (GC Wkshps), 2012 IEEE,
pages 708–713. IEEE, 2012. (Cited on pages 34, 40, 56, 66, and 67.)

[131] Burak Kantarci, Luca Foschini, Antonio Corradi, and Hussein T Mouftah.
Design of energy-efficient cloud systems via network and resource virtual-
ization. International Journal of Network Management, 2013. (Cited on
pages 35, 40, 43, 56, and 66.)

[132] Burak Kantarci and Hussein T Mouftah. Optimal reconfiguration of the
cloud network for maximum energy savings. In Proceedings of the 2012
12th IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing (ccgrid 2012), pages 835–840. IEEE Computer Society, 2012.
(Cited on pages 35, 40, 43, and 56.)

172



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 183PDF page: 183PDF page: 183PDF page: 183

Bibliography

[133] Micha l P Karpowicz, Piotr Arabas, and Ewa Niewiadomska-Szynkiewicz.
Design and implementation of energy-aware application-specific cpu fre-
quency governors for the heterogeneous distributed computing systems. Fu-
ture Generation Computer Systems, 2016. (Cited on pages 18, 19, and 20.)

[134] Ramesh Karri and Piyush Mishra. Modeling energy efficient secure wireless
networks using network simulation. In Communications, 2003. ICC’03.
IEEE International Conference on, volume 1, pages 61–65. IEEE, 2003.
(Cited on pages 114 and 136.)

[135] Osama Khader. Autonomous framework for supporting energy efficiency
and communication reliability for periodic data flows in wireless sensor
networks. 2014. (Cited on pages 18, 19, and 20.)

[136] Osama Khader, Andreas Willig, and Adam Wolisz. Self-learning and self-
adaptive framework for supporting high reliability and low energy expen-
diture in wsns. Telecommunication Systems, 61(4):717–731, 2016. (Cited
on pages 18 and 20.)

[137] Samee Ullah Khan and Albert Y Zomaya. Handbook on Data Centers.
Springer, 2015. (Cited on page 76.)

[138] Hyunwoo Kim, Euijong Lee, and Doo-kwon Baik. Self-adaptive software
simulation: A lighting control system for multiple devices. In Asian Sim-
ulation Conference, pages 380–391. Springer, 2017. (Cited on pages 18
and 20.)

[139] Sungchan Kim and Hoeseok Yang. An energy-aware runtime management
of multi-core sensory swarms. Sensors, 17(9):1955, 2017. (Cited on pages 18
and 20.)

[140] Ken-ichi Kitayama, Soumitra Debnath, Yuki Yoshida, Ryo Takahashi,
and Atsushi Hiramatsu. Energy-efficient, high-performance optoelectronic
packet switching for intra-data center network. In Transparent Optical Net-
works (ICTON), 2013 15th International Conference on, pages 1–4. IEEE,
2013. (Cited on pages 35, 40, 43, 49, 53, and 56.)

[141] Barbara Kitchenham, O Pearl Brereton, David Budgen, Mark Turner, John
Bailey, and Stephen Linkman. Systematic literature reviews in software
engineering–a systematic literature review. Information and software tech-
nology, 51(1):7–15, 2009. (Cited on pages 6, 10, 24, and 26.)

[142] Dzmitry Kliazovich, Pascal Bouvry, and Samee Ullah Khan. Dens: data
center energy-efficient network-aware scheduling. In Green Computing and
Communications (GreenCom), 2010 IEEE/ACM Int’l Conference on &

173



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 184PDF page: 184PDF page: 184PDF page: 184

Bibliography

Int’l Conference on Cyber, Physical and Social Computing (CPSCom),
pages 69–75. IEEE, 2010. (Cited on page 23.)

[143] Gerald Kristen. Object-Orientation: The Kiss Method: From Information
Architecture to Information System. Addison-Wesley Longman Publishing
Co., Inc., 1994. (Cited on pages 6 and 142.)

[144] Mads Daro Kristensen and Niels Olof Bouvin. Developing cyber forag-
ing applications for portable devices. In Portable Information Devices,
2008 and the 2008 7th IEEE Conference on Polymers and Adhesives in
Microelectronics and Photonics. PORTABLE-POLYTRONIC 2008. 2nd
IEEE International Interdisciplinary Conference on, pages 1–6. IEEE,
2008. (Cited on page 110.)

[145] Philippe Kruchten, Patricia Lago, and Hans van Vliet. Building up and
reasoning about architectural knowledge. In Christine Hofmeister, Ivica
Crnkovic, and Ralf Reussner, editors, Quality of Software Architectures,
volume 4214 of Lecture Notes in Computer Science, pages 43–58. Springer
Berlin Heidelberg, 2006. (Cited on page 85.)

[146] Christian Krupitzer, Felix Maximilian Roth, Sebastian VanSyckel, Gregor
Schiele, and Christian Becker. A survey on engineering approaches for
self-adaptive systems. Pervasive and Mobile Computing, 17:184–206, 2015.
(Cited on pages 10 and 21.)

[147] Aruzhan Kulseitova and Ang Tan Fong. A survey of energy-efficient tech-
niques in cloud data centers. pages 1–5, June 2013. (Cited on page 25.)

[148] Shin-ichi Kuribayashi. Reducing total power consumption method in cloud
computing environments. International Journal of Computer Networks &
Communications, 4(2), 2012. (Cited on pages 34, 40, and 56.)

[149] Hyun Jung La and Soo Dong Kim. A taxonomy of offloading in mobile cloud
computing. In Service-Oriented Computing and Applications (SOCA), 2014
IEEE 7th International Conference on, pages 147–153. IEEE, 2014. (Cited
on page 111.)

[150] Patricia Lago and Paris Avgeriou. First workshop on sharing and reusing
architectural knowledge. SIGSOFT Software Engineering Notes, 31(5):32–
36, September 2006. (Cited on page 85.)

[151] Hyo-Cheol Lee and Seok-Won Lee. Towards knowledge-intensive software
engineering framework for self-adaptive software. In SEKE, pages 30–35,
2015. (Cited on pages 18 and 20.)

174



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 185PDF page: 185PDF page: 185PDF page: 185

Bibliography

[152] Aris Leivadeas, Chrysa Papagianni, and Symeon Papavassiliou. Energy
aware networked cloud mapping. In Network Computing and Applica-
tions (NCA), 2013 12th IEEE International Symposium on, pages 195–202.
IEEE, 2013. (Cited on pages 34, 40, 56, and 66.)

[153] Adam Lella and Andrew Lipsman. The 2017 u.s. mobile app
report, 2017. [Online; accessed 26-Feb-2019]. URL: https:

//www.comscore.com/Insights/Presentations-and-Whitepapers/

2017/The-2017-US-Mobile-App-Report?cs_edgescape_cc=NL. (Cited
on page 123.)

[154] Grace Lewis and Patricia Lago. Architectural tactics for cyber-foraging:
Results of a systematic literature review. Journal of Systems and Software,
107:158–186, 2015. (Cited on pages 85, 86, and 87.)

[155] Grace Lewis and Patricia Lago. Architectural tactics for cyber-foraging:
Results of a systematic literature review. Journal of Systems and Software,
107:158–186, 2015. (Cited on page 147.)

[156] Grace Lewis, Patricia Lago, and Giuseppe Procaccianti. Architecture
strategies for cyber-foraging: Preliminary results from a systematic lit-
erature review. In Paris Avgeriou and Uwe Zdun, editors, Proceedings of
the 8th European Conference on Software Architecture (ECSA 2014), vol-
ume 8627 of Lecture Notes in Computer Science, pages 154–169. Springer
International Publishing, 2014. (Cited on pages 84 and 86.)

[157] Grace A Lewis. Software architecture strategies for cyber-foraging systems.
2016. (Cited on page 86.)

[158] Grace A. Lewis and Patricia Lago. A catalog of architectural tactics for
cyber-foraging. In Proceedings of the 11th International ACM SIGSOFT
Conference on Quality of Software Architectures, QoSA ’15, pages 53–62,
New York, NY, USA, 2015. ACM. (Cited on page 86.)

[159] Grace A. Lewis and Patricia Lago. Characterization of cyber-foraging usage
contexts. In Danny Weyns, Raffaela Mirandola, and Ivica Crnkovic, edi-
tors, Software Architecture, volume 9278 of LNCS, pages 195–211. Springer
International Publishing, 2015. (Cited on pages 97 and 108.)

[160] Grace A. Lewis, Patricia Lago, and Paris Avgeriou. A decision model for
cyber-foraging systems. In Proceedings of the 13th Working IEEE/IFIP
Conference on Software Architecture (WICSA 2016), pages 51–60. IEEE,
2016. (Cited on pages 84, 87, 91, and 111.)

175



529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam529467-L-bw-Moghaddam
Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019Processed on: 14-3-2019 PDF page: 186PDF page: 186PDF page: 186PDF page: 186

Bibliography

[161] Ding Li, Yingjun Lyu, Jiaping Gui, and William GJ Halfond. Automated
energy optimization of http requests for mobile applications. In Software
Engineering (ICSE), 2016 IEEE/ACM 38th International Conference on,
pages 249–260. IEEE, 2016. (Cited on page 114.)

[162] Zheng Ling, Zhang Bin, and Wang Jiye. Application of the snowflake struc-
ture in the network structure of electric power enterprise data center. In
Computational and Information Sciences (ICCIS), 2012 Fourth Interna-
tional Conference on, pages 900–903. IEEE, 2012. (Cited on page 51.)

[163] Marin Litoiu, Mary Shaw, Gabriel Tamura, Norha M Villegas, Hausi A
Müller, Holger Giese, Romain Rouvoy, and Eric Rutten. What can control
theory teach us about assurances in self-adaptive software systems? In
Software Engineering for Self-Adaptive Systems III. Assurances, pages 90–
134. Springer, 2017. (Cited on pages 18 and 20.)

[164] Jie Liu, Feng Zhao, Xue Liu, and Wenbo He. Challenges towards elastic
power management in internet data centers. In Distributed Computing
Systems Workshops, 2009. ICDCS Workshops’ 09. 29th IEEE International
Conference on, pages 65–72. IEEE, 2009. (Cited on page 65.)

[165] Jieyao Liu, Ejaz Ahmed, Muhammad Shiraz, Abdullah Gani, Rajkumar
Buyya, and Ahsan Qureshi. Application partitioning algorithms in mo-
bile cloud computing: Taxonomy, review and future directions. Journal of
Network and Computer Applications, 48:99–117, 2015. (Cited on page 111.)

[166] Ruoyan Liu, Huaxi Gu, Xiaoshan Yu, and Xiumei Nian. Distributed flow
scheduling in energy-aware data center networks. Communications Letters,
IEEE, 17(4):801–804, 2013. (Cited on pages 34, 35, 40, 51, 56, and 67.)
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Summary

The ICT sector consumes a large portion of the total energy supply in the world.
The increasing number of ICT users, services, and infrastructures also suggests
that the energy consumption of the ICT sector will grow even more significantly
in the coming years. As a matter of fact, software defines how ICT infrastructure
should be utilized. Inefficiencies in software propagate easily throughout the
entire system. Therefore, software should be the main focus of energy efficiency
solutions in the ICT sector. Ideally, software systems should be alert to their
own energy consumption during the execution, and if the resources availability
changes, they must adapt themselves to the new situation.

In this dissertation, we explore the relationship between energy efficiency
and self-adaptability of software systems. We distinguish between architectural
solutions and infrastructural solutions. As for the former, we use software ar-
chitecture as the main instrument to carry over energy-related design decisions.
As for the latter, we evaluate the effectiveness of optimization algorithms and
software-defined infrastructures. Lastly, we introduce a domain model for self-
adaptive software systems. The model includes both architectural and infrastruc-
tural concepts, which provides the reader with a clearer image of all ingredients
to enable self-adaptability.
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Samenvatting

De ICT-sector verbruikt een groot deel van de totale energievoorziening in de
wereld. Het toenemende aantal ICT-gebruikers, -diensten en -infrastructuren
suggereert ook dat het energieverbruik van de ICT-sector de komende jaren nog
sterker zal stijgen. Software definieert feitelijk hoe ICT-infrastructuur moet wor-
den gebruikt. Inefficinties in software verspreiden zich gemakkelijk door het hele
systeem. Daarom moet software de belangrijkste focus zijn van oplossingen voor
energie-efficintie in de ICT-sector. Idealiter moeten softwaresystemen alert zijn
op hun eigen energieverbruik tijdens de uitvoering, en als de beschikbaarheid van
hulpbronnen verandert, moeten ze zich aanpassen aan de nieuwe situatie.

In dit proefschrift onderzoeken we de relatie tussen energie-efficintie en zelfaan-
passing van softwaresystemen. We onderscheiden architecturale oplossingen en
infrastructurele oplossingen. Wat de eerste betreft, gebruiken we software- archi-
tectuur als het belangrijkste instrument om ontwerpbeslissingen met betrekking
tot energie over te nemen. Wat dit laatste betreft, evalueren we de effectiviteit van
optimalisatie-algoritmen en softwaregedefinieerde infrastructuren. Ten slotte in-
troduceren we een domeinmodel voor zelf-adaptieve softwaresystemen. Het model
bevat zowel architecturale als infrastructurele concepten, waardoor de lezer een
duidelijker beeld krijgt van alle ingredinten om zichzelf aan te passen.
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Appendix A

The domain model for self-adaptive software systems
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