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A B S T R A C T

Our perceptual systems continuously process sensory inputs from different modalities and organize these streams
of information such that our subjective representation of the outside world is a unified experience. By doing so,
they also enable further cognitive processing and behavioral action. While cortical multisensory processing has
been extensively investigated in terms of psychophysics and mesoscale neural correlates, an in depth under-
standing of the underlying circuit-level mechanisms is lacking. Previous studies on circuit-level mechanisms of
multisensory processing have predominantly focused on cue integration, i.e. the mechanism by which sensory
features from different modalities are combined to yield more reliable stimulus estimates than those obtained by
using single sensory modalities. In this review, we expand the framework on the circuit-level mechanisms of
cortical multisensory processing by highlighting that multisensory processing is a family of functions – rather
than a single operation – which involves not only the integration but also the segregation of modalities. In
addition, multisensory processing not only depends on stimulus features, but also on cognitive resources, such as
attention and memory, as well as behavioral context, to determine the behavioral outcome. We focus on rodent
models as a powerful instrument to study the circuit-level bases of multisensory processes, because they enable
combining cell-type-specific recording and interventional techniques with complex behavioral paradigms. We
conclude that distinct multisensory processes share overlapping anatomical substrates, are implemented by
diverse neuronal micro-circuitries that operate in parallel, and are flexibly recruited based on factors such as
stimulus features and behavioral constraints.

1. Introduction

Throughout our lives, we are continuously exposed to a wealth of
sensory information of various modalities, such as vision, audition and
touch. Information coming from these different sensory modalities is
processed by our brains to generate a subjective representation of the
outside world that is a unified percept, and the development of this
representation also involves cognitive processes such as learning, de-
cision making and selective attention to operate across the multiple
sensory modalities. Multisensory processing (MP) has been extensively
investigated for over a century, primarily via studies on human subjects
(Todd, 1912; Raab, 1962; Diederich and Colonius, 2004; Spence, 2011).

Hence, the neuronal basis of MP has been mostly mapped at the me-
soscopic level with techniques such as EEG and fMRI (Calvert and
Thesen, 2004; Murray et al., 2016a). Therefore, our understanding of
the circuit-level mechanisms underlying MP is still limited. The devel-
opment of methods to record and manipulate the activity of neuronal
circuits with cell-type specificity in vivo makes it now possible to
overcome this. Rodents are particularly suitable to investigate MP at the
micro-scale, because an array of behavioral tasks has recently been
developed that may be combined with neurophysiological recordings at
cellular resolution (Carandini and Churchland, 2013; Raposo et al.,
2014; Lee et al., 2016; Song et al., 2017; Meijer et al., 2018; Nikbakht
et al., 2018). Our goal is to review the current advancements on the
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cortical, neuron-level mechanisms of MP and propose the systems
neuroscience approach, with rodents as the prime model, to investigate
how the neocortex combines sensory stimuli of different modalities.

At the neuronal level, MP has primarily been investigated in terms
of cue integration. This is a mechanism by which the integration of ex-
ternal cross-modal cues can provide a more reliable estimate of an
object or event as compared to modality-specific (stand-alone) cues,
leading to behavioral benefits such as responding faster and more ac-
curately in a given situation (Gielen et al., 1983; Gingras et al., 2009).
For instance, when we simultaneously see a car moving and hear the
looming sound of an engine, we can rapidly integrate these streams of
information and attribute them to the same event, i.e. an approaching
car. It has to be kept in mind, however, that cue integration can be
expressed in different forms, such as the detection versus discrimination
of stimuli from different modalities. In addition, cue integration is only
one of the many types of MP. For instance, MP includes also sensory
selection, a form of attention in which processing of one sensory
modality is prioritized at the expense of others (Lakatos et al., 2008;
Schroeder and Lakatos, 2009; Wimmer et al., 2015; Ahrens et al.,
2015), but also processes such as object recognition impinging on
multiple sensory modalities. Moreover, MP includes not only integra-
tion of cross-modal stimuli, but also segregation, for instance to account
for the qualitatively varied nature of conscious experience (2009;
Pennartz, 2015) - Box 3. Thus, not all multisensory processes can be
modeled in terms of simple integration of external sensory features.

The neural mechanisms of multisensory cue integration have his-
torically been investigated in the model system of the cat superior
colliculus (SC) (Wallace et al., 1993;Stein and Stanford, 2008; Stein
et al., 2009a), a phylogenetically ancient component of the vertebrate
midbrain that plays a key role in directing eye movements and other
orientation responses towards a target stimulus (Bell et al., 2005). The
multisensory coding principles derived from research on cue integra-
tion in the cat SC inspired the search for neuronal principles of MP in
cortical areas. Single unit responses specific to cross-modal stimulus
combinations were first observed in cortical association areas, where
projections from sensory cortices converge across several mammalian
species including rodents (Wallace et al., 2004), carnivores (Jiang et al.,
2001, 2002; Stein and Stanford, 2008) and non-human primates (Bruce
et al., 1981; Beauchamp, 2005; Ghazanfar and Schroeder, 2006; Cappe
et al., 2009). These findings were extended by other studies indicating
that multisensory responses occur even in primary sensory cortices
(Bizley et al., 2007; Kayser and Logothetis, 2007; Lakatos et al., 2008;
Kayser et al., 2008; Ghazanfar and Lemus, 2010; Lemus et al., 2010;
Iurilli et al., 2012; Ibrahim et al., 2016). Altogether, this prompted
some authors to ask whether the whole neocortex should be considered
multisensory (Ghazanfar and Schroeder, 2006).

Provocative as this question is, because it challenges the traditional
view of cortical anatomical parcellation and segregation of functions, in
essence it invites to embrace a view on the functional implications of
multisensory processing and its neuronal substrates that is broader than
just cue integration (see Fig. 1 and Box 1). This view is implicit to the
definition of multisensory or cross-modal integration as any process in
which information across sensory modalities is combined to make a
perceptual inference (Bizley et al., 2016). This definition encompasses
functions which both precede and incorporate cue integration and other
forms of MP, such as sensory selection. Altogether, multisensory pro-
cesses are crucial components of higher order cognitive processes in-
cluding memory, decision making and consciousness (Raposo et al.,
2012; Pennartz, 2015; Jacklin et al., 2016; Licata et al., 2017). At the
same time, these cognitive processes feed back into MP (Fig. 1). Here
we will refer to the larger family of multisensory processes as MP.

The detection and discrimination of stimulus features may be con-
sidered to be largely stimulus driven, bottom-up processes which are
mediated by feedforward projections from sensory to association areas,
and by lateral connectivity between sensory areas. In contrast, sensory
selection was shown to depend on top-down modulation originating in

the medial prefrontal cortex and impinging on primary sensory cortices
via the reticular thalamic formation (Birrell and Brown, 2000; Wimmer
et al., 2015; Ahrens et al., 2015). In this review we will expand the
framework on cortical MP at the neuronal level beyond cue integration,
by addressing the question of how multisensory contributions to cog-
nitive functions expressed in the subject’s behavior are supported by
basic neuronal, local-circuit and population mechanisms. Compared to
the SC, the neuronal architecture and dynamics at the local level as well
as the inter-area connectivity are much more elaborate in the cortex
(Cappe et al., 2009). This requires additional arrangements of multi-
sensory processing mechanisms within and between brain areas. Im-
portantly, rodents are an exceptionally suited experimental model to

Fig. 1. Multisensory processing is determined by the features of sensory stimuli
and relevant cognitive resources. Multisensory processing results in either the
integration of stimulus features, attributing them to the same object or event, or
the segregation of these features leading to distinct representations associated
with multiple objects (yellow module). The outcome of multisensory processes
such as detection, discrimination, recognition and selection is first determined
by the neural representations of the available stimulus features transmitted in a
bottom-up fashion by the sensory systems (green modules; Mod= sensory
modality). For example, a salient object that is detected in the surroundings of
an individual will attract attention via bottom-up mechanisms. The second
factor that determines the outcome of multisensory processing comprise the
(higher-order) cognitive and motivational (value-related) functions (red
module), which can recruit resources in a top-down fashion in order to deal
with specific situational constraints that arise as the animal interacts with its
environment. For example, representations of an object consisting of relation-
ships between features of different sensory modalities acquired through ex-
perience may aid recognition of an object or location. Perception of an object is
considered to be the result of the whole processing cascade illustrated in this
scheme.
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investigate the nature of these processes. We pursue our main aim by
considering a scheme in which the outcome of multisensory processing
is dependent on both physical stimulus properties (low level factors),
cognitive resources and situational demands (high level factors) - Fig. 1
(Talsma et al., 2010; Pennartz, 2015; De Meo et al., 2015; Murray et al.,
2016b; ten Oever et al., 2016). While similar schemes were previously
discussed mostly in terms of cognitive processes or mesoscopic brain
dynamics – see e.g. (Talsma et al., 2010; ten Oever et al., 2016) – we
will primarily focus on the mechanistic implementation of MP at the
level of neuronal circuits. Therefore, we review studies using neuro-
physiological techniques with single cell resolution predominantly
using rodent subjects. We will refer to studies with cats and non-human
primates if no rodent data are available in the literature, or if results
have been seminal to the field. However, we do provide links to MP
research with human subjects to discuss how animal research can in-
form studies on corresponding processes in the human brain. Most of
the research discussed here pertains to visual, auditory and somato-
sensory processing, but also other sensory modalities, such as odor and
taste, have been shown to interact with each other in the cortex (Maier
et al., 2015; Vincis and Fontanini, 2016).

In the next section we discuss how integration versus segregation of
multisensory information is expressed in the behavior of animals. Then,

we investigate the neuronal responses and mechanisms at the single
neuron, local circuit and population levels associated with various low-
and high-level factors that are fundamental to shaping the various be-
haviors that impinge on MP.

2. The behavioral relevance of multisensory processing

The availability of validated behavioral tasks probing multisensory
processes is essential for gaining understanding of the neuronal me-
chanisms associated with various forms of MP. In the scheme shown in
Fig. 1, the yellow module represents the outcome of MP: information
conveyed by different sensory organs can be integrated and treated as a
unified representation or separated into two or more distinct re-
presentations. Multisensory processes such as stimulus detection, dis-
crimination and selection, which lead to inferences based on sensory
information, operate in this module; i.e., the resulting representations
are based on the outcome of the integration/segregation process. Ulti-
mately, these representations are then flexibly used within the context
of higher order functions such as decision making and memory for-
mation. In this section we discuss the recent advancements in the de-
velopment of behavioral tasks for animals which directly test factors
that determine the outcome of multisensory operations.

Box 1
To integrate or to segregate? A hierarchical Bayesian inference approach.

When crossing an intersection, you are tasked with judging the location of approaching cars in order to determine when it is safe to cross
the street. Your perceptual systems receive a myriad of sensory inputs from several senses which should be correctly assigned to distinct
external stimuli. For example, you might receive the visual input of an approaching car and also hear the sound of a horn. When these two
sensory inputs originate from the same physical entity in the outside world, the brain must integrate these two inputs into a combined
percept. However, in case these two sensory stimuli originate from different entities, the brain should not combine the information from
these sensory domains. In this example, the decision whether to integrate can be of vital importance because if the sound of the horn
actually originates from another car which is coming from the other side of the road this could result in a dangerous accident.

In the situation in which the two sensory inputs originate from the same external entity (i.e. the car that you see also honks; S in Fig. Box
1), the way by which these inputs can be integrated into a combined estimate can be described by Bayesian optimal cue integration (Ernst
and Bülthoff, 2004). The collection of estimates of the sensory systems -about the location of the car are typically described as a normal
distribution in location space (Fig. Box 1). The visual estimate is depicted here as a blue Gaussian/bell-shaped curve and the auditory
estimate in red, and the reliability of the estimates is reflected by the inverse of the standard deviation of the distributions. The theory of
Bayesian optimal cue integration states that the statistically optimal combination of estimates from individual sensory systems, i.e. the
Maximum-Likelihood Estimate (MLE), is equal to the sum of these estimates, each weighted according to the reliability of the corre-
sponding sensory system. The resulting optimal combined estimate -about the location of the stimulus (purple line in Fig. Box 1) is more
reliable compared to both unisensory estimates, as is reflected in a lower standard deviation of the normal distribution. According to the
MLE rule, the reliability of the combined multisensory estimate is the sum of each unisensory reliability and is therefore by definition more
reliable. Theoretical and experimental work has shown that this framework is applicable both at the psychophysical (Ernst and Banks,
2002) and neuronal level (Ma et al., 2006; Fetsch et al., 2012).

Now consider the situation in which the two sensory inputs originate from two different external entities (SV and SA in Fig. Box 1); i.e.,
the honking originates from a different car which was approaching from the other side of the road, outside of your field of view. Both this
and the previous scenario present the nervous system with a two-stage problem. First, it must determine whether the sensory signals
originated from the same object and subsequently it must perform either integration or segregation of the visual and auditory signal. This
problem can be formalized as a hierarchical Bayesian inference problem (Shams and Beierholm, 2010) in which there are two possible
schemes: the signals originate from a common source (C=1) or from different sources (C= 2). In the case of assumed unity, the combined
estimate Ŝ is determined as described above whereas in the case of multiple objects the two unisensory estimates are not combined and give
rise to two independent estimates of the location of two objects (ŜV & ŜA).

Whether to integrate or segregate can be determined by computing the probability of either scenario (single or dual sources). The
probability that two sensory signals (XV & XA) originate from the same source (S) depends on the similarity between the two signals, for
example, when the visual and auditory system both give a similar estimate of the location of the stimulus it is likely that these signals
originated from the same object. In case of ambiguity, resampling of the sensory inputs – aided by eye, ear or head movements, is desirable.
Moreover, the timing of the two sensory signals can determine the likelihood that they should be fused: for example, stimuli that are
separated in time by more than 80ms are likely to be segregated (Meredith et al., 1987). Furthermore, the probability of a single or of
multiple causes is dependent on the prior expectation that the observed signals originated from the same object (e.g. the sound of a train
has a lower a priori likelihood to originate from a car). All these factors contribute to the evidence favoring either a single source (evidence
C= 1>C=2) or dual sources (evidence C=1<C=2). A possible neural substrate which serves this function can be found in the
posterior parietal cortex, where the mismatch between information originating from the visual and auditory domain is computed through
feed-forward inhibition originating from the respective primary sensory cortices (Song et al., 2017).
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The first class of behavioral tasks investigates MP that is primarily
stimulus driven, i.e. directed by external stimuli and therefore involving
mostly bottom-up processing (Fig. 1, bottom half). These tasks are
mainly accounted for by different forms of cue integration. In stimulus
detection, the availability of multisensory processing may reduce the
uncertainty about the presence or identity of an external object. Indeed,
stimulus detection has been shown to improve when rodents use stimuli
from more than one sensory modality, resulting in lower detection
thresholds (Fig. 2a) and shorter reaction times (Hirokawa et al., 2008;
Cappe et al., 2010; Gleiss and Kayser, 2012; Hollensteiner et al., 2015;
Siemann et al., 2015; Meijer et al., 2018), especially when stimulus
amplitudes in both modalities are around the threshold for detection
(Meijer et al., 2018). This mechanism is ecologically relevant, for ex-
ample both predators and animals of prey, such as rodents, employ
stimulus detection to spot their opponent (Stein and Stanford, 2008).
The mechanisms of stimulus detection have also been extensively
characterized in humans – see for instance (Raab, 1962; Todd, 1912;
Diederich and Colonius, 2004).

It should be noted, however, that most cue integration paradigms
contrast the behavior in relation to composite sensory stimuli to be-
havioral responses to the modality-specific stimulus constituents. This
procedure entails a higher combined stimulus saliency (here intended
as a compound term to indicate stimulus intensity: volume, luminosity,
contrast, etc.) in the cross-modal compared to the unimodal condition,
which may explain the changes in detection threshold and reaction
time. A study by Gingras et al. (2009), however, showed that the

increase in accuracy with which cats responded to composite stimuli
compared to modality-specific stimuli was much larger for audio-visual
stimuli than for within modality (visual-visual or auditory-auditory)
combined stimuli. These results indicate that multisensory cue in-
tegration increases the behavioral performance to an extent that cannot
be fully explained by stimulus saliency or redundancy. A possible ex-
planation is that sensory noise is largely non-overlapping between
different sensory organs whereas it is mostly shared within a specific
sensory modality. Therefore, combining sensory information over
multiple sensory domains results in a higher behavioral improvement
compared to sensory integration of stimuli within a single sensory do-
main.

Furthermore, the chance of detecting a composite stimulus com-
pared to its modality-specific constituents increases automatically
without the need for integration (Miller, 1982, 1986; Colonius and
Diederich, 2004; Diederich and Colonius, 2008), even without con-
sidering increases in overall saliency. This may occur simply as a con-
sequence of the fact that stimuli from different modalities can be de-
tected independently – yet simultaneously – by the corresponding
sensory systems. We recently investigated whether the multisensory
gain we observed in an audio-visual stimulus detection task with mice
was indeed dependent on cue integration (Meijer et al., 2018) by as-
sessing how well models of cue-combination based on signal detection
theory fitted to our behavioral data (Jones, 2016) – Fig. 2a. We showed
that models -involving cue integration according to – (non-) linear
combinations of visual and auditory inputs fitted significantly better to
the average behavioral performance of all mice as well as to the per-
formance of the majority of individual mice than the model assuming
independent processing of stimuli. For the other mice, all models fitted
the behavioral data equally well. These results indicate that the mul-
tisensory gain was more likely to be achieved by the integration of
stimuli than by stimulus redundancy or competition.

Another bottom-up, cue integration-based process is stimulus dis-
crimination (Fig. 2b). Discriminating between two or more stimuli (or
the specific properties of a stimulus, such as its direction of motion) has
been shown to be more accurate when the configurations impinge on
more than one sensory system (Ernst and Bülthoff, 2004; Lippert et al.,
2007; Nikbakht et al., 2018). In a series of studies, the laboratory of
Angelaki and DeAngelis showed that monkeys judge their heading di-
rection more accurately based upon combined visual and vestibular
cues as compared to only one of the two constituents (Fetsch et al.,
2009, 2012; Dokka et al., 2015). Similarly, rats were shown to judge
more reliably whether a train of short stimuli had a high or low rate
when the stimulus train consisted of audio-visual stimuli rather than
only visual or auditory stimuli (Raposo et al., 2012; Sheppard et al.,
2013; Brunton et al., 2013) – Fig. 2b. In both cases, the increase in
discriminability between multi- and unisensory stimuli closely ap-
proximated the prediction made by Bayesian optimal cue integration
(Pouget et al., 2002; Knill and Pouget, 2004; Ma et al., 2006; Meyniel
et al., 2015). The Bayesian framework provides a prediction as to how
to optimally combine two sources of sensory information, which may
differ in terms of reliability, in order to predict whether a stimulus
feature is present (detection) or how it should be categorized (dis-
crimination). Humans (Ernst and Banks, 2002), non-human primates
(Fetsch et al., 2012), ferrets (Hollensteiner et al., 2015) and rats
(Raposo et al., 2012; Sheppard et al., 2013) were all shown to integrate
cues in a way that results in a near-optimal combination of cue relia-
bility. Moreover, the Bayesian framework has also been proposed as a
computational mechanism via which the brain can decide whether two
stimuli should be segregated or integrated (see Box 1 for further de-
tails). Thus, the Bayesian framework has the potential to provide a
mechanistic explanation of cortical MP, and not just multisensory cue
integration. However, recent studies showed that rodents are also able
to integrate sensory stimuli in a supra-linear, better than Bayes-optimal
fashion (Nikbakht et al., 2018). This suggests that, besides mechanisms
in line with Bayesian integration, the sampling of cross-modal stimuli is

Fig. Box 1. A hierarchical Bayesian inference framework to determine whether
to integrate or to segregate. Whether a visual sensory signal (XV; purple) and an
auditory sensory signal (XA; yellow) originate from the same source (S) or from
two independent sources (SV & SA; blue) can be determined by Bayesian in-
ference. The evidence favoring unity of the two signals (C=1) is compared to
the evidence in favor of two separate sources (C=2) by a hidden variable C.
This evidence is dependent on temporal, spatial and contextual congruency
between the two signals. In the former case, localizing a single object in space
based on information from multiple modalities can be described by the
Bayesian optimal cue integration framework (Ernst and Banks, 2002). A visual
(blue curve) and an auditory source (red) both provide information -about the
location of a single object (left panel). According to the maximum likelihood
estimate rule, the optimal combination (Ŝ) of these two sources of information
is a sum of both estimates which is weighted by their respective reliabilities. In
the latter scenario (right panel), the visual and auditory signal both originate
from a different source (SV & SA respectively) in which case they should be
segregated instead of integrated resulting in separate visual (ŜV) and auditory
(ŜA) estimates.
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Fig. 2. Behavioral paradigms probing multi-
sensory processes. a) Left Stimulus detection
paradigm in which head-fixed mice were re-
quired to make a licking response in relation to
visual moving gratings (V), auditory stimuli
(A) of different contrasts and amplitudes, re-
spectively, presented alone or in concert (AV).
Right Mice more accurately responded to the
audiovisual stimuli compared to visual or
audio stimuli presented in isolation when the
amplitudes of the stimuli were around or above
the detection threshold, but not for subthres-
hold and full intensity stimuli. Blank: trials in
which no stimulus was presented. Correct re-
sponses: the number of correct responses as
percentage of the total number of trials per-
formed. Adapted from (Meijer et al., 2018).
Left In this stimulus discrimination paradigm,
rats were trained to report whether a stimulus
train, consisting of visual, audio or audiovisual
components, was presented at a high or low
rate by poking their nose in the associated port.
Right The probability of ‘high rate’ choices in-
creases more sharply for audio-visual stimulus
trains (purple curve) than for unisensory trains
(red and blue curves) with increasing stimulus
rate. From (Raposo et al., 2012). c) Left In this
cross-modal tactile-to-visual object recognition
task, rats sampled objects in the arms of a
completely dark Y-shaped track using tactile
stimuli only. An hour later rats identified ob-
jects using visual stimuli only (transparent
barriers are inserted to prevent access to the
objects). Right Sham injected rats were able to
recognize visual features of the object on the
basis of a multisensory representation with an
accuracy comparable to tactile-tactile object
recognition. Excitotoxic disconnection lesions
of the perirhinal cortex and posterior parietal
cortex (PRC & PPC lesion) disrupted cross-
modal -, but not tactile-tactile and visual-visual
object recognition as indicated by a significant
decrease in the ratio of time the rat spent ex-
ploring the novel object in these conditions
(discrimination ratio; ** p < 0.01). From
(Winters and Reid, 2010). d) Left Stimulus se-
lection paradigm in which mice were cued
(Cueing) with an auditory stimulus to either
ignore the visual or the auditory stimulus
(Presentation) while making a nose poke re-
sponse at the associated location (Response).
Right The number of correct responses in this
task increased with intensity of the visual sti-
mulus and was better across stimulus in-
tensities when visual stimuli were presented in
isolation (Visual only; blue curve) than when
visual and auditory stimuli were presented
concurrently (Cross-modal; purple curve).
From (Wimmer et al., 2015).
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an active process in which information from one modality can influence
the sampling of the other in a synergistic, non-linear manner. For ex-
ample, rodents could more optimally scan an object with their whiskers
based upon the visual input pertaining to this object. Finally, in the
literature on human MP (Regenbogen et al., 2016) and on animal
unisensory processing (Hanks et al., 2015) other frameworks, such as
the family of drift diffusion models, are also used to quantify sensory
behaviors. These models, however, have so far not been adopted in the
context of MP in animal studies.

Whereas the format of cross-modal information commonly used in

experimental paradigms often leads to a MP outcome compatible with
cue integration, different stimulus configurations may lead to the op-
posite outcome: modality segregation. Iurilli et al. (Iurilli et al., 2012)
showed that the conditioned fear-response of mice to a visual stimulus
was significantly weakened when a high-volume sound (effectively a
distractor) was concurrently presented. This indicates that the loud
auditory noise overshadowed the visual stimulus, resulting in a reduced
behavioral output in response to the visual cue. Thus, when one mod-
ality provides disproportionally more salient or reliable stimulus in-
formation than a simultaneously present different one, it may capture

Box 2
Potential pitfalls while quantifying the principle of inverse effectiveness.

In their seminal paper, Meredith & Stein (1983) observed that the superior colliculus contains neurons which enhance their response when
a visual stimulus was paired with an auditory cue. Importantly, they made the following additional observation: “When individual stimuli
were just above threshold for eliciting discharges, the enhancement was greater than when the individual stimuli were highly effective.
Thus, as the effectiveness (number of discharges elicited) of the individual stimuli increased, the percentage of enhancement produced by
combining them decreased.” ((Meredith and Stein, 1983), p. 391). This inverse relationship between stimulus drive and the magnitude of
multisensory integration has been adopted as a - principle of multisensory integration and is commonly referred to as the ‘principle of
inverse effectiveness’ (see also section 3).

The principle of inverse effectiveness is commonly investigated by either (i) presenting stimuli with different levels of intensity and
quantifying the magnitude of multisensory integration for each stimulus intensity, or (ii) by sorting neurons according to their respon-
siveness to a stimulus and determining the relationship between neuronal responsiveness and multisensory enhancement. While the former
approach is quite robust (but see below), the latter is subject to several statistical considerations which, if not accounted for with the proper
control analyses, may result in the erroneous conclusion that neurons show inverse effectiveness while the observed correlation is actually
spurious (Holmes, 2009, 2007), cf. (Meijer et al., 2017). Analyses using the latter approach often show a significant negative correlation
between unisensory responsiveness and multisensory modulation, such that weakly responsive neurons enhance their firing whereas more
strongly responding neurons do so to a lesser degree or suppress their firing (Perrault et al., 2003; Alvarado et al., 2007; Kayser et al.,
2008). This manner of quantifying inverse effectiveness is liable to several considerations which will be discussed below.

First, computing the correlation between two variables which are not independent from one another might suffer from a ‘regression to
the mean’ effect. In the example illustrated above, neurons are sorted according to their responsiveness in condition A (unisensory) and
their percentage change in response from condition A to condition B (multisensory) is determined. However, it is reasonable to assume that
neuronal populations show a normal distribution of their population response to a collection of stimuli (Ma et al., 2006). Therefore, even
without any quantitative difference between condition A and B, neurons that have been selected to be on the low end of the normal
distribution in condition A will ‘regress to the mean’ in condition B resulting in a seemingly higher response and vice versa.

Second, neurons have a dynamic range in which they can optimally change their firing rate bi-directionally. This is also commonly
expressed in a sigmoid transfer function, plotting a neuron’s firing-rate output as a function of its total synaptic input. For example, when
the activity of a neuron is close to the upper limit of its dynamic range the probability of its activity to increase even further is small because
of biophysical constraints of the generation of action potentials. Therefore, neurons which show either very low or very high firing rates
should be treated with caution because they can predominantly modulate their firing rate only in a unidirectional fashion which will
artificially inflate the correlation between unisensory responsiveness and multisensory response modulation. Basically, the addition of any
input, whether modality-specific or cross-modal, is likely to show a nonlinear response enhancement if the initial response to a single input
is low. Note that both approaches (i) and (ii) outlined above potentially suffer from this problem.

Finally, the metric that is used to quantify multisensory response modulation can have a profound effect on the observed results
(Holmes, 2009). A common practice is to express the magnitude of multisensory modulation as a percentage increase of the neural response
elicited by the multisensory stimulus as compared to the strongest elicited unisensory response (Stevenson et al., 2014). When quantifying
multisensory modulation in this manner, one should take note that percentual differences are especially large when the quantities that are
being compared are small. For example, a single extra spike will result in a large percentual increase when the original number of spikes
was small compared to when it was large. However, downstream neurons often require an absolute minimum number of presynaptic
excitatory inputs in order to reach spiking threshold. Therefore, a neuron that increases its spiking from one to two spikes might show a
100% increase in activity but this does not necessarily translate to a proportionate increase in driving downstream neurons to fire.

These considerations imply that, when investigating concepts such as inverse effectiveness in MP, interpretation of the obtained results
should always be corroborated by appropriate control analyses, which can take several forms. First, to control for the possibility of
regression to the mean, the observed correlation between unisensory responsiveness and multisensory response modulation should be
tested against a null-distribution which is obtained by a shuffling procedure. Only when the observed correlation is significantly stronger
compared to the correlational values in the null-distribution it can be claimed that inverse effectiveness is present in the data. Second, to
control for the potential problem of neurons operating at the limits of their dynamic range, it should be assured that inverse effectiveness
persists after removal of neurons with the lowest and highest firing rates. Nonlinear enhancement should be stronger than that obtained by
unisensory manipulation. To address the potential influence of units of quantification, several ways of quantifying -multisensory mod-
ulation should be used to assure that the observed effect is robust against these different methods of expressing multisensory modulation.
The considerations discussed above do not solely apply to the quantification of inverse effectiveness, but to any case in which the two
variables that are compared are not independent from one another (e.g. baseline brain-area volume vs. change in volume after an inter-
vention).
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available resources and exclude the second modality from prioritized
processing, thereby segregating sensory modalities in a bottom-up
manner. Such dominance of one sensory modality may also occur when
sensory stimuli predicting conflicting outcomes are concurrently pre-
sented. In mice experiencing audio-visual conflicts, innate circuit me-
chanisms at the level of sensory and association cortices enabled an
auditory cue to determine the behavioral response at the expense of the
visual cue. This occurred even if this meant that no reward would be
obtained (Song et al., 2017). Thus, based on bottom-up, feature-de-
pendent mechanisms, cross-modal information may be integrated or
segregated in detection and discrimination paradigms.

The second class of behavioral tasks includes situational demand-
driven, top-down MP (Fig. 1) – see for example (Talsma et al., 2010; De
Meo et al., 2015). The various forms of top-down MP require that
cognitive resources, such as attention or memory, interact with the
properties of sensory stimuli to determine the behavioral outcome.
Rats, monkeys and humans were all shown to be able to identify the
same object using cues from distinct sensory modalities separately, an
operation called cross-modal object recognition – Fig. 2c (Molholm et al.,
1991; Lehmann and Murray, 2005; Seitz et al., 2006; Shams and Seitz,
2008; Winters and Reid, 2010; Vasconcelos et al., 2011; Shams et al.,
2011; Moran et al., 2013; Rossi-Pool et al., 2016; Matusz et al., 2017).
In a basic cross-modal object recognition task (Winters and Reid, 2010),
rats first learned object features using one sensory modality only (e.g.
tactile features only). Then, they were asked to identify the familiar
object using cues from a different modality (e.g. visual cues) only
(Fig. 2c). Rats were shown to be able to transfer object information
across sensory modalities when the testing phase followed the acqui-
sition by up to one hour. The retention interval over which the rats
were able to transfer tactile information to the visual domain was sig-
nificantly prolonged, however, when rats were allowed to see and touch
the objects before task execution (Jacklin et al., 2016). This prolonga-
tion of cross-modal object recognition is hypothesized to depend on the
formation of a multisensory object representation harboring direct as-
sociations between tactile and visual information during pre-exposure.
Thus, subjects are able to transfer object information between senses
(either via abstract, amodal object representations or via intrinsically
multisensory ones), thereby increasing their behavioral flexibility. In
addition, they incorporate previous experiences enhancing the multi-
sensory behavioral gain.

Top-down MP also includes sensory selection, in which cross-modal
information is segregated using a form of attention that prioritizes
processing of one sensory modality at the expense of others (Lakatos
et al., 2008; Schroeder and Lakatos, 2009; Wimmer et al., 2015; Ahrens
et al., 2015). In an elegant behavioral paradigm by Wimmer et al.
(2015) (Fig. 2d) mice were trained on a two-alternative forced choice
operant conditioning task in which a visual and/or auditory stimulus
signaled reward to be available in one of two reward ports associated
with each modality. Before stimulus onset, the mouse was cued on
whether the visual stimulus had to be attended and the auditory tone
had to be ignored (as the former was indicative of reward position
while the latter was non-informative) or vice versa (Fig. 2d). When the
visual and auditory stimuli were presented concurrently, and thus
provided conflicting information on reward availability, the mouse was
able to selectively attend to the cued modality and responded accord-
ingly, by licking in the reward port where the cued modality was pre-
sented.

On the basis of the above overview of MP-related studies, it is not
exaggerated to state that in recent years major advancements were
made in developing cross-modal behavioral tasks for rodents, capable
of testing a broad range of MP (cf. Figs. 1 and 2). Some of these tasks are
highly similar to human behavioral tasks and therefore allow for
translational research (Raposo et al., 2012). The availability of these
validated behavioral tasks is an important stepping stone for gaining
understanding of the neuronal mechanisms associated with each type of
MP, such as bottom-up versus top-down MP. The cortical circuitry

underlying the whole range of MP is currently only partially understood
at best, although recent proposals have begun to address this issue (van
Atteveldt et al., 2014). Going beyond cue integration offers the op-
portunity to better understand the neuron-level mechanisms underlying
cortical MP, and uncover if and how the computational principles for
MP in the cortex differ from those of subcortical structures such as the
SC (Stein and Stanford, 2008).

3. Neuronal mechanisms of bottom-up multisensory cue
integration

In the last decade, many behavioral tasks have been developed,
especially for rodents, to systematically test how the outcome of a broad
range of MP is determined by the interaction between bottom-up and
top-down factors (Fig. 1). This makes it now possible to characterize the
neuronal architecture associated with the various multisensory beha-
viors. In this section we will address neuronal mechanisms recorded in
animals which were presented with multimodal stimuli but were not
required to make an active behavioral response to obtain reward. We
refer to this experimental set up as “passively observing”. These neu-
ronal mechanisms, which mediate cue integration, are largely stimulus-
driven and, at the level of the neocortex, are mediated by inter-areal
connections. As such, they provide insight in the influence of stimulus
properties (i.e. bottom-up influences) on MP outcome (Fig. 1).

The SC of the cat has been the traditional model system for studying
cue integration at the level of single neurons. Unisensory neurons in this
structure, which are sensitive to visual, auditory or somatosensory sti-
mulation, converge on multisensory neurons that respond with a sig-
nificantly different firing rate change to cross-modal stimuli than to any
one of the modality specific stimulus components. This has often been
used as an operational definition of multisensory integration, which can
be either positive (enhancement) or negative (depression), based on
whether multisensory responses are higher or lower than the highest or
lowest unisensory response, respectively (Stein et al., 2009b). In case of
multisensory enhancement, this can result in firing responses that are
either larger (supra-additive) or smaller (sub-additive) than the sum of
responses to modality-specific stimulus components (Meredith and
Stein, 1983; Stein et al., 2009b). The magnitude of multisensory en-
hancement was shown to be inversely proportional to the ability of the
modality-specific stimulus component to elicit a neuronal response,
which is known as the principle of inverse effectiveness (Meredith and
Stein, 1986) – but see Box 2 for a discussion on the care that needs to be
taken to properly assess this principle. Multisensory enhancement was
furthermore shown to be maximal when the unisensory stimulus con-
stituents (visual, auditory or somatosensory) were presented from
(roughly) the same location in space. This is known as the spatial
principle of multisensory integration (Meredith and Stein, 1986;
Kadunce et al., 2001). Because the receptive fields for the different
sensory modalities are aligned in bimodal neurons, they are optimally
activated under this stimulus configuration. Lastly, for multisensory
enhancement to occur, stimulus constituents must be presented closely
related in time – the temporal principle of multisensory integration
(Meredith et al., 1987). Only near-simultaneous activations of the bi-
modal neurons by the stimulus constituents will produce neuronal re-
sponses that can interact. For elaborate reviews on the principles of
multisensory integration we refer to (Stein and Stanford, 2008; Stein
et al., 2009b). These three neuron-level principles along which multi-
sensory cue integration operates were also shown to hold at the beha-
vioral level, when cats were detecting cross-modal stimuli (Gingras
et al., 2009) – but see (Meijer et al., 2018). Notably, multisensory in-
tegration is different from unisensory integration, which is defined as
the integration of multiple stimuli from a single modality – e.g. two co-
occurring visual stimuli (Alvarado et al., 2007; Stein and Stanford,
2008). This occurs as a result of several differences in the way stimuli
from the same or different modalities interact with each other – for
example shared vs. uncorrelated noise sources, or specific patterns of
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responsiveness to stimuli (e.g. center-surround effects). As a con-
sequence of these factors, and in stark contrast with multisensory in-
tegration, unisensory integration often results in a weaker neuronal
response compared with that elicited by single stimuli (Alvarado et al.,
2007; Foxworthy et al., 2013a). This indicates that different circuits
evolved for multi- versus unisensory processing, and that multisensory
integration cannot just be seen as a simple consequence of additional
inputs converging onto multisensory neurons.

3.1. Association cortices

The principles of multisensory cue integration established in the SC
inspired the search for cortical neural correlates of multisensory pro-
cessing. Historically speaking, much attention has been granted to the
association cortices, which in the context of this review refers to cor-
tical areas that are neither primary sensory nor motor, and receive
converging inputs from sensory areas. Many single unit studies have
highlighted a striking similarity between the principles underlying
single-neuron-level multisensory integration in the SC and in associa-
tion cortices of monkeys and cats, such as in the superior temporal
sulcus (Bruce et al., 1981; Beauchamp, 2005; Ghazanfar and Schroeder,
2006; Cappe et al., 2009), the intraparietal sulcus (areas LIP and VIP)
(Andersen et al., 1997; Bremmer et al., 2002; Gifford and Cohen, 2004;
Avillac et al., 2005; Ghazanfar and Schroeder, 2006), the medial su-
perior temporal lobe (i.e. area MSTd) (Gu et al., 2008, 2012) and

frontal areas such as the cat antero-ectosylvian sulcus (Jiang et al.,
2001, 2002; Ghazanfar and Schroeder, 2006; Stein and Stanford, 2008).
In addition, studies investigating multisensory convergence and cue
integration in rodents and ferrets (Wallace et al., 2004; Hirokawa et al.,
2008; Foxworthy et al., 2013a; 2013b; Lippert et al., 2013; Olcese et al.,
2013) have indicated that association cortices, mostly parietal but also
temporal regions, contain a combination of unisensory and multi-
sensory neurons and show multisensory enhancement predominantly in
superficial layers (Foxworthy et al., 2013b; Olcese et al., 2013) – Fig. 3.
In the cortex, as in the SC, multisensory enhancement and suppression
responses can be supra- or sub-additive in relation to the sum of the two
unisensory responses, depending on the specific stimulus settings. This
has been shown to be compatible with the principle of inverse effec-
tiveness (Olcese et al., 2013; Fetsch et al., 2013). Neuronal responses to
bimodal visual-vestibular cues indicating heading direction were shown
to be mostly sub-additive and could often be explained by a linear
weighted summation of the unisensory responses (Morgan et al., 2008).
The weights assigned to each sensory modality were not fixed across
stimulus conditions, but varied with the relative reliability of visual and
vestibular cues, which is in agreement with Bayesian cue integration.
Multisensory processing in rat parietal cortex also complies with the SC
temporal principle: current source density responses in layer 4 were
enhanced when somatosensory stimuli preceded visual stimuli closely
in time (0–100ms), but suppressed when the stimuli were presented in
opposite order (Lippert et al., 2013). Recently, the rat parietal cortex
was also proposed to implement a form of “supramodal” integration
(Nikbakht et al., 2018), in which single neurons encode the category of
an object (e.g. the orientation of a grid) irrespective of the sensory
modality which is used to display the object (visual, tactical or visuo-
tactile). This suggests that cortical association areas are able to perform
more advanced forms of multisensory processing than cue integration,
namely object categorization. Strikingly, studies performed in non-
human primates reported a similar supramodal form of integration in
premotor and frontal areas (Rossi-Pool et al., 2016; Vergara et al.,
2016). An open question is thus at which stage in cortical processing
information from different sensory modalities is integrated to construct
a supramodal representation.

The finding that cue weights dynamically adapt to the current si-
tuation (Morgan et al., 2008) formed the basis of a population-level
interpretation of multisensory cue integration in association cortices.
While previous studies mostly did not go beyond the single-neuron level
(Stein and Stanford, 2008), a convergence of theoretical and experi-
mental work led some groups to conceive a population-level, Bayesian
framework to interpret how different sensory cues are effectively in-
tegrated in association cortices (Pouget et al., 2002; Fetsch et al., 2013)
– Box 1. Such population-level computations are fully compatible with
the single-neuron-level principles of cue integration, and have been
hypothesized to be derivable from a circuit model implementing divi-
sive normalization: an inhibition-mediated neuronal operation for
combining different signal sources at the microcircuit level (Ohshiro
et al., 2011; Carandini and Heeger, 2012). Divisive normalization op-
erates by having a pool of surround neurons performing a normal-
ization of the integrated outputs of a given neuron (Carandini et al.,
1997; Carandini and Heeger, 2012; Fetsch et al., 2013; Ohshiro et al.,
2017). An important feature of the model is that the normalization step
is implemented as a division, allowing output signals to be scaled. By
contrast, a subtraction procedure creates output signals that are not
necessarily related to the existing signal in a linear way. Nevertheless, it
remains to be seen how general and valid this normalization operation
for explaining multisensory integration is. For example, it is not known
whether it applies to cortical areas beyond association cortices (or to
the SC (Ursino et al., 2014)), or whether it can be generalized across all
types of stimuli (e.g. highly salient stimuli (Iurilli et al., 2012)) and all
forms of MP.

Finally, there is evidence that neurons in the association cortices, in
addition to stimulus properties such as amplitude, spatial and temporal

Fig. 3. Current understanding of multisensory processing in single neurons,
microcircuits and neural systems. a) Multisensory processing occurs across
many nodes along the corticothalamic hierarchy, including primary sensory
areas (green), association cortices (pink) and thalamic nuclei (blue). The lines
specify the known physiological interactions between these areas. Information
contributed from different senses may be integrated (green lines) or segregated
(yellow lines). At the single neuron level, cortico-cortical multisensory influ-
ences are manifested as enhancement or suppression of neuronal responses to
multisensory compared to unisensory stimuli. If both response enhancements
and suppressions have been observed between a pair of brain areas this is in-
dicated as modulation. See section 3 and 4 for explanation of the specific
connections between brain areas. V1: primary visual cortex; A1: primary au-
ditory cortex; S1: primary somatosensory cortex; mPFC: medial prefrontal
cortex; PRC: perirhinal cortex, PPC: posterior parietal cortex; Tha.: thalamic
nuclei. b) V1 contains (at least) two micro-circuits via which sounds influence
visual processing. Sound-induced hyperpolarization of layer II/III pyramidal
neurons (triangles) was shown to be mediated by cortico-cortico projections
impinging on V1 layer V pyramidal neurons which then recruit inhibitory
neurons (purple) (Iurilli et al., 2012). Sound induced response enhancement in
layer II/III pyramidal neurons was shown to be mediated by a suppression of
interneurons (circles) in the primary visual cortex mediated by direct cortico-
cortical input from A1 to layer 1 of V1 (green) (Ibrahim et al., 2016). Upwards
arrows indicate increase in activity, downwards arrows decrease in activity.
Both pathways were verified in (Deneux et al., 2018) and may be used under
different contextual conditions (e.g. light and dark environment).
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coherence – which lie at the basis of the -principles of multisensory cue
integration in the SC – also encode congruency and complexity of sti-
mulus constituents. Ghazanfar et al. (2005) showed that local field
potential (LFP) amplitude responses in the auditory belt showed en-
hancement primarily when pictures of vocalizing monkeys were paired
with the correct vocalizations. It is thus likely that cortical areas can
perform more complex – and acquired (non-innate) – forms of cue in-
tegration, and that the applicability of SC-derived principles of cue
integration will have to be reconsidered on the basis of higher-order
sensory features such as category (e.g. face vs. object) or motivational
value. While multisensory cue integration in the SC has been linked to
stimulus detection and localization (Rowland et al., 2007; Stein and
Stanford, 2008; Gingras et al., 2009), the exact functional role of cor-
tical multisensory cue integration has not been clearly identified, as
most association cortices integrating multiple modalities have only
been shown to be causally affecting behavior for one sensory modality
alone (Raposo et al., 2014; Song et al., 2017; Licata et al., 2017).

3.2. Primary sensory cortices

Primary sensory cortices were recently shown to contain neurons
differentially responsive to modality-specific and cross-modal cues
(Kadunce et al., 2001; Bizley et al., 2007; Kayser et al., 2008; Ghazanfar
and Lemus, 2010; Kayser and Logothetis, 2007; Lemus et al., 2010;
Iurilli et al., 2012; Ibrahim et al., 2016;) – Fig. 3. This is in line with
connectivity studies in primates (Falchier et al., 2002; Cappe et al.,
2009), which indicated direct projections from A1 to V1, specifically
towards the portion of V1 corresponding to the peripheral visual field.
Hence, it was hypothesized that such connections might aid the de-
tection of peripheral stimuli, in line with the proposed role for multi-
sensory integration in the SC. Moreover, functional studies also in-
dicated primary areas as potential loci of multisensory integration
(Calvert et al., 1997; Murray et al., 2016a). However, the changes in
response patterns of single neurons to stimuli of a non-primary mod-
ality were shown to be highly heterogeneous, and ultimately not in line
with the above mentioned hypothesis on the function of MP in primary
cortices pertaining to the detection of peripheral stimuli.

In fact, neuronal correlates of MP in primary cortices indicate dif-
ferent functional applications. As a first case, primary cortices have
been shown to integrate sensory inputs from other modalities in a way
that increases their discriminatory power, i.e. stimuli from the non-
primary modality enable neurons in one sensory area to better dis-
criminate similar stimuli from its primary sensory modality (Lippert
et al., 2007; Bizley and King, 2008; Kayser et al., 2010; Feng et al.,
2014; Ibrahim et al., 2016; Meijer et al., 2017). This is firstly reflected
by neurons showing either enhanced or suppressed firing rates in re-
lation to bimodal compared to modality-specific stimuli, resulting in
sub-additive, additive or supra-additive responses (Wallace et al., 2004;
Bizley et al., 2007; Kayser et al., 2008; Kayser et al., 2010; Vasconcelos
et al., 2011; Ibrahim et al., 2016; Meijer et al., 2017). In a recent study
using two-photon calcium imaging in passively observing awake mice
presented with cross-modal stimulus sets, we further characterized this
by showing that auditory modulation of visual processing was strongly
dependent on the contrast of the visual stimulus and the temporal
congruency of cross-modal stimuli (Meijer et al., 2017). Presentation of
a visual moving grating in concert with a tone that was modulated at
the same rate gave rise to a response enhancement in a sub-population
of neurons, and an equally large subpopulation showing response
suppression compared with unisensory visual stimuli. Stimulus pairs
which were temporally incongruent or did not share temporal pat-
terning (i.e. white noise bursts) at full contrast resulted in a pre-
dominant response suppression across the neuronal population. Visual
contrast did not influence multisensory processing when the audio-vi-
sual stimulus pairs were temporally congruent. However, the response
suppression that was observed when pairing a full contrast visual sti-
mulus with a white noise burst was absent when the contrast of the

visual stimulus was low. A second indication of multisensory integra-
tion, leading to increased discriminative power, was apparent from
more reliable fine-grained firing patterns and reduced trial-to-trial
variability to bimodal compared to unimodal stimuli. This was speci-
fically found for neurons that suppressed their firing rates in the bi-
modal condition (Bizley et al., 2007; Kayser et al., 2010) compared to
the unimodal conditions. Lastly, a small portion of the neurons in
sensory cortices was found to be responsive to stimuli of the non-pri-
mary modality, even without a stimulus in the primary modality (Bizley
et al., 2007; Meijer et al., 2017).

As a second case of MP in primary sensory areas, studies have
produced indications for competition between different primary cor-
tices (Kayser et al., 2008; Iurilli et al., 2012) – Fig. 3. Specifically, high-
volume auditory bursts have been shown to hyperpolarize the mem-
branes of neurons in superficial layers of the primary visual cortex of
mice, via a direct inhibitory circuit from primary auditory to visual
cortex, thereby disrupting visual processing (Iurilli et al., 2012). Similar
inhibitory influences, specifically activated by highly salient sensory
stimuli, were found to exist between most – but not all – primary cor-
tices. For example, while at least some lateral connections from both
primary auditory and somatosensory cortex impinging on the primary
visual cortex are inhibitory, projections from the primary visual cortex
onto the primary somatosensory cortex were shown to be excitatory
(Iurilli et al., 2012) – Fig. 2. This suggests that the outcome of the
competition between sensory modalities is highly dependent on the
characteristics of the cortical areas under scrutiny and on the con-
nectivity patterns between cortical regions (Fig. 3).

Furthermore, even for primary sensory cortices which were shown
to compete with each other – e.g. sound-induced hyperpolarizations
mediated by auditory neurons in V1 (Iurilli et al., 2012) – different
forms of multisensory interaction may occur. Specifically, (Ibrahim
et al. (2016)) recently showed that sounds were able to enhance neu-
ronal responses in V1 to stimuli of the preferred orientation, in apparent
contrast with the results reported by Iurilli et al. (Iurilli et al., 2012).
How is it possible that sound-induced activity A1 has been shown to
both inhibit and enhance V1 activity? Several key differences between
the two studies may explain the opposing results, such as type of au-
ditory stimuli (high-volume continuous white noise in (Iurilli et al.,
2012) vs. a rhythmic pattern in (Ibrahim et al., 2016), brain state
(shallow (Iurilli et al., 2012) vs. deep (Ibrahim et al. (2016)) an-
esthesia), absence (Iurilli et al., 2012) vs. presence (Ibrahim et al.
(2016)) of simultaneous visual stimuli. Importantly, broadband white
noise was used as an auditory stimulus in both studies; this rules out the
possibility that a different affective tone of the auditory stimuli used in
the two studies (Knutson et al., 2002; Portfors, 2007) might play a role
in determining their different results. However, as pointed out above,
stimulus configuration and temporal congruency of the constituents
were shown to determine the response patterns to simultaneous audio-
visual stimulation in awake mice (Meijer et al., 2017). Another recent
study showed that A1 neurons projecting to V1 in awake mice pre-
ferentially respond to abrupt sounds, yet have a differential effect on V1
activity based on visual context: inhibitory in darkness and excitatory
during illumination (Deneux et al., 2018). Thus, the interactions be-
tween A1 and V1 are highly dynamic, which may also explain the ap-
parent contrast between the studies by Iurilli et al. and Ibrahim et al..
Moreover, distinct circuits may mediate sound-induced excitatory and
inhibitory influences on V1 (Fig. 3b). Excitatory influences were
mediated by projections from layer 5 in A1 to layer 1 interneurons in
V1; these interneurons would then further inhibit layer 2–3 inter-
neurons impinging on pyramidal cells, which would thus be disin-
hibited, resulting in enhanced visual responses (Ibrahim et al. (2016)) –
Fig. 3b. Concurrent visual stimuli may facilitate this depolarizing effect
and turn it into an hyperpolarizing mechanism during darkness
(Deneux et al., 2018). The hyperpolarizing effect described in (Iurilli
et al., 2012) was instead elicited by A1 layer 5 projections onto layer 5
pyramidal neurons in V1; these were shown to enhance the activity of
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V1 interneurons, which would then mediate the reported sound-in-
duced hyperpolarization (Fig. 3b). It is therefore plausible that different
anatomical circuits between A1 and V1 coexist, and that the net effect
of auditory influences on V1 is due to the combination of a plethora of
factors, all of which determine how these distinct circuits interact.
Thus, the same anatomical circuit in the primary sensory cortex (e.g.
direct connections between V1 and A1) can harbor distinct connection
patterns to exert different effects based for instance on the type (vo-
lume, frequency, temporal pattern, cross-modal synchrony) of sensory
stimuli, and thus implement distinct forms of context-dependent cross-
modal behaviors.

In addition to single neuron mechanisms, multisensory interactions
were shown to be implemented at the local circuit level in the primary
sensory cortices by oscillatory phase resetting (Lakatos et al., 2008;
Schroeder and Lakatos, 2009). In passively observing monkeys, a
salient (punctate) somatosensory stimulus was shown to reset ongoing
rhythmic activity in several frequency bands (especially in delta, theta
and gamma bands) in the primary auditory cortex. In this way, the
stimulus instantiated a rhythmic fluctuation of the excitability of the
auditory cortical circuit (mediated via neurons in supragranular layers),
by which responses to auditory stimuli occurring at the peaks of the
oscillation were enhanced and responses occurring at the troughs were
depressed. This phase-resetting mechanism has been hypothesized to
enhance signal transmission across cortical areas (Schroeder and
Lakatos, 2009; van Atteveldt et al., 2014; Fries, 2015), and could thus
lie at the basis of the principles of multisensory cue integration.

In conclusion, what becomes clear from this overview of bottom-up
multisensory processing in primary and association cortices is that the
cortex not only has mechanisms reminiscent of the original SC princi-
ples, but also several neuronal strategies to implement bottom-up MP,
both at the single neuron and population level. Each of these strategies
is highly dependent on specific stimulus features, as well as on prop-
erties of individual neurons and cortical regions involved. Whether
specific mechanisms pertain to association cortex, sensory cortex, or
represent more general coding schemes awaits further investigation.

4. Cognitive and environmental influences on the neuronal
mechanisms of multisensory processing

In the previous section we outlined how processing of signals ori-
ginating from different sensory systems is spread beyond multisensory-
specific areas and how individual brain regions have many neuronal
mechanisms at their disposal to implement bottom-up MP. Besides low-
level (bottom-up) factors, the outcome of multisensory processing is,
however, often also dependent on high-level (top-down) factors (De
Meo et al., 2015). Here, we examine recent developments in the re-
search of neuronal mechanisms of MP in actively behaving animals,
which are determined by the interaction between stimulus features and
high-level factors such as behavioral demands and cognitive resources
(Fig. 1).

Rodent research on task-driven MP focuses mainly on the (pos-
terior) parietal cortex (PPC; Fig. 3), which consists of a collection of
distinct but related areas (Wang and Burkhalter, 2013), each receiving
visual, auditory and/or somatosensory inputs forwarded from primary
sensory cortices and the thalamus (Olcese et al., 2013; Wang and
Burkhalter, 2013). Moreover, the PPC is involved in an array of beha-
viors including perceptual decision making, motor planning and object
recognition (Nitz, 2006; Harvey et al., 2012; Tafazoli et al., 2017). The
PPC was recently demonstrated to be causally involved in a stimulus
detection task in which mice faced audio-visual conflicts (Song et al.,
2017). Animals were trained to lick upon presentation of an auditory
cue, but refrain in case of a visual cue (or vice versa), by administering
– respectively – a reward or a punishment. The authors found that the
auditory cue determined the behavioral response at the expense of the
visual cue, when both were presented simultaneously. Optogenetic
blocking of the auditory-driven feedforward inhibition from sensory

cortices, mediated by PPC parvalbumin-positive (PV) interneurons, was
able to lift the auditory dominance in cue conflict choices. Consistent
with this finding is the fact that PV interneurons in area RL (which is
often considered to be part of PPC (Olcese et al., 2013; Mohan et al.,
2017)) were shown to mediate visuo-tactile integration in layer 2–3
pyramidal neurons (Olcese et al., 2013). In contrast, the PPC did not
appear to be causally involved in discriminating between high and low
rate audio-visual stimulus trains, whereas it did show such involvement
in discriminating the visual component of these stimuli (Raposo et al.,
2012; Licata et al., 2017;). Neuronal responses to visual stimuli in PPC
were larger than to auditory stimuli (Licata et al., 2017) and multi-
sensory responses were usually well predicted by a linear combination
of auditory and visual responses (Raposo et al., 2014), showing no sign
of multisensory interactions. Cross-modal object recognition, in which
rats use e.g. a tactile object representation to identify a familiar object
using visual cues only (see Section 2), was disrupted when PPC function
or its communication with the perirhinal cortex was compromised
(Winters and Reid, 2010) – Fig. 2c. However, when rats were allowed to
form a multisensory object representation before testing, by exploring
the objects visually and haptically, object recognition appeared to be
solely dependent on the perirhinal cortex whereas PPC was not in-
volved (Jacklin et al., 2016). This indicates that experience may alter
the neural substrates and mechanisms associated with multisensory
behaviors, i.e. switching from a feedforward-mediated approach in
which sensory information is being transferred from PPC to perirhinal
cortex to a feedback-mediated strategy in which multisensory re-
presentations stored in perirhinal cortex affect sensory representations
in earlier cortices. Although the PPC is a heterogeneous structure in
terms of efferents, afferents and behavioral involvement, what becomes
clear is that it serves multisensory behaviors in differential ways de-
pending on the underlying cognitive process and factors such as ex-
perience-dependent plasticity.

As yet, the most direct link between multisensory neuronal corre-
lates and behavior has been shown in the dorsal medial superior tem-
poral area (MSTd) of the non-human primate, which is a node in the
network facilitating multisensory heading perception. The population
of neurons in this area was shown to code for the relative reliability of
visual and vestibular cues and to be able to adjust its representation on
the time scale of a few seconds (i.e. on a trial-by-trial basis) in con-
junction with discrimination behavior (Fetsch et al., 2009, 2012). Al-
though these studies elegantly show the dependence of neural coding
on the specific cue combination used, a causal link between MSTd
neuronal coding and discrimination behaviors has not been firmly es-
tablished (Gu et al., 1991, 2012).

Sensory selection (Lakatos et al., 2008; Schroeder and Lakatos, 2009;
Wimmer et al., 2015; Ahrens et al., 2015), a form of attention, has long
been hypothesized to be dependent on top-down modulation origi-
nating in the medial prefrontal cortex and impinging on primary sen-
sory and association cortices (Birrell and Brown, 2000). Recent studies
have shown a causal role of the reticular thalamic formation in med-
iating sensory selection (Wimmer et al., 2015; Ahrens et al., 2015). The
reticular thalamic formation acts as a relay station which – based on the
inputs received from the medial prefrontal cortex – is able to selectively
control thalamic sensory gain and therefore gate the level of stimulation
that reaches primary cortices (Wimmer et al., 2015) – Figs. 2d and 3 .
This gating operates by suppressing the activity evoked by the non-
attended modality at the level of sensory thalamus and primary cortices
(Wimmer et al., 2015; Lee et al., 2016), but a mechanistic under-
standing of the circuit for the different sensory modalities, as well as its
impact on association cortices, is still missing. Importantly, top-down
cortico-cortical influences from frontal to sensory cortices have been
shown to directly enhance processing of the attended modality (Zhang
et al., 2014). Therefore, a better understanding of how bottom-up
(multi)sensory processing and top-down attention interact is key to
develop detailed models of how sensory selection, and consequently
MP, operates.
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Addressing MP in a behavioral context allows revealing neuronal
mechanisms associated with MP that are not a simple function of sti-
mulus-driven processing, such as object recognition and sensory mod-
ality selection. In addition, even for cue integration-based stimulus
detection and discrimination paradigms, including behavioral context
expands the understanding of the underlying neural mechanisms.
Taking the presented neuronal MP evidence together, we may conclude
that various multisensory functions heavily depend on a common
anatomical network that is situated especially in the sensory and par-
ietal cortices but also involves higher-order cortical areas, which
mediate specific functions. At the same time, many different micro-
circuits co-exist both within and between brain areas belonging to this
common anatomical network, each mediating a specific type of multi-
sensory operation (Fig. 3). The picture of available micro-circuitries
starts emerging from recent research but is far from being unambiguous
and complete. A closely related experimental challenge is to link spe-
cific behaviors to supporting micro-circuitries and to unravel which
factors determine the selection of the neuronal substrate to be used.

5. A broader picture of multisensory processing

Which factors determine whether cross-modal stimuli will be in-
tegrated or segregated? How is this operation performed? And which
neuronal substrates will be called upon? Until now, most studies ad-
dressing these questions focused on the behavioral and neural corre-
lates of multisensory cue integration. This is, however, only one form –
albeit a major one – of a class of sensory computations that can be
broadly defined as multisensory processing. Our main goal with this
review is to expand the framework on MP, and its underlying neuron-
level substrates, including any operation in which information across
sensory modalities is combined to make a perceptual inference. We
pursued this objective by investigating the existing body of results,

gathered primarily in rodents, on how multisensory contributions to
cognitive functions expressed in the behavior of an individual can be
explained by basic neuronal, local-circuit and population mechanisms
(cf. Figs. 1 and 3).

The central V-shaped module in the scheme that we have outlined
(Fig. 1) represents the key outcome of multisensory processing: in-
formation conveyed by the different sensory organs can be integrated
and treated as a unified representation (integration) or separated into
two or more distinct representations (segregation). These representa-
tions are feeding into higher functions such as decision making and
memory formation. Multisensory processes such as stimulus detection,
discrimination, recognition and selection, leading to inferences based
on sensory information, all operate within this central module. De-
pending on the ongoing cognitive processes, behaviors and situational
constraints (top-down factors), and on the specific stimulus features
(bottom-up influences), the behavioral benefit that individuals experi-
ence using multi- versus unisensory cues may be accounted for by
correct integration (i.e. detection, discrimination and recognition of a
multisensory object) or segregation (i.e. selection, conflicts) of the cues.
Understanding how the brain can dynamically implement all of these
different functions is thus imperative to understand the neuronal sub-
strates of MP.

Achieving such a comprehensive understanding of the neuronal
substrates of MP implies an elaborate and challenging experimental
effort. Two paradigm shifts in the study of MP have recently accelerated
the gain of its understanding. First, whereas MP has been mostly stu-
died in anesthetized or passively observing awake animals which were
presented with cross-modal stimulus sets, in recent years the number of
behavioral paradigms probing MP has rapidly increased (see Section 2,
Fig. 1). This effort created the circumstances needed to assess the top-
down influences of behavioral constraints and cognitive processes on
MP, especially when the behavioral paradigms are designed in a way

Box 3
Multisensory processes as a window on consciousness.

Although the study of consciousness goes largely beyond the scope of this paper, it is worthwhile to summarize briefly why MP is important
to consider when trying to understand how the brain generates conscious experience. We take conscious experience to include perception,
dreaming and imagery; it is a state in which we experience the world and our body in a unitary, immersive and qualitatively rich manner.
As such, conscious states contrast with unconscious states such as dreamless sleep, anaesthesia or coma. Following Jackendoff (Jackendoff
(1987), consciousness is essentially defined by its sensory or sentient nature. Multisensory processing (or sensory processing in general) is
not sufficient per se for consciousness to arise, because it can also occur non-consciously (Faivre et al., 2014; Mudrik et al., 2014; Tononi
et al., 2016). Nonetheless, particular forms of MP are necessary for consciousness (Pennartz, 2009, 2015). This is related to the qualitative
richness and complexity of the elements to be integrated: consciousness provides the subject with a multimodal survey of the situation we
are in – both the situation in our surrounding world and our body within it (Pennartz, 2018) – whereas low-level forms of integration (e.g.
MP in the superior colliculus) represent a form of signal conditioning (Mudrik et al., 2014). This does not mean that a subject’s situational
survey must represent all modalities at any time, but that each modality can be represented in this survey and that each modality is
experientially distinct from others. A multisensory approach to perceptual inference is uniquely positioned to explain such qualitative
richness, as it allows to investigate, at the same time, i) how a sensory scene composed of different modalities is experienced as unitary yet
qualitatively differentiated, and ii) why we experience visual inputs as something different than, for instance, auditory or olfactory inputs
[the modality identification problem (Pennartz, 2009)]. The conscious, multimodal survey of the situation that impinges on MP requires
our brains to generate a quick-and-dirty “best guess” model (Gregory, 1980; von Helmholtz, 1867; Mumford, 1992; Crick and Koch, 1995)
of our world-body situation as specified by the subject’s collection of qualitatively different senses. For instance, the generation of a model
of what we see – which is continuously updated as novel sensory inputs reach the brain – has been proposed to depend on a process of
perceptual inference, relying on a hierarchy of visual cortical areas (Gregory, 1980; Marcel, 1983; Mumford, 1992; Friston, 2010) and this
concept can also be applied to other sensory modalities as well as multisensory percepts (Olcese et al., 2013; Pennartz, 2015). The
theoretical proposal in (Pennartz, 2009, 2015) holds that the brain contains a neural machinery consisting of distributed cortical areas
which collectively sustain an interactive multimodal topology, by which it infers not only which objects and properties are at play in
distinct individual senses, but also what the best-guess construction of one’s multimodal situation as a whole is. This proposal thus amounts
to characterizing conscious experience as a higher-order form of multisensory integration which supervenes on lower-level forms such as
multisensory cue integration, object recognition and sensory selection (which are by themselves insufficient to generate conscious ex-
perience). In other words, consciousness is proposed to depend on a higher-level process of multisensory integration that results in the
multimodal situational survey characteristic of conscious experience, whereas lower-level forms can occur without consciousness. Current
studies are helping to pave the way for further investigations of the role of MP in conscious processing.
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that is compatible with neurophysiological recording techniques. Such
paradigms should include high trial counts for reliable tracking of be-
havioral and neuronal read outs, and a system by which the amplitudes
of all stimulus constituents can be adjusted relative to their detection
thresholds for each individual subject to standardize testing (Meijer
et al., 2018). Second, whereas the experimental focus has traditionally
been on the single-neuron computations underlying multisensory cue
integration (Meredith and Stein, 1983; Stein and Stanford, 2008), in the
last decade this was expanded with approaches able to investigate
micro-circuitry and population activity codes (Fig. 3) (Lakatos et al.,
2008; Iurilli et al., 2012; Olcese et al., 2013; Wimmer et al., 2015;
Ibrahim et al., 2016; Meijer et al., 2017; Deneux et al., 2018; Nikbakht
et al., 2018). This provides the opportunity, among others, to assess the
interactions not only within, but also between brain areas.

New experimental strategies investigating MP should take into ac-
count several factors which have been extensively investigated in the
context of unisensory processing, and at the mesoscale in humans, but
comprise an important new element in the framework of circuit-level
MP. First, the choice of cortical area and animal species is a key factor
which will influence the results that can be obtained. As an example,
recordings performed in the PPC of mice and rats have yielded con-
trasting results as regards the use of multisensory information in deci-
sion making (cf. (Raposo et al., 2014; Song et al., 2017)). The dom-
inance of auditory over visual stimuli reported in mice (Song et al.,
2017) could be ascribed to the fact that rodents rely more on audition
than on vision (cf. (Campi and Krubitzer, 2010)). Alternatively, the lack
of a behavioral role for auditory signals in PPC reported in rats by
(Raposo et al., 2014; Licata et al., 2017) might be explained by a re-
cording position more proximal to the visual cortex when compared to
(Song et al., 2017), or possibly also to species-specific differences. It is
thus crucial not only to select the most appropriate animal model, but
also to take into account subtle yet crucial differences in the anatomical
location that is investigated.

Second, cross-modal stimuli used to study MP in passively observing
or behaving subjects have been usually very coarse and simple, such as
light flashes, visual gratings or broadband white noise bursts (but see
(Kayser et al., 2010; Hwang and Romanski, 2015) in non-human pri-
mates). However, the level of stimulus complexity, as well as the MP
requirements of the task, together define the cortical areas and neu-
ronal mechanisms involved in the processing of multisensory cues.
Mice, for example, are able to discriminate between both simple, first
order and more complex visual cues. Neurons in V1 and the extrastriate
region LM were less activated by complex (i.e., second order) compared
to simple stimuli (Khastkhodaei et al., 2016). Furthermore, in monkeys
the perirhinal cortex is causally involved in the processing of complex
but not of simple stimuli (Bussey et al., 2002). Thus, using very simple
cues in cross-modal paradigms may lead to a biased view on the in-
volved brain areas and neuronal mechanisms, because involvement of
the primary sensory cortices may be over-represented whereas potential
involvement of association cortices may remain unnoticed. Indeed,
human studies suggest that simple features (e.g. orientation) are al-
ready integrated in classical unisensory areas (van Kemenade et al.,
2014), while more complex ones (e.g. limb position) are processed in a
supramodal manner in association areas (Limanowski and Blankenburg,
2016). Finally, whereas stimulus properties influence multisensory
processing via bottom-up mechanisms, task demands, behavioral con-
texts and cognitive resources such as attention and memory involve top-
down mechanisms and require experience with the stimuli in order to
be engaged (Fig. 1). These top-down mechanisms influence the way in
which even primary sensory cortices operate (Convento et al., 2018).
The first few circuit-level studies directly assessing prioritizing or se-
lecting sensory modalities at the expense of others convincingly showed
that these processes are mediated by neuronal networks not considered
in multisensory research before (including the medial prefrontal cortex
and the reticular nucleus of the thalamus (Wimmer et al., 2015; Ahrens
et al., 2015)). For instance, a cognitive resource that has not received

any attention to date in the context of multisensory processing is re-
ward expectancy. Although neural correlates of reward and reward
prediction are observed in the primary sensory cortices (Shuler and
Bear, 2006; Goltstein et al., 2013; Poort et al., 2015; Goltstein et al.,
2018) it is unclear how (expectation of) reward influences multisensory
behavior and the supporting neuronal mechanisms. The broader picture
of MP, sketched above, opens up new avenues for research on the role
of MP in higher cognitive processes, including what is arguably the
most complex function of the brain: consciousness. Box 3, Figure Box
includes a brief introduction and discussion on the link between MP and
consciousness.

It could be argued that a broadening of the scope of MP and the
considerations described above are complicating an already multi-fa-
ceted and intricate phenomenon and its investigation. We would like to
stress, however, that generalization of these matters may render im-
portant MP aspects or processes invisible. In a recent review, for ex-
ample, van Atteveld et al. (2014) proposed that two major population-
level mechanisms (divisive normalization and phase resetting) might
explain most types of cortical MP. However, while some forms of MP
(e.g. cue integration) might be fully explained by the proposed two
mechanisms, we believe that a complex, diverse phenomenon such as
MP can only be explained by considering a larger set of computational
rules. For example, the complex cortico-thalamic-cortical loop for
sensory selection outlined in Wimmer et al. (2015) has to interact with
sensory factors (e.g. relative salience, timing), other forms of top-down
modulation (e.g. selective attention (Zhang et al., 2014)) and additional
factors such as arousal and locomotion (McGinley et al., 2015). These
interactions occur along different stages of sensory processing (e.g.
early sensory cortices vs. association regions). While general operations
might be present along all these stages and contexts, the cellular im-
plementations are likely to be highly flexible and diverse. In addition, at
the level of local neural circuits, divisive normalization has been hy-
pothesized as a possible mechanism able to explain both Bayesian cue
integration and SC-derived principles of multisensory integration
(Ohshiro et al., 2011). Importantly, this study showed how the two
frameworks are totally compatible. However, studies showing differ-
ential effects of auditory influences on primary visual cortex (Iurilli
et al., 2012; Ibrahim et al., 2016) challenge the general applicability of
this scheme. Indeed, while sound-induced hyperpolarizations are
mediated by a circuit involving deep cortical layers (Iurilli et al., 2012),
a network limited to superficial layers implements audiovisual facil-
itation (Fig. 3b). Whether such specific circuit implementations are
compatible with a general mechanism for MP, and can be modeled in a
hierarchical Bayesian fashion (Box 1) remains to be addressed.

How do rodent – and, more generally animal – studies of MP relate
to mechanisms in the human brain? The need to combine information
from different sensory modalities is an essential aspect of our lives, and
has been extensively investigated at the psychophysical level and in
terms of mesoscopic neural activity. Yet, even the most low-level
multisensory influences on cognitive processes – for example the sound-
induced flash illusion (Shams et al., 2000) – lack a clearly described
neuron-level mechanism at present. The range of techniques for circuit-
level investigation available for rodent studies, combined with the ad-
vances that have been made in developing behavioral tasks for mice
and rats (Carandini and Churchland, 2013), now open up the possibility
to address this question. Importantly, unveiling the mechanism of MP is
not purely of academic interest. Impaired sensory and multi-sensory
processing may lie at the basis of various neuropsychiatric disorders,
including autism (Marco et al., 2011; Baum et al., 2015) and schizo-
phrenia (de Gelder et al., 2005; Ross et al., 2007; Javitt, 2009). A better
understanding of how sensory modalities are processed in healthy
brains is a first step to better understand – and eventually address –
these disorders.

In conclusion, we have sketched the contours of an emerging fra-
mework to study MP. The novel contribution of this scheme is jointly
determined by i) its broader scope compared with cue integration
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(Fig. 1), and ii) the availability of new and highly suitable experimental
models to investigate different forms of MP. Specifically, a rapid gain in
our understanding of the neuron- and systems-level mechanisms un-
derlying multisensory processing is now achievable. This is the result of
recent efforts in designing behavioral tasks for rodents, the availability
of techniques to probe and intervene with neuronal activity at the po-
pulation and micro-circuit level, the inclusion of top-down influences in
MP, and the emergence of novel links between experimental work and
theoretical frameworks (e.g. Box 3). The scheme that we present will
make it possible to address several key open questions about MP, in-
cluding: which single unit and population neuronal processes, and
which brain structures are causally involved in multisensory behaviors?
Which bottom-up and top-down factors determine the micro-circuitry
that is activated for specific MP processes?
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