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Abstract. Our goal is to equip a dialogue agent that asks questions
about a visual scene with object detection skills. We take the first steps
in this direction within the GuessWhat?! game. We use Mask R-CNN
object features as a replacement for ground-truth annotations in the
Guesser module, achieving an accuracy of 57.92%. This proves that our
system is a viable alternative to the original Guesser, which achieves an
accuracy of 62.77% using ground-truth annotations, and thus should be
considered an upper bound for our automated system. Crucially, we show
that our system exploits the Mask R-CNN object features, in contrast to
the original Guesser augmented with global, VGG features. Furthermore,
by automating the object detection in GuessWhat?!, we open up a spec-
trum of opportunities, such as playing the game with new, non-annotated
images and using the more granular visual features to condition the other
modules of the game architecture.

Keywords: Visual dialogue · Object detection

1 Introduction

In recent years, there has been considerable progress in combining natural
language processing and computer vision, with applications that span image
captioning [11], visual question answering [1] and, more recently, visually
grounded dialogue [2]. Despite such advancements, current models achieve a
rather fragile alignment between vision and language—as shown, for example,
by Shekhar et al. [13]—and are thus far from being able to effectively exploit
the two modalities in tandem.

In this work, we make progress in this direction by equipping a visual dialogue
agent that asks natural language questions about an image with automatic object
localisation skills. In particular, we focus on the GuessWhat?! game [3], where
the goal is to identify a target object in an image by asking a series of yes/no
questions to an Oracle agent who is aware of the target.

The model we propose uses as backbone the original architecture by de Vries
et al. [3], but with the crucial difference that the objects in the image are auto-
matically localised. As object detection system, we use Mask R-CNN (MRCNN),
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a detection algorithm which has been shown to obtain state-of-the-art perfor-
mance on standard image detection tasks [8]. We show that an agent equipped
with automatic object detection skills performs almost at the level of an agent
that has direct access to ground-truth object locations and categories.

2 Guessing in the GuessWhat?! Game

The architectures proposed so far to model agents able to play the GuessWhat?!
game [3] split the Questioner agent into two sub-modules: a Question Generator,
which poses new questions based on the visual input and the dialogue history
(i.e., previous questions and answers), and a Guesser, whose task is to pick an
object from a list of candidates once the dialogue is terminated. In this work,
we focus on the Guesser component.

In all current GuessWhat?! models, the Guesser relies on ground-truth anno-
tations. In particular, when the guessing phase begins, the Guesser receives a
variable number of candidate objects, described by their coordinates and object
categories. These annotations (as well as the images of the game) are taken from
the MS COCO Dataset [11] (we refer to this as ground-truth model). In the
present work, we make use of recent advances in object detection to propose a
new model for the Guesser that does not require any ground-truth annotations.

Our starting point is the general architecture introduced by de Vries et al. [3].
An LSTM processes the dialogue d into a fixed sized, continuous vector. The
objects in the image are represented by an 8-dimensional bounding box feature1

[9,15] and their categories. The bounding box feature b and a dense embedding
of the object category c are concatenated and processed by an MLP with shared
weights for all objects producing a representation for each object. A dot product
between the dialogue and object representation results in a score for each object
oi. All scores are normalised with a softmax function, as shown in Eq. (1). The
model is trained with Cross Entropy Loss.

p(oi) = softmax
(
MLP([bi, ci]) · LSTM(d)

)
(1)

A key limitation of this approach is that it cannot generalise beyond the cases
where ground-truth annotations are provided. Furthermore, it exploits a limited
part of the information, namely the bounding box and the object category but
not the image itself. Although [3] experiment with visual features extracted
from the whole image by adding the fully connected layer of VGG16 [14] to
the dialogue representation (we refer to this as global features), this did not
improve results. In our model, we obtain a representation for each object by
using different visual features, thus replacing the annotated bounding boxes and
object categories. Our aim is to investigate how far we can get in terms of task
success with a fully automatic approach, which would make the Guesser able to
generalise to new images.
1 This representation consists of the normalised width and height of the bounding

box, as well as the lower left and the upper right bounding box coordinates.
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Fig. 1. Proposed guesser architecture with features from MRCNN.

3 Automatic Candidate Localisation

When natural language refers to the outside visual world, it does not only address
it holistically, but it also focuses on specific objects and locations. Hence, if we
want to ground language in vision, we should provide it with visual features that
are at that level of granularity. This is particularly the case for the GuessWhat?!
game, where the task is that of localising an object of interest. Previous work on
GuessWhat?! relied always on global features instead, such as VGG and Resnet,
which provide only a poor representation of the individual objects in the scene
and we believe this is the reason why they do not have significant impact on the
task [3].

On the other hand, recent advances in object detection allow for precise
localisation of multiple objects in a visual scene. We leverage this progress by
making use of MRCNN [8], the current state of the art in object detection on
MS COCO [11]. We use the Detectron implementation [7] with ResNet-101-FPN
[10] as a backbone.

MRCNN performs both object detection and semantic segmentation. It out-
puts (i) a bounding box for each detected object, (ii) a class probability for each
bounding box, and (iii) a class probability for each pixel in the image. Based on
the Fast/Faster R-CNN architecture [6,12], MRCNN has a Convolution Neural
Network (CNN) at its core, processing the entire image. Given region proposals,
the feature maps of the CNN for a region are processed by a pooling and multiple
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fully connected layers, eventually branching into the three outputs mentioned
above. We make use of the last hidden layer as ‘visual features’ (we refer to this
as object features).

We explore different types of visual information to obtain object
representations for the Guesser model with four different settings:

1. Ground-truth model with manual bounding boxes and object category
annotations.

2. Ground-truth model as in 1, but augmented with global features from the
first fully connected layer of VGG16 (FC6).

3. The predictions of MRCNN, replacing the ground-truth bounding box and
object category.

4. The predictions of MRCNN, replacing the ground-truth bounding box
and object category and adding the last hidden layer as visual features
representing the object.

Figure 1 sketches the architecture of the last setting, i.e., using the information
obtained through MRCNN to represent the object.

4 Training and Evaluation

Performance in object detection is measured by evaluating the Intersection over
Union (IoU), which compares two bounding boxes A and B, as shown in Eq. (2).
A detection is considered successful if the IoU between the ground-truth and the
predicted bounding box is at least 0.5.

IoU(A,B) =
|A ∩ B|
|A ∪ B| (2)

4.1 Category Filtering

Since we aim at replacing the manual annotations used in the ground-truth
model, we need to label the MRCNN predictions in order to train our model.
From the set of bounding boxes and categories, we need to select the prediction
which matches the ground-truth annotation best. The simplest option is to select
the proposal with the highest IoU ≥ 0.5 as the target. We also experiment with
a refined condition where we first filter all proposals by category, i.e., we only
consider those proposals where the category prediction matches the ground-truth
category. We then select the proposal with the highest IoU as the target.

4.2 Single- vs. Multi-target

The procedure described above makes available one single bounding box as the
target, namely the one with the highest IoU. However, since an IoU ≥ 0.5 is
considered a correct detection in the object detection literature, we can relax
this constraint and consider any prediction with IoU ≥ 0.5 as correct, even if it
is not the bounding box with the highest IoU. We evaluate the model trained
with the single-target setup, but with the multi-target evaluation procedure.
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Table 1. Guessing accuracy with different settings introduced in Sect. 3. Settings 1
and 2 correspond to the ground-truth model without and with added global features.
Settings 3 and 4 show results with single-target training using MRCNN bounding box
and category predictions. For both settings we report the influence of category filtering.
Setting 4 additionally uses object features

Setting BBox & Cat Filter Features Accuracy

1 Ground-truth - - 62.19%

2 Ground-truth - Global 62.77%

3 MRCNN - - 40.10%

3 MRCNN Category - 42.45%

4 MRCNN - Object 50.47%

4 MRCNN Category Object 53.40%

5 Results and Discussion

5.1 Accuracy Results

We train and evaluate all the models as described in the previous section. Table 1
reports accuracy results on task success when a single target with the highest
IoU is considered. The first two rows report results for the two ground-truth
models, while the rest of the table shows results for the conditions where the
MRCNN object detection pipeline is used.

The first ground-truth model uses the manual bounding box and object cate-
gory annotations to make a prediction (setting 1) and confirms results originally
reported in [3]. Further, we also report results on a ground-truth model with
global features added (setting 2). In contrast to [3], adding global features to
the model does not decrease performance. This might be due to the lower level
features we use in our experiments (first fully connected layer of VGG16, FC6),
while [3] use higher level features (last fully connected of VGG16, FC8). How-
ever, the usage of these features also does not improve results. We therefore
conclude that global features are not helpful enough.

Coming to our proposed model, we first report results on setting 3, which uses
the MRCNN predictions of the bounding box and the object category, but not
the object features. For this experiment, the performance of setting 1 has to be
considered as its exact upper bound, because MRCNN predictions are replacing
the ground-truth annotations and there are no added object features. The gap
between the models is significant, with a 20% point difference. However, note
that also the task becomes inherently harder as the average number of candidate
objects jumps from 8.1 objects in the ground truth setting to 15.6 objects in the
automated detection setting. Applying the category filter improved the results
2% points.

Next, we look at setting 4, which includes the object features. Remark-
ably, this leads to a big performance gain. The models obtain about 10%
points more on the task than their counterparts without object features.
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This result is clearly showing that a more fine-grained visual representation can
be exploited by the Guesser in combination with the linguistic input to make its
predictions. Again applying the category filter improves results about 3% points.

Table 2 shows accuracy results with the single- and multi-target setup for
the best performing model in the single-target setup (MRCNN predictions with
object features and category filtering). While the results obtained evaluating on
a single-target are promising, when we relax the single-target constraint and
allow multi-target evaluation we close the gap on the ground-truth even further,
reaching 57.92% accuracy.

Table 2. Guessing accuracy for single- and multi-target evaluation. Results achieved
with the best performing model from Table 1

Single-target 53.40% Multi-target 57.92%

5.2 MS COCO and GuessWhat?! Splits

For all conducted experiments we use MRCNN, which uses the MS COCO train
and validation splits. However, these splits do not align with the GuessWhat?!
splits. In the GuessWhat?! dataset the training set also contains MS COCO
validation images, and vice versa. This could possibly compromise our results,
since MRCNN is trained on the original MS COCO training split. Therefore,
we reduced the GuessWhat?! splits, keeping only those games which align with
the MS COCO split. This results in about 67% of the training data and 32%
of validation and test data. The Guesser model with ground-truth information
achieves 61.0% on the test set, whereas our proposed model with MRCNN fea-
tures, category filter, and object features achieves 52.25%. When evaluated on
the multi-target setting, the model achieves 56.37%. Since these results do not
deviate significantly from using the full GuessWhat?! set, we conclude that per-
formance improvements are not gained form using MS COCO train images in
the GuessWhat?! validation and test splits.

5.3 Visualising Predictions During the Dialogue

To gain a qualitative understanding of how the Guesser model behaves, we visu-
alise the predictions incrementally made by the model as the dialogue proceeds.

Figure 2 shows the visualisations for a sample game obtained with the best
performing model (setting 4 with category filtering). In general, the Guesser
is very accurate in making sense of the dialogue and changing its prediction
accordingly, even for complex sentences subordinated to previous questions. The
Guesser is especially good at understanding class and position of objects, thanks
to the information included in the object features.
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Is it a sheep? Yes

Is it standing? Yes

Is it the one on the left? Yes

Fig. 2. Change in object probability over the course of the dialogue. The blue bounding
box shows the target object. We colour every bounding box with intensity proportional
to the prediction probability of it being the target. (Color figure online)

6 Conclusion and Future Work

We have shown that using features from an object detection network is useful
for the task of guessing a referent in the GuessWhat?! game. Our results indi-
cate that the Guesser agent exploits the provided MRCNN visual features, in
contrast to the baseline model where adding VGG features does not lead to
improvements. This suggests that the MRCNN visual features are more infor-
mative than features used for object classification such as VGG. This might be
due to the fact that VGG is trained on Imagenet [5], where usually a single
object has to be classified. While the task MRCNN is trained on requires the
localisation and classification of multiple objects. This setting is much closer to
the task faced by the Guesser in the GuessWhat?! game.

With the proposed model, the agent can be scaled to any visual input as no
ground-truth annotation of the objects is required. Although we achieve slightly
inferior task performance than with annotations, the results are promising, espe-
cially considering that the automatically obtained visual information is noisy.

Furthermore, these results also open many new opportunities. Since the
object detection is autonomous and end-to-end from the image, the features
could also be utilised during the dialogue. For example, the Question Generator
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can be conditioned on them and maintain a belief state over the candidate
objects. This provides more fine-grained grounding of the agent as well as the
explicit opportunity to ask more discriminative questions. In future work, we
also plan to test the use of MRCNN features for the Oracle agent (which in the
model by [3] uses ground-truth annotations) and systematically compare the
results to the visual features leveraged by [4].
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