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Modeling the free-radical polymerization of hexanediol
diacrylate (HDDA): a molecular dynamics and graph
theory approach†

Ariana Torres-Knoop∗,a Ivan Kryvena, Verena Schamboeck a and Piet Iedemaa

In the printing, coating and ink industries, photocurable systems are becoming increasingly pop-
ular and multi-functional acrylates are one of the most commonly used monomers due to their
high reactivity (fast curing). In this paper, we use molecular dynamics and graph theory tools to
investigate the thermo-mechanical properties and topology of hexanediol diacrylate (HDDA) poly-
mer networks. The gel point was determined as the point where a giant component was formed.
For the conditions of our simulations, we found the gel point to be around 0.18 bond conversion.
A detailed analysis of the network topology showed, unexpectedly, that the flexibility of the HDDA
molecules plays an important role in increasing the conversion of double bonds, while delaying
the gel point. This is due to a back-biting type of reaction mechanism that promotes the formation
of small cycles. The glass transition temperature for several degrees of curing was obtained from
the change in the thermal expansion coefficient. For a bond conversion close to experimental
values we obtained a glass transition temperature around 400 K. For the same bond conversion
we estimate a Young’s modulus of 3 GPa. Both of these values are in good agreement with
experiments.

1 Introduction
The understanding of polymer networks has attracted attention
from several fields for many years. Solid polymer networks
emerge from the polymerization of liquid monomers with more
than two reactive groups. Coatings, resins and even old oil paint
are examples of polymer networks with an enormous impact in
many segments of society.

In the last years, light induced polymerization techniques (pho-
tocurable systems) have gained popularity over thermally in-
duced polymerization techniques (thermocurable systems) be-
cause (1) the polymerization process itself is more energy effi-
cient, (2) photocurable systems are more sustainable (systems
are entirely composed of reactive components and therefore no
volatile organic components are involved and no organic solvents
are needed) and (3) they are one of the most efficient methods to
achieve a high degree of curing1. In addition, light induced poly-
merization can also be used to control specific properties in the
product materials, for example, by the use of lasers or by using
exposure with masks to create patterns2.

An important class of photocurable systems are based on free-

a Van ’t Hoff Institute for Molecular Sciences, University of Amsterdam,
Science Park 904, 1098 XH Amsterdam, The Netherlands; E-mail:
A.TorresKnoop@uva.nl

radical polymerization3. This type of polymerization is character-
ized by a sequence of reactions: initiation, propagation and termi-
nation that ultimately result in the formation of large polymer
molecules and eventually a polymer network (gelation). Initia-
tors start the propagation reactions (I•+R→R•), where the macro-
radicals R•react with unreacted vinyl groups (either pending from
the polymer or in free monomers). A polymeric network is formed
as these pending vinyl groups undergo crosslinking reactions with
propagating radical sites. The polymerization process ends with
the reactions between radicals and macroradicals via combination
(Rn•+Rm•→ Rn+m) or disproportionation (Rn•+ Rm•→ Rn+Rm).

The physical properties of the photocurable systems are mostly
determined by the type of monomer(s) used, e.g. their reactiv-
ity, polymerizable group and functionality (the number of poly-
merizable groups per monomer). Monomers with acrylate func-
tional groups have become standard because of their high reac-
tivity (acrylates>methacrylates>vinyl>allylic)4 and due to their
availability in a wide range of functionalities. However, despite
their increasing importance, little is known about the molecular
structure and topology of the polymer networks they form and
their influence in the properties of the product material.

The creation of solid polymer networks starting from liquid
monomers is a challenging topic for modelers. The complex is-
sue of kinetic rates drastically decreasing because of the reduc-
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ing mobility of the functional groups, finally becoming diffusion
controlled, is still far from being solved. Even more, due to the
extremely varying reaction conditions in photocuring, the usual
concepts of kinetic modeling in terms of concentrations of reac-
tive species and rate coefficients might no longer apply. Knowing
how the polymer networks evolve during polymerization is ex-
pected to assist the understanding of polymerization kinetics. Ex-
perimentally, the speed of the process and the complexity of the
networks makes them difficult to characterize. The topology of
the networks, on which the physical properties ultimately depend
on, are only scarcely experimentally accessible.

Molecular simulations provide a link between the molecular-
level characteristics of the system and its properties, either ob-
servable properties like a gel point or physical properties like elas-
ticity. Thus, they can contribute to a better understanding on the
kinetics, network evolution and properties of polymer network,
eventually leading to guidelines for the design of new polymer-
based materials5.

The current state-of-the-art of molecular simulations does not
allow a straightforward application of concepts regarding poly-
mer networks. Generating crosslinked structures using molecu-
lar simulations is an inherently complex problem, since chemical
reactions are not part of the Hamiltonian mechanics that drive
classical Molecular Dynamics (MD). There is no general solution
for how to create bonds and no standard protocol for the genera-
tion of network models. This has lead to the development of sev-
eral ‘Reactive Molecular Dynamics’ approaches to model chemi-
cal bonding. Farah et al.6 classified the reactive approaches as
based on (1) empirical reactive force fields and (2) on a cutoff
criteria. In the first approach, the force fields are designed to
model the bonds formation by using switching functions to model
a continuous transition from reactants to products. They aim to
reproduce some reaction kinetics as well as to model the tran-
sition state geometries. Examples of these types of force fields
are the Empirical Valance Bonding force field7(EVB), ReaxFF8

and AIREBO9. A good review of these force fields is given by
Hartke and Grimme10. In the second approach, which is still the
most commonly used to either prepare systems for further simula-
tions or to study generic aspects of the polymer networks, bonds
are created when predefined atoms (reactive sites) are spatially
close. The bond formation can be done in a single-step (static) or
in multiple-steps (dynamic)11. In the single-step approach the re-
active sites are kept fixed and Monte Carlo simulations are used
to identify the bonds of minimal aggregate length12,13. In the
multiple-step approach, the diffusion of monomers is fully sim-
ulated using MD and the reaction criteria is checked at regular
times14–19. Jang and Sirk11 compared the properties of the fully
cured polymer networks formed by the two methods (single-step
and multiple-step) and found that the only relevant difference is
in the distribution of molecular weights. For both of these ap-
proaches, static and dynamic, several protocols mixing reaction
and relaxation steps have been proposed in literature that suc-
cessfully reproduce experimental data such as the density, viscos-
ity, glass transition and volume shrinkage. Khare and Khare18,19

used a rather large fixed reactive radius, but varied the force con-
stant of the bond to avoid large jumps in the energy. They alter-

nated this process with MD simulations to ensure the system was
relaxed. Demir and Walsh20 adopted a similar approach to study
crosslinked EPON-862/DETDA, but using an increasingly larger
capture radius during the simulations to achieve high conversion.
They also presented a protocol to consider the charge changes
during the chemical reactions. Xu and Wu14 studied the poly-
merization of epoxy resins DGEBA and IPD(isophorone diamine)
with a similar protocol, but using a combination of several steps
of MD and minimizations for the relaxation of the system. Li and
Stratchan16 and Li et al.21 proposed a multi-step relaxation pro-
cess to study crosslinked EPON-862 and DETDA. Heine et al.22

used modified bond potentials (harmonic at close range and lin-
ear at longer distances) to study the curing of poly(dimethyl-
siloxane). Varshney et al.15 used a variable capture radius to
simulated the curing of epoxy resins and, in between bonds for-
mation, they used NPT molecular dynamics to relax the structure.

Most of the atomistic modeling of crosslinked polymers using
a cut off criteria focus on epoxy resins made by step polymer-
ization. Until now, little has been done in systems that undergo
free-radical polymerization. Doherty et. al23 studied the net-
works formed with TEGMDA and Bis-GMA, a common dental
resin composition. Jang et al.17 studied vinyl ester resins and
Farah et al24 studied the polymerization of styrene. Free-radical
polymerization (chain-growth) is inherently different from step
polymerization (bimolecular reactions). In step-polymerization
any two molecular species in the system can react. This leads to
a polymerization process where the reactions proceed rapidly at
the beginning but the overall molecular weight increases slowly
(gelation occurs at high conversion). In chain-growth polymer-
izations, the monomers can only react with the reactive groups.
The concentration of monomers decreases steadily with time and
a high-molecular-weight is achieved at low conversions25. These
differences imply a different nature of the MD simulations as well.
The ‘reactive site’ propagation has to be simulated and most of the
reactions occur after gelation, at which point the mobility of the
system is hampered due to the existence of a ‘giant’ molecule.

In this work, we expand the applicability of MD simulations to
study systems that undergo free-radical polymerization by inves-
tigating the evolution of the polymer network of hexanediol di-
acrylate (HDDA). HDDA is a difunctional monomer characterized
by high transparency and low viscosity used in the printing, paint
and coating industries mostly as a reactive component to accel-
erate curing, to improve adhesion, hardness, abrasion and heat
resistance. We present a simulation and analysis protocol com-
bining MD simulations and graph theory tools that aim to give
insight in the polymerization process and the resulting network
properties.

2 Methodology

2.1 Model and system set-up

The HDDA molecules were modeled at a united-atom (UA)
coarse-grained level. In Figure 1 the structure of a HDDA
molecule and its united-atom representation are shown. We
choose the TraPPE-UA force field by Maerzke et al.26 for acrylates,
but with a harmonic potential to represent the bonds (as opposed
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to rigid bonds). This is necessary for the crosslinking simulations.
A summary of the force field functional form and parameters used
are presented in Tables 1-4 in the Electronic Supporting Informa-
tion (ESI).

Fig. 1 United-atom representation of 1,6-hexanediol diacrylate (HDDA)
molecule. Hydrogens are grouped together with their neighboring car-
bons.

The initial systems were set up by randomly packing 2000
molecules of HDDA in a 3D periodic simulation cell (initial size
200×200 Å). The systems were then equilibrated in the NVT en-
semble at 600 K for 10 ps using a time step of 0.1 fs and fur-
ther equilibrated at 600 K for 500 ps in the NPT ensemble with
a time step of 1 fs. This resulted in simulation boxes of sizes
around 100×100 Å. All simulations were carried out using the
Nosé-Hoover thermostat27,28 with a coupling constant of 1 ps
and in the constant pressure cases using the Martyna-Tuckerman
barostat29.

2.2 Liquid properties

To study the properties of the liquid monomers at ambient condi-
tions and validate the force field chosen, the equilibrated systems
at 600 K were cooled down using the NPT ensemble from 600 K
to 300 K and further equilibrated for 500 ps at 300 K. The equili-
brated systems at 300 K were then used as input for longer sim-
ulations at 300 K in the NVT ensemble to determine the density,
self-diffusivity and the viscosity of the system. For the viscosity, a
correlation time of 1 ns was used and the simulations were run
for 500 ns.

2.3 Curing simulations

The curing of HDDA into a polymer (pHDDA) was done using a
cutoff criteria to generate the covalent bonds. In this method, ini-
tial reactive radical sites as well as post reactive rules have to be
specified. The curing of HDDA involves the saturation of the car-
bons in the acrylate functional groups. Using the cutoff criteria
with the united-atom model, this reaction can be represented by
three consecutive steps: (1) the addition of a bond to the carbon
that undergoes a reaction, (2) the change of the carbon charac-
ter from unsaturated to saturated to prevent it from participating
in future reactions, and (3) the propagation/regeneration of the
reactive site by changing the character of the neighboring carbon
from unsaturated to reactive. A summary of the main reactions
and their representation using the UA-model is given in Figure
2. Figure S1, shows a polymer network of HDDA after curing
simulations.

Fig. 2 HDDA molecules are represented as composed by four possible
reactive sites. Initiation is represented by including in the system at the
beginning of the simulation monomers with one reactive site (radical).
Propagation occurs when a reactive site is in the proximity of a possible
reactive site. Termination by combination occurs when a reactive site is
in the proximity of an other reactive site. Both carbons in the vinyl group
were assumed as equally reactive.

2.4 Properties of the cured networks
The curing simulations were performed in the NPT ensemble at
600 K (to increase the monomers diffusivity and prevent the sys-
tem of getting trapped in a glassy state). Only propagation and
termination by combination were simulated explicitly (acrylates
mostly undergo combination reactions25,30). The ‘initiation’ step
was simulated by setting a given amount of monomers in their
‘reactive’ form (see Figure 2). This can be chemically thought of
as a system exposed to a short but very intense radiation. We will
discuss this artificial condition below.

The cutoff radius for reactions to occur was set to 4 Å. This
number was chosen just slightly larger than the van der Waals
(VDW) radii of the carbons. A smaller cutoff radius would not
allow for the curing process to occur (molecules rarely get closer
than their VDW radius) and a larger cutoff could cause severe in-
crease of the strain in the system upon curing. Apart from the
cutoff radius, the curing process is regulated by (1) the proba-
bility of forming a bond, (2) the checking frequency and (3) the
initial amount of monomers set as radicals. An increase in the
probability of forming a bond, in the initial amount of monomers
set as radicals, in the reaction radius or in the checking frequency,
speeds up the conversion of double bonds in the system as a func-
tion of simulation time.

For our simulations we used a probability of forming a bond of
0.5 and we set 10 ps as the time for checking the proximity of
reactive sites. In general, given the reactivity of radical species,
we would expect that if they are in the proximity of each other
or in the proximity of a carbon-carbon double bond, the probabil-
ity of a reaction to take place is 1.0. We chose 0.5 to avoid too
many bonds from being created at the beginning of the simula-
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Fig. 3 Simulations performed in this work.

tions and therefore internal stress to be build-up. In real exper-
imental radical polymerization systems the initial concentration
of monomer radicals is very low, in the order of 10−5 mole/L.
In simulations, this situation can not be reproduced without an
enormous increase in the simulation time (as the system size has
to be very large). Therefore, most of our simulations were per-
formed by setting a reactive radical site in 5% of the monomers.
The effect of increasing or decreasing the amount of radicals in
the system is analyzed in the next section.

As curing occurs, the chemical reactions cause changes in the
thermo-mechanical response of the product material; the increase
in molecular weight leads to an increase in viscosity, glass transi-
tion temperature and density. Simulations that mimic such pro-
cesses provide valuable information to understand and ultimately
tune processing conditions of thermosets. In order to study such
properties, the polymer networks at different degrees of curing
were cooled down to 300 K and used as input for further MD sim-
ulations. We studied the monomers mobility, volume shrinkage,
glass transition and Young’s modulus. The self-diffusivity coeffi-
cients and viscosities were obtained from NVT simulations at 300
K. The Young’s modulus were determined from the initial slope of
the stress-strain curve, obtained from non-equilibrium uniaxial-
tensile test simulations. The glass transitions were obtained by
performing NPT simulations at different temperatures. The sys-
tems were cooled down from 600 K to 150 K at a rate of 10 K/100
ps. A summary of the simulations performed can be found in Fig-

ure 3. All the simulations in this work were performed using the
freely available LAMMPS software package31.

3 Network formation and gel point

3.1 Network formation

Starting from a liquid solution of 2000 HDDA monomers, 5% of
them reactive, we performed eight independent simulations to
determine the liquid solution properties and validate our model
and force field. The density was estimated to be 1.025 ± 0.02
kg/m3 and the viscosity obtained was 3.3 ± 0.8 cP. The density
is in excellent agreement with experimental values32–34. The
viscosity is slightly underestimated35, albeit in the right order
of magnitude. Note that underestimating viscosity when using
united-atom models has already been reported. Maerzke et al.26

reported a deviation of around 20% from the experimental vis-
cosity values for methyl and ethyl acrylate and methyl and ethyl
methacrylate. We also computed the self-diffusion coefficient of
HDDA molecules in liquid solution and found it to be around
0.3×10−5cm2/s. This is in good agreement with molecules of
similar size and functionality36,37.

The eight independently equilibrated systems were subse-
quently subjected to the above described curing simulation condi-
tions until the percentage of reacted functional groups was larger
than 90% (Figure S2). A higher bond conversion is difficult to
attain as (1) the number of available non-reacted vinyl groups
decreases and (2) the mobility of the system slows down dra-
matically with curing. In Figure 4a the self-diffusion coefficient
of the unreacted HDDA molecules as a function of bond conver-
sion (χ) is presented. The bond conversion is defined as the
ratio between the already formed covalent bonds in the system
and the total number of covalent bond that can be formed in the
system. The diffusivity of HDDA monomers decreases with in-
creasing conversion at a very fast rate. Groups of already reacted
HDDA molecules suffer an even faster reduction of mobility and
become basically frozen in space at early stages of the polymeriza-
tion process. In general, this causes radical trapping and further
conversion is difficult to achieve. Trapping of radicals in pHDDA
has already been reported before38. These authors observed ad-
ditional conversion after heating the photopolymerized samples
in the dark, which they attributed to the remobilization of the
trapped radicals. In Figure S3, the bond conversion for different
curing temperatures and ensembles is presented. Both of these
parameters, temperature and ensemble, have an effect in the mo-
bility of the system by either providing more kinetic energy to the
monomers or not allowing the volume to contract with polymer-
ization. A higher mobility indeed promotes higher conversion.
Using 300 K as curing temperature does not enable the system to
reach experimental conversion values in a reasonable simulation
time.

Figure 4b, shows the evolution of the degree of the molecules
with conversion. The degree of a molecule is defined as the num-
ber of bonds a molecule is engaged in. In the case of HDDA,
the maximum possible degree of a molecule is four. Initially, all
molecules have degree zero (they are monomers). As polymer-
ization takes place, the monomers become covalently bonded to
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Fig. 4 (a) Diffusion coefficient of the unreacted HDDA molecules as a
function of conversion. (b) Monomers degree evolution with conversion.
(c) Crosslinks formation evolution with conversion. Black dash lines cor-
respond to a slope of a=1.5 and b=1. (d) Connected components size
evolution as a function of conversion.

other molecules giving rise to molecules with degree one, two
and eventually three and four. The number of molecules with
degree two initially increases but around 0.5 conversion starts to
decrease in favour of molecules of degree three and four. This
implies that most of the reactions after this conversion value
form crosslinks. A crosslink is defined as a monomer connect-
ing two monomer chains (monomer with degree higher than
two). Figure 4c shows the relationship between bond conver-
sion and crosslinks formation. We can distinguish three different
behaviours. In region I (slope < 1), most bonds are formed be-
tween monomers of degree zero and degree one (no crosslinks
are formed); this leads to the emergence of some linear segments.
In region II (slope ∼ 1), most bonds contribute to the formation
of one crosslink; at least one of the reacting monomers is a free
pendant double bonds (FPDBs). In region III (slope > 1), some
bonds contribute to the formation of one or two crosslinks; FPDBs
react with each other. In general the behaviour depicted in Figure
4c, reflects a polymerization process where the overall reactiv-
ity of the free monomers and the FPDBs are comparable38. The
black lines represent the extreme cases when (a) free monomers
are more reactive and (b) FPDBs are more reactive. Experiments
performed by Kloosterboer et al.39, where they monitored the un-
reacted monomers using High Performance Liquid Chromatogra-
phy (HPLC) to determine the molality of crosslinks as a function
of conversion show a similar behaviour to the data presented in
Figure 3c. However, in the experiments by Kloosterboer et al., for
conversion values lower than 10%, they found a small kink in the
curve of bond conversion versus crosslinks towards the (b) line.
This kink suggests that the FPDBs have an even higher reactivity
at lower conversions.

In Figure 4d, we present the evolution of the system connected
components sizes (excluding the largest connected component

and starting from size two to exclude monomers) as a func-
tion of bond conversion. We define a connected component as
a group of covalently bond monomers. Initially, the connected
component size distribution becomes broader and the average
connected component size shifts towards larger values. How-
ever, between 0.16 and 0.20 bond conversion this trend changes.
The distribution becomes narrower. This change in the connected
component size distribution is caused by the formation of the gi-
ant connected component. The formation of the giant connected
component that percolates throughout the entire system is identi-
fied as the gel point. Upon further increase of the conversion, the
gel or network fraction increases at the expense of the polymer
molecules in the ‘sol’ phase (finite size polymer molecules) and
the whole system becomes more solid-like.

(a) 0.1 (b) 0.15

(c) 0.2 (d) 0.25

Fig. 5 Topological structure of pHDDA at different conversion val-
ues (0.1,0.15,0.2,0.25) before and after the gel point. Each node
represents a HDDA molecule and the color of the node represents
the degree of the molecule (degree one=blue,degree two=green,degree
three=yellow,degree four=red). Before the gel point (top row) there are
many molecules of comparable size. After the gel point (bottom row) the
largest component dominates the size.

In Figure 5, we present the topological structures of the sys-
tem for bond conversion values close to the gel point. Each node
represents an HDDA molecules. Figure 5a and 5b, just before
the gel point, show that at these conversion values the system
is still composed of several components where many monomer
have only degree one or two. Figure 5c, around the gel point,
shows the “collapse" of several of these components into much
larger ones. Figure 5d, after the gel point, shows how molecules
are connected to each other in a giant component and how the
overall degree of the molecules has increase.

Gelation directly affects the mobility of the system but does not
inhibit the curing process. In fact, most of the propagation occurs
in the gel. This is in agreement with what we observed in Figure
4b and 4c. After the gel point, the curing process mostly increases
the crosslink density.

In molecular simulations, we can directly monitor the evolution
of the largest component size and estimate the gel point as the
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inflection point in the component size of the largest component.
This is shown in Figure 6. The inflection point appears around
0.18 bond conversion. In practice, this chemically defined gel
point is hard to measure, since the thermo-mechanical properties
(e.g. viscosity) only change appreciably after a certain amount of
gel is present and the crosslink density of that gel has increased.

The gel point can also be determined as the maximum of
the Reduced Molecular Weight (RMW), which is defined as the
weight-average molecular weight of all the reacted components
except the largest one40,41 (area under the component size dis-
tribution in Figure 4d) . In Figure 6 we show that also the RMW
criteria suggests the gel point around 0.18 conversion.

Recently Kryven et al.42 proposed a criteria to estimate the
gel point from the degree distribution of the system. The de-
gree distribution dk denotes the probability that a randomly chose
monomer is connected to k other monomers. Using the degree
distribution obtained from MD simulations, we found the gel
point to be at ∼0.11 bond conversion.

Using the random graph method42,43(RG), in which the sys-
tem properties are determined from the mean behaviour of all
possible topologies that can be recovered from a given degree
distribution, we also obtained the evolution of the largest com-
ponent size42–44. The agreement with the directly monitored
largest component from MD is excellent at high conversion but
again the gel point is slightly underestimated (Figure 6). In gen-
eral however, the agreement is remarkable given the significant
differences in the approach and assumptions between MD and
the random graph model. One of these differences is that ran-
dom graph method does not account for cycles in the sol phase.
As will be discussed below, the occurrence of early cycles delays
the gel point.
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Fig. 6 Largest component evolution as a function of bond conversion.
The black line is the largest component monitored from MD simula-
tions. The blue line corresponds to the evolution of the reduce molecular
weight. For both cases, the average over eight independent polymeriza-
tion runs is plotted; the shaded area represents the standard deviation.
The red line is the evolution of the largest component determined using
the random graph model with the degree distribution obtained from the
MD simulations.

The gel point can also be determined from the appearance of
secondary cycles (intramolecular reactions within the same com-
ponent)15. The appearance of secondary cycles and the over-
all changes in the topology of the networks were obtained using

graph theory tools.
Figure 7a shows the evolution of the cyclomatic complexity (M)

as a function of conversion. The cyclomatic complexity is directly
related to the appearance of cycles and is defined as:

M = E−N +P, M ≥ 0 (1)

where E is the number of monomers in the system, N is the num-
ber of bonds between monomers and P the amount of compo-
nents. A positive cyclomatic complexity means that there are cy-
cles in the system. In Figure 7a the cyclomatic complexity as a
function of conversion is presented (red line). Cycles are formed
at very early stages of the polymerization process. A more de-
tailed analysis of the simulations shows that these early cycles
are mostly cycles formed by one or two HDDA molecules (Figure
S4) and is only after the gel point that most of the larger cycles
start to appear due to crosslinking.

The appearance of small cycles implies that (1) the propagat-
ing radical reacts with the unreacted vinyl group in the same
molecule (cycles of size one) and (2) FPDBs react with the vinyl
group of the first added monomer after they are formed (cycles
of size two). Figure 8a illustrates both of these processes. Fur-
thermore, it is immediately clear, that the small cycle reaction
is in competition with crosslinking reactions of both the vinyl
group and the radical site on the last added monomer. Conse-
quently, strong small cycle formation will delay the onset of gela-
tion, which is caused by crosslinking reactions.
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Fig. 7 (a) Cyclomatic complexity as a function of bond conversion. (b)
Largest linear strand size (in monomer units) as a function of bond con-
version. The largest component evolution is also plotted in both cases for
comparison (right axis). The average over the eight independent poly-
merization runs is ploted; the shaded area represents the standard devi-
ation.

Similar cycles have previously been discussed in literature, but
the size of the cycles was not addressed. Dusek and Ilavsy45 iden-
tified FPDB reactions with radicals in the same propagating chain
as a dominant reaction of FPDBs at low conversion, but did not
specify how far does the radical have to propagate before cycliza-
tion is observed. Elliott et al.46 developed a kinetic model where
a higher reactivity of the FPDBs with the propagating radical in
the same chain was accounted for. With this model, they obtained
better agreement with the experimental results by Kloosterboer et
al.47 for the fraction of fully reacted monomer units of HDDA as
a function of bond conversion. They also found that the FPDBs
reactivity is highest when it has ‘just been created’.

The flexibility of the molecule strongly determines the reactiv-
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Fig. 8 Top: formation of cycles of size one (left) and (two). Color code:
black carbons represents already reacted carbons; blue carbon is the
carbon bearing the radical; red carbons represent unreacted carbons.
Bottom: cycle size distribution for different bond conversion values. The
plot has been cut to cycles of size ten but larger cycles might exist.

ity of the FPDBs with the nearby propagating radicals and in fact
determines the size of the cycles that can be formed. In Figure
8b we present the distribution of cycles size (up to ten) for dif-
ferent bond conversion values. For all cases, cycles of size one
and two are the most abundant. Hosono et al.48 studied the ef-
fect of chain flexibility in the cross-linking process and found that
flexible chains first form microgel-like clusters, whereas the rigid
chains effectively form the network structure. They attributed
this to the enhanced intramolecular reactivity of flexible chains
leading to the formation of cycles. In Figure S5 we present the
histogram of the end-to-end distance of HDDA in the liquid phase.
We observe that in the liquid phase the molecule’s are most likely
in a semi-coil state, but they can coil and uncoil. A further anal-
ysis using metadynamics, shows that the energy barrier of coiling
and uncoiling in the liquid phase is between 5-10 kcal/mol (de-
pending on the molecule’s environment). This barrier can eas-
ily be crossed at 600 K but also at 300 K. Hence, the formation
of small cycles is not an artifact from the high curing tempera-
ture. Details of the metadynamics simulations can be found in
the ESI. Interestingly, these small cycles are created at a similar
rate at every stage of the curing process (Figure 7). Dusek et al.49

and Kloosterboer47 previously theorized a decrease in reactivity
of the FPDBs with conversion. They hypothesized that the FPDBs
are shielded by the polymer network formation from further re-
acting. For cycles of size one and two this effect seems to be
negligible. Importantly, even though the FPDBs reactivity is en-
hanced due to the molecule’s flexibility, most reactions take place
with free monomer due to their large concentration. Only about
5% of the bonds between vinyl groups lead to the formation of
cycles of size one and about 10% lead to the formation of cycles
of size two.

In a network several paths exist between any two nodes, but
there is a shortest path. Figure 7b shows the average largest short-
est path in the network as a function of conversion. This quantity
initially increases as larger clusters are formed; it reaches a max-
imum close to the gel point and it decreases after the gel point
due to the formation of crosslinks. Close to full conversion, the
largest shortest path between monomers is roughly the ratio of
the simulation box size and the average monomer length.

4 Effect of initial amount of ‘radical concen-
tration’ on the polymer network topology

In order to understand the effect of the initial concentration of
reactive monomers, we performed simulations with different con-
centrations ranging from 1-10%. In Figure S6, the bond conver-
sion as a function of simulation time is presented. The amount
of ‘radicals’ in the system determines the rate and degree of cur-
ing. Sarkar et. al50 studied the polymerization of mixtures of
BisGMA and TEGDMA (70:30) with three different light intensi-
ties (100,500,2000 mW/cm2). The light intensity determines the
amount of radicals present in the system. They found a similar
trend for the evolution of the degree of conversion with time as
a function of ‘radicals’ concentration. They also reported that the
relaxation time of the system increases with conversion (due to
gelation). Even more, they showed that the increase in the re-
laxation time occurs at higher conversion values with increasing
light intensity. Figure 9a, shows that the increase in the amount
of ‘radicals’ in the system delays the gel point and sharpens the
inflection that determines it. This result is in agreement with the
experiments by Sarkar et. al. This finding is also in line with the
fact that in linear radical polymerization smaller initiator concen-
trations lead to longer chains. Okay51 reports a similar result for
crosslinking polymerization. Li et al.52 also provide experimen-
tal evidence for a system were increasing the amount of chain
transfer agent, which reduces the size of sol molecules as similar
as increasing initiator concentration, does indeed delay the gel
point.

Increasing the amount of initial reactive molecules in the sys-
tem makes the system resemble more to a step polymerization.
Note that for step polymerization Flory’s gelation theory53 pre-
dicts a gel point at 1/( f − 1), where f is the maximum degree
of the monomers. For the case of HDDA, this implies a gel point
at 0.33, which seems the asymptotic limit for increasing radical
concentration in Figure 9a. At conversion values near the ex-
perimental end conversion (around 78-85% Iedema et al3), the
largest component size is basically independent of the initial con-
centration of reactive monomers.

In Figure 9b, we present the cyclomatic complexity for different
initial reactive monomers concentrations. For all concentrations,
the rate of cycles formation increases with conversion. However,
the increase of cycles is more noticeable and occurs at higher
conversion values with increasing radical concentrations. The
point of the sudden speed up of cycles formation is in agreement
with the gel formation. In Figure 9c, the evolution of small cy-
cles is presented. Again, the rate of small cycles formation with
bond conversion depends on the initial concentration of reactive
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Fig. 9 (a) Largest component size evolution, (b) cyclomatic complexity
and (c) small cycles for different amounts of initial reactive monomers as
a function of conversion.

monomers. Regarding the evolution of the monomers degree
(Figure S7), the main differences are observed for the monomers
with degree one and degree three. A monomer can only have de-
gree one when (1) it is an initial reactive monomer with the other
vinyl group still unreacted and (2) it is bearing a radical at the
end of a polymer chain with the other vinyl group still unreacted.
Therefore, it is not surprising that their concentration is directly
related to the initial amount of reactive monomers. Monomers of
degree three appear when both vinyl groups have undergo some
reaction. For most monomers, degree three is a short lived state.
As polymerization continues, they become degree four. This is not
the case for the initial reactive monomers which, by definition,
can only be involved in three bonds. If we assume full conversion,
the concentration of monomers with degree three will be equal to
the initial amount of reactive monomers and the concentration of
monomer with degree four will be equal to the total number of
monomers minus the number of initial reactive monomers.

An other important difference between our simulations an ex-
periments lies in the time frame within which radicals are created.
In real photopolymerization, systems are exposed to radiation
during the whole curing process, which continuously generates
free radical monomers. Here, we have created a fixed amount
of ‘radical monomers’ at the beginning, which represents the sce-
nario of a very short but intense radiation. The main difference
between these cases is that, when radicals are continuously cre-
ated, radical sites tend to be more present in recently initiated
monomers than in the giant component, so that the population of
molecules with radicals have a higher mobility on average. Our
preliminary attempts to simulate initiation and steady state con-
ditions show that, although there are several differences in the
network topology at low conversion values, at experimental con-
version values these differences are very small.

5 Volume shrinkage
During network formation volume shrinkage occurs (1) because
the larger van der Waals intermolecular spacings are replaced by
smaller intramolecular covalent bonds, and (2) because of the
different change in entropy and free volumes related with the
packing efficiency of the system. Experimentally, the volumetric
shrinkage is difficult to determine because most measurements
using pressure-volume-temperature analysis (PVT) also include
the effects of thermal expansion. In molecular simulations, the
volumetric shrinkage can be obtained by equilibrating in the NPT
ensemble the systems at different degrees of curing. Figure 10
shows the average volumetric shrinkage as a function of conver-
sion obtained for pHDDA. For acrylates, based on the experimen-
tal volume change per mole of 22.5 cm3/mol54, a volume shrink-
age of about 10% can be expected55. Ji et. al56 used reflective
laser scanning to measure the volume shrinkage of pHDDA for dif-
ferent temperatures and initiator concentrations and found that
for a temperature of 20 ◦C close to 0.8 conversion, the volume
shrinkage was 16 ± 0.5 %. Both, the theoretical estimate and the
experimentally determined values, are in good agreement with
our results. Interestingly, the volume seems to expand again af-
ter 0.75 bond conversion albeit a much larger standard deviation.
This larger standard deviation bar is probably caused by the large
internal stress in the structure at high conversion values.
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Fig. 10 Volume shrinkage as a function of bond conversion. For each
bond conversion, the volume was obtained from the average of 1 ns at
300 K in the NPT ensemble. The average over the eight independent
polymerization runs is plotted; the shaded area represents the standard
deviation.

6 Thermo-mechanical properties

6.1 Glass Transition

The glass transition temperature (Tg) is a property governed by
local dynamics and is an intrinsic signature of the molecular struc-
ture. Below Tg the motion of the polymer segments dramatically
slows down and the mechanical properties of polymers become
very different from those above it. Thus, Tg is a key property
to determine processing and application temperature ranges for
a specific polymer. Several thermodynamic properties, including
density (or specific volume), internal energy and specific entropy,
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Fig. 11 (a) Inverse density variation with temperature for different de-
grees of bond conversion (red lines). For each bond conversion, the
glass transition temperature can be obtained as the point where the slope
of the curve changes (blue lines). (b) Glass transition temperature as a
function of bond conversion. The average over the eight independent
polymerization runs is plotted; the error bars represent the standard de-
viation.

can be used in molecular simulations to determine Tg. An abrupt
change in the temperature dependence of any of these properties
indicates the polymer cannot maintain its equilibrium state any-
more and therefore it undergoes a phase transformation into a
glassy state. Figure 11a, shows the variation of the inverse den-
sity as a function of temperature for different degrees of bond
conversion. The glass transition temperature is obtain as the point
where there is a change in the slope of these curves. The change
in slopes becomes less obvious with increasing conversion due to
the mobility loss in the system. This has previously been observed
for pHDDA and other highly crosslinked systems57. Figure 11b,
shows the glass transition temperature as a function of crosslinks.
The glass transition temperature for each degree of crosslinking
was determined as the point where the slope of the inverse den-
sity vs temperature changes (intersection of blue lines in Figure
11a). For a conversion of around 0.8, we found a glass transi-
tion temperature close to 400 K. Goswami et. al58 determined
the glass transition of pHDDA to be 359 K by using Dynamical
Mechanical Analysis (DMA) and to be 328 K by using Thermo-
Mechanical Analysis (TMA). It is well known that the glass tran-
sition temperature expected from molecular simulations can be
higher than the experimentally observed one because the glass

transition is a kinetic phenomenon and therefore depends on the
cooling/heating rate. An increase of 3 K can be expected per
order of magnitude increase in rate59. In experiments, one nor-
mally monitors the properties to determine Tg over seconds, and
these different cooling rates cause the Tg to vary in the order of
5-10 K60. However in simulations, the total cooling is done in the
order of nanoseconds61. Here, we used a cooling rate of 5 ×10−9

K/s. This suggests that the Tg we obtained from the simulations
might overestimate the experimentally reported values by around
30 K. Under these assumptions, we get very good agreement be-
tween simulations and experiments.

6.2 Young’s modulus

The mechanical properties of a material describe how it responds
under a certain loading condition. The mechanical properties of
polymers are decisive for their applicability, and the degradation
of these properties establishes their lifetime in service. The most
common mechanical properties to determine in a polymer net-
work include the Young’s modulus, Poisson’s ratio, toughness ra-
tio, yield strength, fracture strength, and toughness. For all of
these properties, the underlying molecular network and topology
play a critical role. Here we focus only on the Young’s modu-
lus. The Young’s modulus describes a material elastic response to
small deformations.

To determine the Youngs’s modulus, we performed uniaxial
tension loading simulations by increasing the length of the sim-
ulation cell along the loading direction at every MD step while
maintaining atmospheric pressure in the transverse directions us-
ing a barostat. The limit of the longitudinal strain was set to
be 50%, and the strain rate was set to be 1× 109 s−1. The de-
formation was carried out according to L(t) = L0× exp(rate×dt),
where L0 is the initial length of the system in the dimension that
is being elongated. In Figure 12 the Young’s modulus for differ-
ent degrees of crosslinking is presented (blue data point). For a
crosslink density close to experimental values, we found a value
of the Young’s modulus of around 3-4 GPa. This value is in agree-
ment with other diacrylates or similar molecules. Moraes et al.62

found the Youngs’s modulus for different mixtures of TEGDMA,
Bis-GMA and Bis-EMA to be between 1-3 GPa. Emami et al63

found the Young’s modulus of TEGDMA to be 2.37 GPa and for
bisGMA to be 4.15 GPa.

Goswami et al.58 determined the elastic modulus of pHDDA
by micro-identation analysis the elastic modulus of pHDDA to be
0.920± 0.030 GPa. Using an alternative method, tensil stress ex-
periments, they found the tensil modulus to be 0.464±0.035 GPa
at 1% strain. The experiments were carried out at room temper-
ature, but the degree of conversion is not reported.

The Young’s modulus depends on the number of crosslinks, de-
gree of the crosslinks and the stiffness of the chain segments be-
tween crosslinks. The elastic modulus is generally accepted to be
proportional to the crosslinking density, though the prefactor is
still controversial. Li and Strachan64 reported an almost linear in-
crease in tensile modulus with conversion degree for a thermoset
EPON82/DTDA. Here, is also appear that the Young’s modulus
increases linearly with crosslinks. According to De Gennes65, the
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Fig. 12 Young’s modulus for different amounts of crosslinks in the poly-
mer network. The overall trend suggest a linear increase of the Young’s
modulus with crosslinks. The average resistance of the network (red line)
captures the overall increase of the Young’s modulus with crosslinks very
good. In both cases, the average over the eight independent polymeriza-
tion runs is plotted; the error bars represent the standard deviation.

average resistance distance in the connectivity graph of a polymer
plays a definitive role in determining the elastic modulus of the
corresponding material. In Figure 12, we compare the Young’s
modulus obtained from MD simulations with the one computed
from the average resistance of the connectivity graph as a func-
tion of crosslinks (red line). The behaviour is in very good agree-
ment. More on how the elastic modulus is obtained from the
connectivity graph can be found in the ESI.

7 Conclusion
pHDDA networks were successfully generated using molecular
dynamics simulations. The obtained thermo-mechanical prop-
erties at experimental conversion values are in good agreement
with experimental values. The use of graph theory tools allowed
us to understand the effects of the molecules flexibility as well as
the radical concentration in the networks formation. The forma-
tion of small loops, due to the molecules flexibility, plays a crucial
role in delaying the gel point. The formation of a gel does not
inhibit the formation of small loops. This suggests that the reac-
tivity of FPDBs just after they are made is not hampered during
the curing process. This however, does not imply that their reac-
tivity is not affected when dealing with larger macroradicals. The
cycle size distribution can provide information on the flexibility of
the monomers and monomer chains. As compared to other sys-
tems, here every small loops is elastically active due to the high
degree of acrylate monomers. We observe a linear relationship
between crosslinks and the glass temperature. We also observed
a linear relationship between crosslinks and the Young’s modulus
which we are able to relate (up to a constant) with the resistance
of the network.
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