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A B S T R A C T

It is known that studying the differentiation of cognitive abilities is associated with many methodological
challenges. In the recent years, methods have been developed to address these challenges. However, these
methods require that the item scores of an intelligence test are combined into a composite score which may
affect the power to detect the differentiation effect or even produce spurious results. Therefore, in this study, an
item level approach is presented that can be used to simultaneously test for ability differentiation, age differ-
entiation, and age differentiation-dedifferentiation. The new method is investigated in two small simulation
studies, and applied to the standardization data of the Hungarian WAIS-IV. Results indicate that the ability
differentiation effect is consistently present in the items of the WAIS-IV while there is no consistent age dif-
ferentiation and/or age differentiation-dedifferentiation effect.

In 1927, Charles Spearman published one of his seminal books on
intelligence. In this book, it was shown that the correlations among
various intelligence measures were larger for a sample of children di-
agnosed with learning difficulties than for a sample of children without
such a diagnosis. On the basis of these results, Spearman formulated
what is now known as ‘Spearman's Law of Diminishing Returns’, or
‘ability differentiation’ which postulates that the general intelligence
factor, g, explains less individual differences in intelligence for in-
creasing levels of g.

Ever since this postulation by Spearman (1927), research has been de-
voted to study the differentiation effect in more depth. In earlier attempts,
subgroups differing in g were being compared in their g-variance or g-
loadings. The g-subgroups were operationalized by either splitting observed
intelligence subtest scores (e.g., Deary et al., 1996; Detterman&Daniel,
1989), factor scores (Carlstedt, 2001; Reynolds &Keith, 2007) or by using
existing groups that are known to differ in g (e.g., Detterman&Daniel,
1989; Spearman, 1927; te Nijenhuis &Hartmann, 2006). However, it has
been argued that the use of g-subgroups is suboptimal as – depending on the
way these subgroups are created – it will produce confounded results or
results that depend on arbitrary decisions concerning the criterion on which
the subgroups are formed (Molenaar, Dolan, Wicherts, &Van der Maas,
2010; Murray, Dixon, & Johnson, 2013).

Due to this challenge of creating subgroups, more recent studies
have used tests for the ability differentiation effect in which no g-sub-
groups are created. Most notably, Tucker-Drob (2009) and Molenaar,
Dolan, and Verhelst (2010) proposed the idea to operationalize the
ability differentiation effect as the quadratic effect of g. As a result, the
regular (linear) effect of g can be stronger or weaker for larger values of
g depending on the direction of the quadratic g-effect. It can be shown
that this approach is similar to the mixture approach by Reynolds,
Keith, and Beretvas (2010) and equivalent to the moderation approach
by Molenaar et al. (2010).1 In addition, the more traditional multi-
group approaches discussed above in essence also test for a non-linear
effect of g as these more traditional approaches test for an interaction
between a proxy for g (i.e., the splitted subtest score, the splitted factor
scores variable, or the existing groups variable) and g itself (as oper-
ationalized by a factor model within each group). That is, the tradi-
tional approaches test for a non-linear effect of g as well as the newer
methodology.

As the differentiation effect can thus be seen as a non-linear effect of
g, one important challenge to all approaches above remains. This
challenge is referred to as ‘scaling’. By scaling we refer to the scale of
the composite scores as defined by the items of a subtest. By composite
scores we refer to any observed measure that is constructed to
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summarize the performance of the subjects on the items of a subtest.
Examples of composite scores include summed item scores (sum scores)
and age standardized sum scores. The scale of these composite scores
depends on the psychometric properties of the items in the subtest from
which the composite scores are calculated. That is, the composite scores
from a subtest with many items has a different scale than the composite
scores from a subtest with fewer items, and the composite scores from a
subtest with more difficult items has a different scale than the com-
posite scores from a subtest with fewer difficult items. These psycho-
metric properties define the scale of the composite scores: it defines
how far two subjects are apart on the underlying latent ability scale
(e.g., working memory) if the subjects differ only by one point on the
composite score. That is, it defines how much two subjects differ in
ability if one subject has a composite score of for instance 8 and the
other subject has a composite score of 7.

The exact scaling of the composite scores is important as the dif-
ference between a composite score of 7 and 8 may not imply the same
difference in the underlying latent ability as compared to the difference
between a composite score of 5 and 6. The units of the composite score
scale are defined by the position of the item difficulties on the latent
ability scale. See Fig. 1 for an illustration of this point for the sum score
(summed item scores): If the item difficulties are proportionally dis-
tributed across the latent ability scale (left plot in Fig. 1), then the
difference between a sum score of 7 and a sum score of 8 imply the
same difference in latent ability as compared to the difference between
a sum score of 5 and a sum score of 6. However, if the item difficulties
are disproportionally distributed across the ability scale, the difference
between a sum score of 7 and a sum score of 8 does not necessarily
imply the same difference in ability as compared to the difference be-
tween a sum score of 5 and 6. Note that a ceiling effect is the extreme
example of the disproportionality case in Fig. 1 in which there are so
many easy items that a substantial part of the subjects obtains the
highest possible sum score.

As can be seen in Fig. 1 (right), the scale of the sum scores from a
given subtest may already include some non-linearity due to the psy-
chometric properties of the items in that subtest. That is, because in
Fig. 1 (right), there are somewhat less difficult items, the unit of the
sum scores is larger for higher abilities than for lower abilities. There-
fore, in a test on ability differentiation, the sum score from Fig. 1 (right)
will spuriously display the ability differentiation effect. Not because
ability differentiation is truly in the data, but because the non-linearity
in the sum score scale will be wrongfully detected as non-linearity due
to ability differentiation. As a result, to be able to test for non-linear
effects due to ability differentiation in the sum scores, possible non-
linearity due to the psychometric properties of the items should be
taken into account (see also Tucker-Drob, 2009). We will demonstrate
this later in a simulation study for sum scores and for age standardized

sum scores.
The above argumentation holds for all procedures that are based on

a transformation of summed item scores, for instance, age standardized
sum scores. That is, age standardization procedures can be seen as age-
specific transformations of summed item scores. Such age-specific
transformations only remove the main effect of age from the data, but
these transformations do not remove the possible effects of non-line-
arity due to the psychometric properties of the items. The only way to
account for the properties of the items is to have transformations of the
item scores that explicitly take into account the difficulty of the items
that are solved correctly.

Some researchers have used Rasch calibrations to account for
scaling issues. For instance, researchers may administer many items in a
pilot study and only select a subset of the items that have proportional
item difficulties. Such calibrations are certainly valuable in test con-
struction, however in the case of testing for ability differentiation, such
calibrations may remove non-linearity that is due to the ability differ-
entiation effect. That is, if differentiation is in the data, but this effect is
not taken into account during calibration, the item difficulties are
biased (due to the differentiation effect which is not taken into account)
resulting in potentially wrong corrections of the scale removing the
differentiation effect.

Thus the problem is that 1) disproportional item difficulties may
produce spurious differentiation effects in composite scores; while 2) it
is hard to test whether a composite score is associated with a dis-
proportional scale as the item difficulties are influenced by the presence
of ability differentiation. Thus, to be fully confident that in a statistical
test on ability differentiation, the effect is a genuine differentiation
effect and not a scaling effect, the item difficulties should be explicitly
taken into account.

To solve this problem with respect to the scale dependency of the
differentiation effect, Tucker-Drob (2009) did not analyze the summed
item scores or transformations thereof, but relied on factor score esti-
mates within each of the subtests in the Woodcock-Johnson III stan-
dardization data (Woodcock, McGrew, &Mather, 2001).2 As these
factor scores are estimated by taking into account the item difficulties
(see e.g., Andersen, 1995), these factor scores are in principle free of the
exact scaling due to the item properties. In addition, Molenaar et al.

Fig. 1. An illustration of how the scale of the summed item
scores is determined by the psychometric properties of the
items. Left: the item difficulties (crosses) are located
equally spaced across the latent ability scale. As a result,
the difference between a sum score of 8 and a sum score of
7 implies the same underlying difference on the latent
ability as compared to the difference between a sum score
of 6 and a sum score of 5 (grey dashed lines). Right: the
item difficulties (crosses) are located disproportionally
across the latent ability scale. As a result, the difference
between a sum score of 8 and a sum score of 7 implies a
larger underlying difference on the latent ability as com-
pared to the difference between a sum score of 6 and a sum
score of 5 (grey lines).

2 More specifically Tucker-Drob (2009) used the ‘W-scores’. As discussed in McGrew,
LaForte, and Schrank (2014), the W-scores are linear transformations (i.e., formula 2.3 on
page 46) of the estimates of the ability parameters (Bn) and the difficulty estimates (Di)
from formula 2.1 (for dichotomous data) and from formula 2.2 (for polytomous data).
Therefore, these W-scores are a direct transformation of the so-called ‘factor scores’ (or
‘ability estimates’) in the Rasch model. Thus, we will refer to the W-scores as factor scores
(as the W-scores only differ from the factor scores in their mean and variance, but not in
their higher-order moments).
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(2010, see also Murray et al., 2013) adjusted the residual variances of
the traditional factor model.3 As a result, possible scale effect could be
absorbed in the residual variances such that the tests on differentiation
are unaffected in principle.

Although certainly useful, the above solutions are still suboptimal as
they work around the more optimal approach of testing for differ-
entiation using the raw items scores. That is, when using factor score
estimates to test for differentiation, the standard errors of these factor
score estimates are neglected in the actual differentiation tests. By ne-
glecting the standard errors, the factor scores are treated as if they are
observed quantities while they are estimations that are subject to esti-
mation error (uncertainty). As a result, the amount of uncertainty in the
factor scores is not taken into account in estimating the model para-
meters. Therefore, the confidence interval of the differentiation para-
meter (the parameter corresponding to the quadratic effect of g) will be
too narrow (as it does not include the uncertainty concerning the factor
score estimates) resulting in an increased false positive rate.
Furthermore, when using an adjustment of the residual variances to test
for differentiation (as is done by Molenaar et al., 2010), a functional
form of the adjustment is needed (e.g., a linear effect on the log-var-
iance) for which it is unclear whether this form will successfully capture
all scaling effects in the data.

Therefore, in the present paper an item level approach to study
ability differentiation is presented based on the non-linear methodology
by Tucker-Drob (2009) and Molenaar et al. (2010). In this approach,
the psychometric properties of the items in the intelligence subtests are
explicitly taken into account without the need of estimating the factor
scores first or the need of specifying a functional form for the scaling
effects. In addition, the proposed approach will also account for pos-
sible effects of age differentiation (Garrett, 1946) and age-differentia-
tion-dedifferentiation (Balinsky, 1941). The outline is as follows: first,
the item level approach is presented. Next, in two small simulation
studies it is demonstrated 1) that the item level approach does not
suffer from spurious differentiation effects while the composite score
approach does; and 2) that the item level approach is viable in terms of
parameter recovery and the power to separate ability differentiation,
age differentiation, and age differentiation-dedifferentiation effects.
Next, the item level approach is applied to the item scores of the
standardization data of the Hungarian WAIS-IV (Rózsa, Kő, Mészáros,
Kuncz, &Mlinkó, 2010).

1. Ability differentiation, age differentiation, and age
differentiation-dedifferentiation as nonlinear effects

1.1. Ability differentiation

Within the one-factor model (Molenaar et al., 2010; Tucker-Drob,
2009) and within the second-order factor model (Molenaar,
Dolan, & van der Maas, 2012; Murray et al., 2013) the ability differ-
entiation effect can be operationalized as the quadratic effect of g
(henceforth ‘g2-effect’). This non-linear effect of g is still general in the
sense that it can have either a positive effect size or a negative effect
size. For differentiation to occur, this effect should be in a certain di-
rection. That is, because the ability differentiation hypothesis predicts a
decreasing effect of g for higher levels of g, the g2-effect should be ne-
gative to be in line with this prediction. Thus, if the g2-effect is sig-
nificant, one can only speak of differentiation if the effect is negative
(i.e., has a negative regression slope/factor loading).

1.2. Age differentiation and dedifferentiation

As in the approach by Tucker-Drob (2009) age-unstandardized

scores are used, the ability differentiation effect cannot be studied in-
dependently of the so-called age differentiation and age differentiation-
dedifferentiation effects (see e.g., Arden & Plomin, 2007; Facon, 2006;
Tucker-Drob, 2009). Age differentiation (Garrett, 1946) refers to the
hypotheses that the strength of g decreases across the life span while the
age differentiation-dedifferentiation hypothesis (Balinsky, 1941) leaves
open the possibility that the strength of g increases again later in life. As
age and g are substantially correlated in age-unstandardized data,
ability differentiation effects in the data may thus in fact be due to age
differentiation effects or age differentiation effects may be due to ability
differentiation effects. It is therefore of importance to add the effects of
age differentiation and age differentiation-dedifferentiation to our
modeling.

With respect to age-differentiation, Tucker-Drob (2009) discussed
how this effect can be operationalized by an interaction between age
and g (‘age × g-effect’; see also Molenaar, Dolan, Wicherts, et al., 2011)
on the composite scores. As age-differentiation predicts a decreasing
effect of g for increasing levels of age, the age × g-effect should also be
negative to be in line with this prediction. Finally, Tucker-Drob (2009)
operationalized the age-differentiation-dedifferentiation effect by an
interaction between quadratic-age and g (‘age2 × g-effect’). The age-
differentiation-dedifferentiation effect predicts a decrease in the effect
of g for the earlier ages, but an increase in the effect of g for the later
ages, therefore, the age2 × g-effect should be positive to be in line with
this prediction. In the case of age-differentiation-dedifferentiation, it is
possible that both an age × g-effect and an age2 × g-effect are present.
In that case, the age2 × g-effect should be positive (to ensure that the
differentiation occurs at the earlier ages and the integration at the later
ages instead of the other way around), but the age × g-effect might be
positive (i.e., not negative as predicted by the age-differentiation effect)
indicating that the differentiation effect for the early ages is weaker
than the dedifferentiation effect at the later ages. In addition, the
age × g effect might be negative, indicating the opposite (i.e., the
differentiation effect being stronger than the integration effect).

1.3. The present item-level model

Ideally, the above methodology is applied to the full factor model of
intelligence. However, this would result in a highly complex model with
at least three layers of factors, see Fig. 2 for a schematic representation
of the full factor model of intelligence subject to differentiation. Be-
cause of the complexity of this full differentiation model, researchers
have relied on aggregating over the first layer(s) of factors in the factor
model by calculating composite scores. For instance, Tucker-Drob
(2009) used factor scores for the first layer of factors (denoted ‘common
factors’ in the full factor model for differentiation in Fig. 2) and aver-
aged these for the common factors measuring the same broad factor.
The resulting variables constituted a composite score for the broad
factors. Next, these composite scores were submitted to the model de-
scribed above resulting in the model in Fig. 3.

Due to the challenges with the scale of composite scores discussed
above, in the present study, we will not rely on composite scores.
Instead, we will specify an explicit modeling approach at the item level
of the full factor model of intelligence in Fig. 2. Specifically, we will
specify a simultaneous model for the item scores and the differentiation
effects. As the item scores of intelligence tests items are discrete (e.g., 0,
1, or 0, 1, 2, 3), we cannot use the standard factor model for the items
(i.e., the linear factor model for continuous variables as used above).
Therefore, we use the discrete factor model (Takane & De Leeuw, 1987;
Wirth & Edwards, 2007). Comparable to the standard one-factor model,
the discrete one-factor model contains factor loadings which model the
relation between a given item and the cognitive ability (common
factor). In addition, the discrete one-factor model contains threshold
parameters which model the difficulty of a given item (i.e., the degree
to which people succeed on that item). An item can have multiple
thresholds depending on the number of score categories (i.e., the

3 Specifically, the residual variances were adjusted to be heteroscedastic instead of
homoscedastic.
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number of thresholds is equal to the number of score categories minus
one; e.g., for 2 categories, correct and false, an item has only one
threshold, but for 3 categories, the items has 2 thresholds).

Within the discrete one-factor model, we introduce the non-linear
effects using the specification as graphically presented in Fig. 4 (see
Appendix A for the technical details of the model). We focus on the
differentiation effects in the items of the same cognitive ability. That is,
as we focus on the first layer in the full factor model of intelligence
(Fig. 2) which does not contain g explicitly, we operationalize the
ability differentiation effect not as a quadratic effect of g, but as a
quadratic effect of cognitive ability (ability2-effect). Note that this effect
thus contains both differentiation effects due to g and differentiation

effects due to the cognitive ability specific factors. Similarly, we oper-
ationalize the age differentiation effect by an interaction between age
and the cognitive ability (age × ability-effect), and we operationalize
the age-differentiation-dedifferentiation effects an interaction between
age-squared and the cognitive ability (age2 × ability-effect). These
non-linear effects are common to all individual variables (in this case
item). That is, if cognitive abilities truly show a differentiation effect,
we expect this effect to be evident in all items of that cognitive ability.
That is, we test for differentiation effects in the common factors and not
in the individual items.

Similarly as in the model for composite scores in Fig. 3, ‘ability’ (and
‘g’ in the model for composite scores) does not contain any age variance

Fig. 2. The full factor model of intelligence subject to ability differentiation, age-differentiation, and age differentiation-dedifferentiation. The number of items, common factors, and
broad factors are smaller than in the actual study. Circles represent latent variables, or interactions of latent variables. Single border boxes represent observed variables.

Fig. 3. Schematic representation of the non-linear factor
model used by Tucker-Drob (2009) to test for ability and
age differentiation in the case of 3 composite broad factor
scores (corresponding to the broad factors in Fig. 2). Circles
represent latent variables, or interactions of latent vari-
ables. Single border boxes represent observed variables,
and double border boxes represent scores that are a com-
posite of multiple item scores.
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as this variance is partialled out by regressing the common factor on age
(or by regressing the composite scores on age as in the model for
composite scores). Because, in the item level model in Fig. 4, we regress
age out at the latent level, we assume that there are no item specific age
effects (all age effects run through the common factor). That is, the
model assumes measurement invariance across age (the factor loadings
and thresholds in the item model are invariant across age) which should
be tested prior to fitting the model. We illustrate this in the application
to the Hungarian WAIS-IV later.

In the two short simulation studies below, it is illustrated that
spurious differentiation effects can arise in the composite score ap-
proach (Study A) but not the item-level approach (Study B). In addition,
it is shown that the different differentiation effects are well separable in
the item-level approach (Study B).

2. Simulation study

2.1. Study A: spurious differentiation effects due to scale properties

In this simulation study, we demonstrate the principle illustrated in
Fig. 1. That is, Tucker-Drob (2009) showed visually how spurious dif-
ferentiation effects can arise in raw sum scores if the item difficulties
are disproportionally distributed across the latent ability scale. Here we
demonstrate the same, but explicitly considering a statistical test on the
differentiation effect to show that the spurious effects are indeed de-
tectable and increase the false alarm rate (Type I error rate). In addition
to the spurious effects in the raw sum scores, we also show that age
standardized scores suffer from approximately the same increase in
false alarm rate.

2.2. Design

Data are generated without differentiation effects for 1000 persons
and 4 subtests each consisting of 25 binary items. The correlation be-
tween the common factor (cognitive ability) and age was 0.4. For the
items, we used factor loadings of 1 for the odd items, and factor load-
ings of 1.5 for the even items. As we have 25 binary items, we have 25
thresholds (as each item only has one threshold). For these 25

thresholds, we considered two conditions. In the ‘disproportional scale
condition’, we chose 9, 7, 5, 3 and 1 equally spaced values (i.e., in total
25) in the intervals [−2,−1), [−1,0), [0,1), [1,2), and [2,3] respec-
tively.4 Note that as a result, there are a disproportional number of
smaller thresholds, reflecting that there are a disproportional number of
easy items. This disproportional distribution of the item thresholds re-
sults in different reliabilities across the ability scale, that is, for the
lower abilities (below the mean ability) reliability (Cronbach's Alpha)
equals around 0.64 and for the higher abilities (above the mean ability)
the reliability is around 0.55. In the ‘proportional scale condition’, we
chose 25 equally spaced values in the interval [−2,2] such that there is
a proportional number of easy items.

In the simulation study, we analyze the raw sum scores (summed
item scores) and the age standardized scores. The age standardized
scores are obtained by splitting the age variable in 10 equally sized
groups (i.e., N = 100 in each group). Within each group, the raw sum
scores are standardized using the mean and standard deviation of the
scores within that group. As a result, the raw age variable (i.e., the
uncategorized age variable) was uncorrelated with the 4 raw sum score
variables. For each condition in the simulation study, we simulated 100
datasets. We fit the model in Fig. 2 to the four raw sum score variables
and the four age standardized sum score variables using Mplus
(Muthén &Muthén, 2010).

2.3. Results

Table 1 contains the proportion of datasets in which the ability2-
effect (ability differentiation), the age × ability-effect (age differ-
entiation), and the age2 × ability-effect (age differentiation-integra-
tion) was significant for a level of significance of 0.05 in the case of a
disproportional scale (disproportional number of easy items) and in the
case of a proportional scale. As in this simulation study, the data do not
contain any differentiation effects, we refer to these proportions as
‘false alarm rates’.

Fig. 4. Schematic representation of the non-linear item level model used in the present study to test for ability and age differentiation in the case of 6 common factors (corresponding to
the common factors in Fig. 2). Circles represent latent variables, or interactions of latent variables. Single border boxes represent observed variables, and double border boxes represent
scores that are a composite of multiple item scores. The items are explicitly treated as discrete variables, as a result, the residual variances are fixed parameters (but they are depicted in
the figure nevertheless). Note that ‘ability’ represents the common variance of all items after partialling out the effects of age. See Appendix A for the technical details about this model.

4 [−2,1) means that −2 is in the interval but −1 is not. So in this case (9 equally
space values), we use the following numbers (rounded to 1 decimal place): −2.0, −1.9,
−1.8, −1.7, −1.6, −1.4, −1.3, −1.2, and −1.1.
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2.3.1. Disproportional scale
As can be seen in the table, for a disproportional scale, both the raw

sum scores and the age standardized sum scores are associated with
false alarm rates that are close to the level of significance (0.05) for the
age × ability-effect and the age2 × ability-effect. This indicates that no
spurious effects are detected. For the ability differentiation effect
however, that is, the effect of ability2, both the raw sum scores and the
age standardized sum scores are associated with very large false alarm
rates (between 0.88 and 0.94) indicating that in a large proportion of
the datasets ability differentiation effects are detected while they are
not in the data.

2.3.2. Proportional scale
In the case of a proportional scale, the raw sum scores are associated

with false alarm rates that are close to the level of significance for any
of the effects (i.e., ability2, age × ability, and/or age2 × ability). This
indicates that there are no spurious effects detected in the data. For the
age standardized scores, the false alarm rates are even systematically
smaller than the level of significance for the age differentiation
(age × ability) and the age differentiation-dedifferentiation effect
(age2 × ability). This is due to the age variance being largely removed
from the data by the standardization procedure.5

3. Study B: viability of the item level model

3.1. Design

A second series of simulations were intended to demonstrate that
the item level analysis does not suffer from spurious differentiation
effects in the case of a disproportional scale. In addition, the separ-
ability of the age and ability differentiation effects is studied. To this
end, we simulated item level data according to Fig. 4 or a subtest
consisting of 25 items and responses of 1000 persons using the same
disproportional scale as in simulation study A (i.e., we used the same
values for the threshold parameters as discussed above). Next, differ-
entiation effects are introduced in the data according to a fully crossed
design for the ability2-effect, the age × ability-effect, and the
age2 × ability-effect. Each of these effects were either 0 indicating the
absence of this effect, or −0.3 (ability2-effect and the age × ability-
effect) or 0.3 (age2 × ability-effect) indicating the presence of the
corresponding effect. Note that the parameters are chosen in such a way

that they are consistent with respectively ability differentiation, age
differentiation, and age differentiation-integration. All other para-
meters were equal to the parameters used in the first simulation study.
We again simulated 100 datasets. To each dataset, we fit the model in
Fig. 4. All models are fit in Mplus (Muthén &Muthén, 2010). The syntax
to fit the model can be found in Appendix B.6

3.2. Results

Table 2 contains the proportion of the datasets for which the
ability2-effect (ability differentiation), the age × ability-effect (age
differentiation), and the age2 × ability-effect (age differentiation-in-
tegration) were significant at a level of significance of 0.05 in the
various conditions of this simulation study. As for all but one of the
conditions, the data do contain one or more of the effects, we refer to
these proportions as ‘detection rates’. As can be seen from the table, if
none of the effects are present, the detection rates (or false alarm rates
in this specific case) are all close to the level of significance indicating
that no spurious effects are detected. Note that we used the same dis-
proportional scale as in simulation study A above for which the sum
scores and the age standardized scores were shown to be heavily biased.
From the table it can also be seen that all effects are well separable.
That is, if an effect is absent (indicted by a ‘0’ in the table) the detection
rate approaches the level of significance (0.05) for that effect. In ad-
dition, if an effect is in the data (indicated by a ‘1’ in the table), the
detection rates are mostly acceptable (0.8 or larger). Some cases how-
ever stand out, for instance, if the ability2-effect is the only effect in the
data, the detection rate is only moderate (0.7). In addition, if the
ability2-effect is in the data together with a age2 × ability-effect, the
detection rate is also moderate (0.74). For all other combinations of
effects, the detection rates are considered acceptable.

4. Conclusion

It has been shown that testing for differentiation in the raw sum
scores and age standardized sum scores can produce spurious effects for
ability differentiation, but not for age differentiation or age differ-
entiation-dedifferentiation. In addition, it has been shown that the item
level approach does not suffer from such a bias. In addition, in the item
level approach the different effects are well separable such that ability
differentiation effects can be detected validly even in the presence of

Table 1
False alarm rates for the ability2-effect (ability differentiation), the age × ability-effect (age differentiation), and the age2 × ability-effect (age differentiation-integration) in the case of a
disproportional scale (disproportional number of easy items) and in the case of a proportional scale.

Scale Measure Subtest ability2 age × ability age2 × ability

Disproportional Raw sum scores 1 0.90 0.07 0.06
2 0.88 0.09 0.13
3 0.93 0.09 0.03
4 0.94 0.08 0.11

Age standardized sum scores 1 0.89 0.00 0.02
2 0.88 0.01 0.03
3 0.91 0.00 0.01
4 0.94 0.00 0.01

Proportional Raw sum scores 1 0.09 0.04 0.10
2 0.03 0.03 0.07
3 0.06 0.05 0.06
4 0.05 0.07 0.09

Age standardized sum scores 1 0.06 0.00 0.00
2 0.03 0.00 0.01
3 0.08 0.00 0.02
4 0.06 0.00 0.00

5 In an additional simulation study (results available on request), we established that if
all differentiation effects are in the data, detecting age differentiation and age differ-
entiation-dedifferentiation using age standardized scores is associated with a large de-
crease in power as compared to the raw sum scores.

6 The Mplus code in the appendix is given for 15 items. The length of the Mplus code
increases rapidly for an increasing number of items, therefore, we also wrote an R-script
that can be used to generate the Mplus scripts for a different number of items. This R-
script can be found on the website of the first author.
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age differentiation or age differentiation-dedifferentiation.

5. Application

5.1. Data

In this section, we analyze the item scores of the standardization
data of the Hungarian WAIS-IV (Rózsa et al., 2010). The Hungarian
WAIS-IV contains 17 subtests which are completed by 1112 persons
with ages between 16 and 90. Table 3 provides an overview of the
properties of the items within each subtest. First, the table contains the
number of items, Cronbach's Alpha, and the number of score categories
of the items. In addition, we fit a discrete one-factor model to the item
level data of each subtest (using weighted least squares in Mplus) to see
whether the item scores are unidimensional. We consulted the RMSEA
(good fit: smaller than 0.05; acceptable fit: between 0.05 and 0.08; and
poor fit: larger than 0.08), the CFI and the TLI (good fit: larger than
0.97; acceptable fit: between 0.97 and 0.95; and poor fit: smaller than
0.95) to assess the fit of the one-factor model (see Schermelleh-Engel,
Moosbrugger, &Müller, 2003). Using these fit indices, it can be con-
cluded that only VO violates uni-dimensionality according to all in-
dices. For three subtests (i.e., SI, DSf, and LN) only one or two of the fit
indices indicates a violation of unidimensionality. For the other subt-
ests, the one-factor model fits acceptable or good according to all fit

indices. In the interpretation of the differentiation results below, these
results should be kept in mind. That is, if the VO subtest (which clearly
violates unidimensionality) is associated with results that stand out
from the results of the other subtests, this could be due to the violation
of unidimensionality.

As pointed out by an anonymous reviewer, given the age range
within the present dataset (16–90), no age differentiation is to be ex-
pected in the present application as age differentiation is generally
hypothesized to occur earlier in life. However, from our perspective,
age dedifferentiation can still be present in the data as dedifferentiation
is hypothesized to occur later in life. Therefore, in the present appli-
cation, we do include the age x ability and age2 x ability-effects.

5.2. Results

5.2.1. Measurement invariance across age
As the data are heterogeneous with respect to age, we test for

measurement invariance (i.e., invariance of the factor loadings and the
intercepts) across age to justify analyzing the age effects at the level of
the common factor (cognitive ability) instead of having item specific
age effects. To this end, we use the following 13 age categories: 16–17
(N = 100); 18–19 (N = 102); 20–24 (N = 100); 25–29 (N = 100);
30–34 (N = 100); 35–44 (N = 100); 45–54 (N = 102); 55–64
(N = 101); 65–69 (N = 100); 70–74 (N = 51); 75–79 (N = 53); 80–84
(N = 50); and 85–90 (N = 53). These categories have been constructed
as part of the stratified sampling scheme in the collection of the stan-
dardization data. For the ages smaller than 70, approximately 100
subjects were tested in each age group, and for the ages of 70 and
higher, approximately 50 subjects were tested in each age group. The
age groups are constructed in such a way that they grasp the relevant
developmental information (e.g. 16–17 or 18–19 ranges are narrower
as the development of cognitive system is increased).

To the data we fit three models:

Model 1: The factor loadings and the intercepts are free across age
groups;
Model 2: The factor loadings equal across age groups while al-
lowing for a difference in the variance of the factor;
Model 3: Both the factor loadings and the intercept parameters are
equal across age groups while allowing for both a difference in the
variance and the mean of the factor.

To decide on which model is the best fitting, we consider the com-
parative model fit indices AIC and BIC. Results are in Table 4. As can be
seen, for all subtests, Model #3 fits best according to the AIC and BIC,

Table 2
Detection rates for the ability2-effect (ability differentiation), the age × ability-effect (age
differentiation), and the age2 × ability-effect (age differentiation-integration) for the
various data conditions.

Data Hit rates

ability2 age × ability age2 × ability ability2 age × ability age2 × ability

0 0 0 0.03 0.04 0.05
0 0 1 0.06 0.05 0.89
0 1 0 0.02 0.97 0.04
0 1 1 0.04 0.91 0.88
1 0 0 0.70 0.02 0.04
1 0 1 0.74 0.03 0.92
1 1 0 0.78 0.92 0.04
1 1 1 0.81 0.93 0.89

Table 3
Number of items (n), Cronbach's Alpha, number of categories (C), and the RMSEA, CFI,
and TLI fit measures for a discrete one-factor model for each of the subtests of the
Hungarian WAIS-IV.

Subtest n Alpha C RMSEA CFI TLI

BD: Block Designa 13 0.84 2 0.05 0.99 0.99
SI: Similarities 20 0.84 3 0.06 0.94 0.94
DSf: Digit Span forwardsa,b 6 0.70 3 0.09 0.99 0.98
DSb: Digit Span backwards 8 0.72 3 0.07 0.99 0.98
DSi: Digit Span inverse 8 0.76 3 0.08 0.99 0.98
MR: Matrix Reasoning 26 0.91 2 0.02 1.00 0.99
VO: Vocabulary 45 0.92 3c 0.09 0.73 0.71
AR: Arithmetica 21 0.87 2 0.05 0.95 0.94
SS: Symbol Searchd – – – – – –
VP: Visual Puzzles 26 0.90 2 0.02 0.99 0.99
IN: Informationa 29 0.91 2 0.04 0.98 0.97
LN: Letter-Number sequencingb 9 0.78 4 0.09 0.97 0.96
FW: Figure Weights 27 0.90 2 0.04 0.98 0.97
CA: Cancelation 22 0.86 3 0.04 0.96 0.96
CM: Comprehensiond – – – – – –
PC: Picture Completion 24 0.86 2 0.02 0.99 0.99
CO: Codingd – – – – – –

a The first item is omitted from the analyses as too few participants failed on this item.
b The final item is omitted from the analyses as too few participants succeeded on this

item.
c For VO, the first 3 items only contain 2 categories.
d These subtests do not consist of individual items.

Table 4
Fit indices for the three models considered in the test on measurement invariance across
age.

Subtest Model 1 Model 2 Model 3

BIC AIC BIC AIC BIC AIC

BD 16,333 14,889 15,730 14,817 15,145 14,774
SI 26,017 24,122 25,102 23,989 24,267 23,936
DSf 7491 6408 6970 6308 6447 6207
DSb 7769 6691 7260 6598 6774 6533
DSi 8325 7242 7790 7128 7273 7033
MR 24,802 21,418 23,095 21,210 21,353 20,972
VO 66,987 61,307 64,190 60,971 62,674 61,922
AR 15,767 13,425 14,560 13,237 13,415 13,114
VP 23,225 19,971 21,478 19,663 19,799 19,428
IN 28,326 24,937 26,644 24,759 25,881 25,500
LN 10,094 8840 9559 8782 8978 8679
FW 21,124 17,863 19,380 17,563 17,708 17,341
CM 38,802 35,829 37,293 35,579 35,994 35,542
PC 25,783 22,659 24,139 22,394 22,714 22,353

Note. For each subtest, the best value of the AIC and BIC fit index is in bold face.
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with the exception that for subtests VO and IN Model #2 is identified as
the best fitting by the AIC. However, as for these subtests, the BIC in-
dicates still that Model #3 is the better fitting model we also accept
Model #3 for these subtests. We thus conclude that for all subtests, the
age effects can be modeled at the level of the factor as there are no
substantial item specific effects.

5.2.2. Results for the item level differentiation model
Parameter estimates, standard errors, and Z-statistics of the ability2-

effect, the age × ability-effect, and the age2 × ability-effect are in
Table 5 for each subtest. As can be seen for the ability2-effect, the effect
is in the direction predicted according to the ability differentiation
hypothesis for all subtests (i.e., a negative effect). Using a conservative
two-sided 0.01 level of significance (lower critical bound: Z = −2.58),
10 out of the 14 subtests are significant.

As the age differentiation effect (i.e., the age × g-interaction) can
only be interpreted in the light of the presence of absence of an
age2 × ability-effect, we first consider the results concerning this latter
effect. For the age2 × ability-effect, it can be seen from the table that
not all effects are in the predicted direction (i.e., a positive estimate). As
indicated by a conservative two-sided 0.01 level of significance (lower
critical bound: Z = −2.58; upper critical bound: Z = 2.58), 2 out of
the 14 subtests are significant. Next, as most of the age2 × ability-ef-
fects are not significant we can interpret the age × ability-effect on its
own. It can be seen that not all effects are in the predicted direction
according to the age differentiation hypothesis (i.e., a negative effect).
In addition, using a conservative two-sided 0.01 level of significance
(lower critical bound: Z =−2.58; upper critical bound: Z = 2.58),
only 2 out of the 14 subtests are significant. These two subtests are two
different subtests than those that showed the age2 × ability-effect.

6. Discussion

The present undertaking indicated that for all subtests studied, the
ability differentiation effect was in the direction as hypothesized by
Spearman (1927). For the majority of the subtests studied (10 out of 14)
this effect was also statistically significant. For the age differentiation,
and age differentiation-dedifferentiation hypothesis no evidence was
found. That is, the effects were not in the predicted direction for most of
the subtests and the effects were insignificant for the majority of the
subtests (2 out of 14 for both effects). However, as already mentioned,
given the age range within the present dataset (16–90), no age differ-
entiation was to be expected as age differentiation is generally hy-
pothesized to occur earlier in life. But with respect to age

dedifferentiation, the results are interesting as we did not find con-
vincing evidence for the effect while the effect is hypothesized to occur
for the older ages covered by the present data. This absence of an age
dedifferentiation effect is in line with the null findings by, for instance,
Tucker-Drob (2009) in the Woodcock-Johnson III standardization data
and Niileksela, Reynolds, and Kaufman (2013) in the WAIS-IV US
standardization sample. However, as pointed out in Niileksela et al. the
finding of age dedifferentiation in previous research may be due to
severe cognitive decline or dementia of which both are exclusion cri-
teria in drawing standardization samples. This may explain why
Tucker-Drob, Nileksela et al., and the present study did not find age
dedifferentiation.

In general, we thus conclude that we found evidence for ability
differentiation at the item level data of the Hungarian WAIS-IV. As we
focused on the item level of the full factor model of intelligence, these
results indicate that for a given subtest (e.g., Block Design), the ability
measured by that subtest (Block Design ability) explains less variance in
the item scores for higher levels of that ability. We thus focused on
differentiation across the narrow abilities. Note that these narrow
abilities also include variance due to higher-order abilities (e.g., per-
ceptual organization) and variance due to g. Thus, our results do not
distinguish between ability differentiation across g, across higher-order
abilities, or across narrow abilities. This is thus a ‘cost’ of the item level
approach. However, as the item level approach takes the scaling of the
intelligence measures explicitly into account, the scaling confound in
testing the differentiation effect can be ruled out. Therefore, we can
interpret the effect as a genuine ability differentiation effect which we
see as a clear benefit of the present approach.

The cause of the ability differentiation effect (i.e., the process that
underlies the effect) is still a topic of investigation. In the literature,
mechanisms have been proposed that describe how the differentiation
effect arises in intelligence test data. In the ‘minimal cognitive archi-
tecture’ mechanism by Anderson (1992), the ability differentiation ef-
fect arises due to differences in the algorithms that are implemented in
the cognitive system by high g subjects, while low g subjects adopt one
and the same algorithm. Another example is the ‘economic investment’
metaphor by Brand (1984) in which high g subjects are compared to
rich people who can spend their money to many different things, while
low g subjects are compared to poor people who can spend their money
only to the basics (e.g., food and rent). In behavior genetics, an ex-
planation for the ability differentiation effect is given by differential
heritability across g (e.g., Brant et al., 2013; Detterman,
Thompson, & Plomin, 1990). More recently, two related explanations
have been proposed for the ability differentiation effect. First, in

Table 5
Parameter estimates standard errors and Z-statistic for the ability2-effect (ability differentiation) the age × ability-effect (age differentiation) and the age2 × ability-effect (age differ-
entiation-integration) in the items of the subtests of the Hungarian WAIS-IV.

Subtest ability2 age × ability age2 × ability

Est SE Z Est SE Z Est SE Z

BD −0.23 0.02 −9.42 −0.09 0.06 −1.66 −0.06 0.05 −1.11
SI −0.03 0.03 −0.86 0.12 0.04 2.76 0.07 0.04 1.86
DSf −0.19 0.01 −13.36 0.05 0.03 1.44 0.04 0.08 0.48
DSb −0.17 0.01 −19.33 0.01 0.01 0.80 0.01 0.02 0.73
DSi −0.20 0.00 −66.33 0.00 0.00 0.33 0.01 0.00 2.00
MR −0.15 0.03 −5.63 0.01 0.05 0.16 −0.12 0.04 −3.11
VO −0.06 0.02 −2.75 0.09 0.08 1.13 −0.05 0.05 −1.04
AR −0.16 0.02 −7.57 0.01 0.03 0.32 −0.04 0.03 −1.31
VP −0.20 0.03 −7.69 −0.05 0.05 −1.13 −0.11 0.04 −3.11
IN −0.004 0.04 −0.11 0.24 0.08 2.87 −0.06 0.04 −1.49
LN −0.18 0.02 −7.95 −0.04 0.04 −0.83 0.01 0.04 0.12
FW −0.19 0.02 −9.25 −0.01 0.06 −0.19 0.03 0.05 0.65
CM −0.04 0.02 −1.81 0.06 0.03 1.65 −0.02 0.03 −0.64
PC −0.08 0.03 −2.52 0.12 0.06 2.05 −0.03 0.05 −0.67

Note. BD: Block Design SI: Similarities DSf: Digit Span forwards DSb: Digit Span backwards DSi: Digit Span inverse MR: Matrix Reasoning VO: Vocabulary AR: Arithmetic VP: Visual
Puzzles IN: Information LN: Letter-Number sequencing FW: Figure Weights CM: Comprehension PC: Picture Completion.
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process overlap theory (Kovacs & Conway, 2016) differentiation is as-
sumed to arise because high ability subjects use more specialized pro-
cesses (processes with less overlap) than the lower ability subjects. As
discussed by Detterman, Petersen, and Frey (2016), in a related theory
referred to as system theory (Detterman, Petersen, & Frey, 2001), ability
differentiation arises because low ability subjects have weaker central
elements in their cognitive system which mask the differences in their
less central elements (i.e., the differences in the less central elements
are not expressed in the observed scores). For high ability subjects with
stronger central elements, the difference in the less central elements are
more apparent and thus result in more individual specific variability
(and thus relatively less common variability) for the high ability sub-
jects. Thus, as the number of explanations for the differentiation effect
is increasing, it might be an interesting next step to combine the the-
ories above into a single comprehensive theoretical framework from
which the ability differentiation effect can be interpreted.

In contrast to the above substantive explanations for the ability
differentiation effect, there is also an alternative explanation based on
selection. Specifically, the differentiation effect might occur due to high
ability subjects being systematically under selected in the sampling
scheme of intelligence test administrations. This causes g or ability to
be a stronger source of individual differences at the lower end of the
distribution as there is more variability in g or ability as compared the
upper range of the distribution. Whether it is a realistic notion that high
ability individuals are systematically under selected is an open ques-
tion, but the above selection process does provide an explanation for
the differentiation effect and should therefore be kept in mind in in-
terpreting the effect.

The simulation studies in the present paper, demonstrating that
disproportional item difficulties may result in spurious ability differ-
entiation effects in the sum score but not in the item scores, were meant
as a proof of principle. Therefore, the simulations were limited in scope.
First, the simulation study was limited in that we only considered scales
with a disproportional number of easy items. For a scale with a dis-
proportional number of difficulty items, spurious effects can also arise
but in the opposite direction, that is, an ability dedifferentiation effect
(see also Tucker-Drob, 2009, who illustrates this visually). Thus, scaling
issues can affect ability differentiation results in three ways:

1) A scale with a disproportional number of easy items may produce
ability differentiation effects that are not in the data (spurious ef-
fects).

2) A scale with a disproportional number of difficult items may pro-
duce ability differentiation effects in the opposite direction from the
theory (spurious effects).

3) A scale with a disproportional number of difficult items may mask
(‘cancel out’) true ability differentiation effects in the data (false
negative).

In ability differentiation research it is thus always advisable to use a
method to test for differentiation that takes the scale properties into
account (i.e., the difficulty of the items).

Second, in the simulation study, we considered only one

configuration for the number of easy/difficult items (i.e., we did not
manipulate the severity of the scaling issues). As a result, the question
arises whether the scaling issues we introduced are realistic and
common in practice. In Fig. 5, we plotted the proportion correct for
each item within the seven WAIS-IV subtest that adopt a two category
item scoring. In addition, we plotted the proportion correct for each
item in the simulation study A (which illustrated that scaling issues can
result in spurious effects). As can be seen, our setup (i.e., the distribu-
tion of the proportions correct) is not more extreme than those observed
in the real WAIS-IV data. It can even be argued that our setup is rela-
tively mild as compared to e.g., the Block Design subtest (BD). In ad-
dition, question arises how the item level approach will perform if a
subtest consists of only easy items. In such a situation, the item level
approach is still feasible in the sense that no spurious results will arise.
However, the power to detect an effect will be affected (see
Molenaar & Dolan, 2014, who demonstrate this for genotype by en-
vironment interactions in item level data).

In practice, item level data are not always available to the re-
searcher. However, given the danger of spurious results in composite
scores with respect to interaction effects in general and differentiation
effects in particular, we hope that it will become more and more
common practice to share raw (item level) data (see Wicherts & Bakker,
2012). This will enable various robustness checks and sensitivity ana-
lyses so that we can hopefully come to well informed and valid con-
clusions about the differentiation effect and other kinds of interaction
effects.

Appendix A

The measurement model

Before we can specify the differentiation effects, we need a measurement model for the item scores to enable a simultaneous modeling approach
of the item properties and the differentiation effects. As discussed in the paper, because of the discrete nature of intelligence tests items, we cannot
use the linear factor model as a measurement model for the items. Therefore, we use the discrete factor model (Takane & De Leeuw, 1987;
Wirth & Edwards, 2007). In the discrete factor model, it is assumed that the discrete item scores have arisen from categorization of an underlying
normally distributed variable at specific thresholds. As a result, a linear factor model can be fit to this underlying variable, resulting in intercepts and
factor loadings similar as in more traditional factor analyses. As the intercepts and the thresholds are not simultaneously identified, we here fix the
intercepts to equal 0. We denote the scores of person p on item i by xpi, and the underlying variable by xpj*. Then, the measurement model is given by

Fig. 5. The proportions correct for the items in the seven WAIS-IV subtests (i.e., BD, MR,
AR, VP, IN, FW, and PC) that use two score categories (correct/false) as compared to the
proportions correct for the items in an example run of simulation study A (denoted ‘sim’
in the figure).
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where ηp is the common factor, λi are the item factor loadings, and τic are the item thresholds at which the underlying variable xpi* is categorized.
Note that we fixed the intercepts to 0 as these are not simultaneously identified together with the thresholds. Given the idea above, the probability of
a response in response category c, P(xpi = c | ηp), can be determined from the distribution of the underlying variable, xpi*, that is,

= = − − −+P(x c | η ) Φ(τ λ η ) Φ(τ λ η )pi p i(c 1) i p ic i p (A2)

Introducing the differentiation effects

Next, as discussed in this paper, the ability differentiation, age differentiation, and age-differentiation-dedifferentiation effects are oper-
ationalized by focusing on respectively the quadratic effect of ability, the interaction of age and ability, and the interaction of age-squared and
ability. That is, in the model for xpi above, the scores of person p on the common factor are modeled by.

= + × + × + × + × × + × ×η ν γ ω γ ω ξ age ξ age ω ξ age ωp 0 p 1 p
2

0 p 1 p p 2 p
2

p (A3)

where ωp can be interpreted as the cognitive ability factor after partialling out the age variable. In addition, ν is an intercept, γ0 is a factor loading, γ1
is the quadratic ability effect which captures the ability differentiation effect, ξ0 is the main effect of age, ξ1 is the age-ability interaction which
captures the age differentiation effect, and ξ2 is the age2-ability interaction which captures the age differentiation-dedifferentiation effect.

The full item level differentiation model is then given by Eq. (A2) in which ηpij is given by Eq. (A3). Thus the present model is a generalization of
the model by Tucker-Drob (2009) in which the Tucker-Drob (2009) parameterization of the differentiation effects are introduced at the latent level
and not at the observed variable level. If Eqs. (A2) and (A3) are combined into a single model, two additional identification constraints are needed in
addition to the standard identification constraints. That is, in Eq. (A3) ν is not identified as its effect can be captured by the thresholds, and γ0 is not
identified as its effect can be captured by the item factor loadings, λi, in A2. Therefore, ν is fixed to 0, and γ0 is fixed to 1. Note that additionally, the
traditional scale and location constraints are necessary. To this end, we fixed the mean and variance of ωp to 0 and 1 respectively.

Appendix B

The Mplus code below can be used to fit the item level differentiation model to the items of a given subtest. Here, an example is given for 15
items. As can be seen, the code increases rapidly for an increasing number of items, therefore, we wrote an R-code that can be used to generate the
Mplus scripts for a different number of items. This R-code can be found on the website of the first author.
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