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Chapter 1

Signal transduction in cells

Cells interact with their environment, whether they are a building block of higher organisms,
or free-living organisms. To successfully compete in its ecosystem, any cell has to continuously
adapt to changes in external conditions. This requires the cell to perceive changes in its envi-
ronment and subsequently generate an appropriate response to those changes, a process called
signal transduction.

Figure 1.1: Cartoon of a bacterium responding to its environment. I. A bacterium swims toward a un-
favorable zone. II. A protein within the bacterium perceives the inhibitory conditions and
becomes activated. III. Activation leads to a change in the shape of the protein. As a conse-
quence, it switches on other machinery in the bacterium: the flagellum. IV. The bacterium
turns around and swims away from the region with the unfavorable conditions.



Signal transduction in micro-organisms

Particularly for organisms as small as bacteria it is relevant to be able to respond to their sur-
roundings, because of their high surface to volume ratio. Bacteria live in environments that can
change rapidly and unpredictably in nutrient and toxin levels, acidity, temperature, osmolarity,
humidity and many other conditions. To survive, the organisms must constantly monitor the
external conditions and adapt to them.

Small environmental changes are detected and trigger changes in gene expression and motil-
ity to enhance survival. Extracellullar chemical and/or physical stimuli elicit an intracellular
response: expression and/or inhibition of genes (the genomic response), activation of the flag-
ellum (the locomotor response) and activation and/or inhibition of enzymes (the biochemical
response). As is fundamental to any cellular signaling system, the tasks performed by the under-
lying detection machinery comprise stimulus detection, signal processing (including amplifica-
tion and integration of sensory inputs) and production of appropriate responses. In the signal
transduction defined as such, two processes predominate: transmembrane signal transfer and
sensing of the environment inside the cell. In the first process, a transmembrane sensor converts
an extracellular stimulus into an intracellular response. The second process requires that the en-
vironmental conditions “enter” the cell, via molecules diffusing in passively or via permeases. In
addition, physical properties, such as light and temperature, are not halted by the cell boundary,
and can be perceived in the cell interior.

Proteins make up the sensing and signaling machinery. In bacteria signaling proteins are
built from modular components that regulate input, output and protein-protein communication.
Many signaling proteins contain characteristic transmitter and receiver domains that promote
information transfer within and between proteins. These domains function in conjunction with
a variety of (input) sensor domains and (output) effector domains. Signaling pathways are
assembled by arranging these domains in various configurations [1].

The simplest circuits have two protein components: a sensor monitoring an environmental
parameter, often located in the cytoplasmic membrane, and a cytoplasmic response regulator
that mediates an adaptive response (i.e. a change in gene expression). Such two-component
systems commonly occur in bacteria [1]. A recent analysis of prokaryotic genomes has revealed
that the majority of signal transduction systems consist of a single protein with input and output
domains, but lacking phosphotransfer domains, as typical for two-component systems. Such
one-component systems are evolutionary older and more widely distributed among prokary-
otes [2].

Sensors typically contain an N-terminal input domain coupled to a C-terminal transmitter
module. Response regulators typically comprise an N-terminal receiver module connected to
one or more C-terminal output domains. Detection of a stimulus leads to the modulation of the
signaling activity of its associated transmitter to communicate with its corresponding response
regulator. The receiver domain of the response regulator detects the incoming signal and alters
the activity of its associated output domain to trigger the response [3].

A widespread mechanism for transmitter-receiver communication involves phosphoryla-
tion and dephosphorylation reactions. Transmitters have an autokinase activity that reversibly
phosphorylates a histidine residue using phosphoryl groups of ATP. Some transmitters also
have phosphatase activity toward their receivers. The product phosphohistidine serves as a
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Figure 1.2: Schematic representation of two-component signal transduction The sensor contains an in-
put domain (light grey) and a transmitter domain (dark grey). The response regulator contains
a receiver domain (dark grey) and an output domain (light grey).

high energy intermediate for transfer of the phosphoryl group to an aspartate side chain in the
receiver. The receiver catalyzes the transfer, using the phosphohistidine as substrate. Receivers
also catalyze the hydrolytic loss of their phosphate groups [4, 5].

Usually, N-terminal transmembrane a-helices position the transmitter containing proteins
at the cytoplasmic membrane, with the transmitters projecting into the cell. Consequently, the
input domain can reside in the cytoplasm or in the periplasmic space between the inner mem-
brane and the cell wall. The primary structure of input domains differs broadly, reflecting the
wide variety of physical and chemical stimuli they detect. Communication with the transmit-
ter domain occurs via stimulus-induced conformational changes of the linker regions. Receiver
domains are generally cytoplasmic and may have DNA binding or other regulatory functions.
The receiver domain is linked to its output domain(s) via flexible linkers, implying that the re-
ceiver requires flexibility to exert control over its adjoining output domain. When assembling
signaling pathways, transmitters and receivers are well suited as circuit elements [1,5, 6].

Signal transduction in higher organisms

In multi-cellular organisms, single cells also perceive changes in their environmental conditions,
in spite of the involvement of extensive homeostatic mechanisms. Several important physiolog-
ical responses, including vision, smell and stress response involve large metabolic effects pro-
duced from a small number of input signals, such as light and the concentration of chemical
compounds. The latter includes hormones, growth factors and neurotransmitters, facilitating
communication between cells.

There are three major classes of signal transducing receptor proteins, all located at the cell
membrane. The classes comprise ion channel-linked proteins 1.3(a), enzyme-linked receptors
1.3(b), and receptors linked to a G protein 1.3(c). Receptors linked to ion channels govern their
opening and closing. The latter two classes of receptor proteins comprise three parts. The extra-
cellular domain receives and recognizes a specific signal, whereas the transmembrane domain
transmits the signal into the cell. Subsequently, the intracellular domain elicits a response, and
in many cases, amplifies the signal through a network of intracellular pathways.

As figure 1.3(b) displays, G proteins coupled receptors are heterotrimeric complexes, com-
prising an «, a 3 and a 7 subunit, with o binding a guanine nucleotide). Activation occurs via
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Figure 1.3: Schematic representation of signal transduction in eukaryotic cells. (a) Ion channel (b)
enzyme linked receptor (c) G protein linked receptor. The thick arrows indicate a signal, per-
ceived by the light grey colored sensor domains. The dark grey colored domains are the
signal transduction domains that communicate the signal further into the cell, as indicated by
the thin arrows.
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binding of guanine-tri-phosphate (GTP), in exchange with GDP. Upon GTP activation, the G
protein complex dissociates into GTP-G,, and Gg,, that both are able to activate effector pro-
teins. The hydrolysis of GTP into GDP inactivates the G protein. For example, rhodopsin binds
to the G protein transducin, when it is activated by light. Activated rhodopsin catalyzes the
exchange of GTP for bound GDP in its cognate G protein, facilitating the activation of a phos-
phodiesterase with great catalytic prowess via the release of the G, subunit. This process allows
the generation of a nerve impulse by one single photon.

Receptors for growth hormones are an example of enzyme-linked receptors, as they are
linked to tyrosine kinases. Upon binding of the hormone, the receptor proteins dimerize. For-
mation of the dimer induces autophosphorylation, and subsequently the binding of target pro-
teins to the receptor dimers, see figure 1.3(b) for a schematic representation. The target proteins
recognize the activated receptors through SH domains: these domains have a high affinity for
phosphorylated peptides. Further transduction of the signal into the cell occurs through a cas-
cade of activated tyrosine kinases [7,8].

Sensor characteristics

The biological properties of a protein molecule depend on its interaction with other molecules,
in particular specific ligands [9]. This is true for all proteins, including receptors. Sensor proteins
have two types of interactions: signal perception and signal communication.

How does a protein perceive a signal? The answer to this question depends strongly on the
type of signal. Small molecules, such as a short peptide, a nucleotide or an ion, can bind to a
specific region on the sensor protein. The specific amino acids present in this region, the binding
site, strongly influence the affinity of the sensor protein for a molecular signal. Incorporation
of a co-factor in the sensor protein extends the sensing capabilities of proteins. For example, a
heme-cofactor embedded within a protein facilitates the binding of diatomic gases, such as oxy-
gen, carbon monoxide or nitric oxide. Amino acids in the heme binding site tune the affinity of
the protein for these molecules, and thus facilitate discrimination between diatomic gases [10].
Photoreceptors provide another example: these proteins contain a light-sensitive cofactor that
undergoes a chemical reaction, activated by photon absorption. The chemical structure of the
prosthetic group, in combination with the surrounding amino acids in the protein, determine the
wavelength of the light that activates the receptor. The perception of another physical property,
temperature, can be based on an interplay between the fluidity of the cell membrane and pro-
teins attached to it [11]. In all these sensing mechanisms the structure and chemical properties
of the protein determine its specificity for a particular signal.

Following the occurrence of a perception event is the transduction of the signal further into
the cell. Binding of a signaling molecule to the sensor, or light-activation of a co-factor, can
induce a conformational rearrangement, facilitating a change in the interactions with other pro-
teins (e.g. kinases). As an example, the bacterium Sinorhizobium meliloti, a symbiont of rice,
contains a cascade to regulate the expression of nitrogen fixation genes in low oxygen concen-
trations. FixL is the heme-based sensor kinase and Fix] its regulatory partner. In the absence of
Oy FixL catalyzes the phosphorylation of Fix], thus facilitating the transcription of the nitrogen
fixation genes at low oxygen concentration. Binding of oxygen switches off the kinase activity
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of FixL. Fix] has several roles in this cascade: it serves as the substrate for the second phosphoryl
transfer and tunes the affinity of FixL for oxygen [12,13].

The sensing domain of FixL is a member of a family of protein domains involved in signal
transduction and mediation of protein-protein interactions. This family is called PAS after the
three proteins first discovered to exhibit its sequence features: Per, involved in the regulation
of circadian rhythms; ARNT, functioning as hydrocarbon detector and Sim, a developmental
regulator [14]. After this initial identification, many additional PAS domains were identified,
in all kingdoms of life. A human PAS domain was discovered in the sequence of a potassium
channel called HERG (human ether-a-go-go related gene) [15] where it controls the current of
K* through this channel via intra-protein interactions [16]. Mutations in HERG can cause a pro-
longation of cardiac repolarization, the clinical hallmark of the long QT syndrome, an inherited
disorder with a propensity for syncope and arrhythmic sudden death. Alterations in the PAS
domain can lead to defective trafficking of the protein to the cell membrane [17] and acceleration
of channel deactivation [18,19].

The example of FixL illustrates that PAS domains can function as input domain in receptor
proteins, whereas HERG shows that PAS domains also mediate interactions between protein
domains. As sensory domains, they detect a wide variety of signals, including light, oxygen
and small organic compounds. Currently, many structures of PAS domains are available, from
crystallography, NMR spectroscopy and prediction methods. As it is easily accessible for anal-
ysis by experiments, the Photoactive Yellow Protein (PYP) from Halorhodospira halophila serves
as the structural prototype for the PAS family [20]. This protein contains a chromophore, para-
hydroxy-coumaric acid, that is covalently linked to its unique cysteine. Absorption of a blue
light photon, triggers a series of events occurring at various time scales and encompassing dif-
ferent parts of the protein, resulting of the formation of a partially unfolded signaling state. On
a sub-second time scale the protein thermally relaxes back to the resting state. As the signal (i.e.
light) triggers a global conformational change, perception of the signal in PYP is closely related
to the communication of the signal.

Outline of this thesis

Similarities in amino acid sequences has led to the discovery of the PAS family. When crystal
structures of PAS domains became available, their structural similarity was striking. This ob-
servation has led to the research presented in Chapter 2, presenting the crystal structure of a
minimal PAS fold. The design of the minimal PAS fold is based on the structural prototype of
the PAS family, Photoactive Yellow Protein (PYP), via truncation of N-terminal residues that are
not part of the PAS core. Using structure based sequence alignments, we further defined the
PAS core. This definition, combined with structural ensembles generated from distance con-
straints taken from a crystal structure, served as input in Essential Dynamics analyses. These
analyses identify collective motions in protein structural ensembles. The definition of the PAS
core enabled quantitative comparison of the PAS domain flexibilities, leading to the conclusion
that PAS domains contain similar flexible regions.

The main goal of the work presented in this thesis is to provide a better understanding of
the mechanisms underlying signal perception and transduction in PAS domains. In PYP these
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processes have been the subject of many investigations, leading to a detailed description of
the events taking place during its signal transduction cycle. Due to the large range of time
scales involved, some issues required advanced molecular dynamics techniques to understand
the molecular mechanism underlying the light-triggered changes. Chapters 3 and 4 present
parallel tempering simulations of PYP in several states of its signal transduction cycle. Chapter
3 describes the prediction of the structure of the signaling state of PYP, while Chapter 4 shows
the conformational requirements for a fast recovery of the resting state.

The comparison performed in Chapter 2 requires the different protein structural ensembles
to have identical size. To achieve this, protein parts not belonging to the PAS definition were
omitted in the analysis. Chapter 5 presents a new method for the analysis of intramolecular
protein motion, called Protein Triads. After an explanation of the method and comparison with
the well-known Essential Dynamics technique, both methods are applied to a simple system
of eleven atoms moving in a hinge-bending motion, and a parallel tempering simulation of
Photoactive Yellow Protein. This chapter ends with Protein Triads analyses on two more PAS
domains, FixL and HERG, and shows that their dynamics differ.

Chapters 2-5 all investigate PAS domains in isolation. Chapter 6 describes molecular dy-
namics simulations of TraR, a quorum sensor from Agrobacterium tumefaciens. The Tra quorum
sensing system represents a one-component signaling pathway [2] with a PAS domain as input
domain. Bacteria use chemical signals to regulate gene expression at high population densi-
ties. These cell-cell communication systems require the release and detection of molecules that
can diffuse through the plasma membrane. Receptor proteins sense the concentration of these
molecules: when this concentration is above a certain threshold level activation of a specific set
of genes occurs. After sensing, the receptors activate or repress transcription of genes. These
genes may code for proteins involved in various functions, including pathogenesis, sporulation
and gene transfer. This process is referred to as quorum sensing. Our simulations show that the
auto-inducer enhances fluctuations in the protein that facilitate DNA-binding.

Since the discovery of the PAS family, knowledge on the PAS fold has expanded widely.
Chapter 7 gives an overview of the current literature on PAS domains. In addition, two appen-
dices provide general background information on protein structure (appendix A) and molecular
dynamics (appendix B), respectively.
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Chapter 2

Investigating the structure and
dynamics of PAS domains™

PAS (PER-ARNT-SIM) domains are a family of sensor protein domains involved in signal transduction in a wide
range of organisms. Recent structural studies have revealed that these domains contain a structurally conserved
alpha/beta-fold, whereas almost no conservation is observed at the amino acid sequence level. The photoactive
yellow protein, a bacterial light sensor, has been proposed as the PAS structural prototype yet contains an N-
terminal helix-turn-helix motif not found in other PAS domains. Here we describe the atomic resolution structure
of a photoactive yellow protein deletion mutant lacking this motif, revealing that the PAS domain is indeed able to
fold independently and is not affected by the removal of these residues. Computer simulations of currently known
PAS domain structures reveal that these domains are not only structurally conserved but are also similar in their
conformational flexibilities. The observed motions point to a possible common mechanism for communicating ligand
binding/activation to downstream transducer proteins.

Introduction

PAS domains are structural modules that are found in proteins in all kingdoms of life [21, 22].
The PAS module was first identified in the Drosophila clock protein PER and the basic helix-
turn-helix containing transcription factors ARNT (aryl hydrocarbon receptor translocator) in
mammals and SIM (single minded protein) in insects [23]. Most PAS domains are sensory mod-
ules, typically sensing oxygen tension, redox potential or light intensity [20,21]. Alternatively,
they mediate protein-protein interactions or bind small ligands [24]. Although the amino acid
sequences of the different PAS domains show little similarity, their three-dimensional structures
appear to be conserved. All PAS domains resemble the structure of photoactive yellow protein
(PYP) [20], a photoreceptor involved in a phototactic response of the bacterium Halorhodospira
halophila to blue light [25]. Its structure reveals an a--fold with the light sensitive chromophore
p-coumaric acid bound to the protein via a thioester linkage [26]. Many investigations, including
molecular simulation, have elucidated the catalytic function for this protein, i.e. signal genera-

*This chapter is based on J. Vreede, M.A. van der Horst, K.J. Hellingwerf, W. Crielaard and D.M.E. van Aalten
PAS domains - Common structure and common flexibility? J. Biol. Chem. 2003, 278:18434-18439

15



tion and transduction. Upon absorption of a blue light photon, the protein undergoes a photo
cycle, linked to the isomerisation and protonation of the chromophore [27-31].

During the photo cycle distinct conformational changes occur that may translate the pho-
tonic signal into a cellular response via subsequent protein-protein interactions. Results from
early molecular dynamics studies suggested that concerted motions, linked to the chemical state
of the chromophore are present in the ground state and that these motions are amplified upon
activation (by isomerisation and protonation) of the chromophore [32,33]. In characterizing
these motions, conserved glycines appeared to act as hinges, allowing sub domains in the pro-
tein to fluctuate relative to each other. Altering these residues, and so the rigidity of the back-
bone confirmed their importance for PYP signal transduction. These glycines fall within the PAS
fold, and moreover, show a large degree of conservation throughout the PAS family [34]. Such
a strong conservation in a protein family with so little similarity at sequence level implies that
not only the structure of the PAS family is conserved, but also that these domains have similar
conformational freedom.

Here we investigate whether the dynamics properties of PAS domains are intrinsic and as-
sociated with their conserved fold. First, we have mutated PYP into a minimal PAS fold, by
removing the N-terminal cap (residue 1-25) [35]. Crystals of this mutant resulted in a structure
at 1.14 A resolution that is used in a comparative computational investigation of the confor-
mational flexibility of four PAS domain structures: HERG, the N-terminal domain of a human
potassium channel [15], FixL, a bacterial oxygen sensor [36], LOV2 a photoreceptor domain
in fern [37] and wt-PYP. Essential dynamics analyses on the sampled configurational space re-
vealed conserved concerted motions. The common structure of PAS domains implies common
flexibility, a conserved property fundamental for PAS domain signal transduction.

Materials and methods

Crystallization, diffraction and refinement

AosPYP encompassing residues 26-125 of PYP were over-expressed and purified as described
elsewhere [35]. Equilibration of 1 xl of 30 mg/ml protein with 1 ul of mother liquor (1.8 M am-
monium sulfate, 1o mM CoCl;, 100 mM MES, pH 6.5) against a 1 ml reservoir of mother liquor
resulted in crystals after 2-3 days, with a largest dimension of 0.4 mm. Diffraction data were
collected at beam line ID14-EH1 (European Synchrotron Radiation Facility, Grenoble, France)
and processed with the HKL package (table 2.1) [38]. The structure of AysPYP was solved by
molecular replacement with AMoRe [39] using the native PYP structure (2PHY) [26] as a search
model, excluding the chromophore against 4-8 A data. A solution was found (r = 0.479, cor-
relation coefficient = 0.282 with two molecules in the asymmetric unit. Initial refinement was
carried out with CNS [40] interspersed with with model building in O [41]. The chromophore
was not included in the refinement until it was well defined by an unbiased F, — F¢, ¢cqc map
(see Fig. 2.1). Further rounds of refinement with SHELX97 [42] allowed the placement of water
molecules and the assignment of some alternate conformations. In the final stages of refinement
hydrogen atoms were included.

Residues 113 and 114 in one monomer and residue 116 in the other monomer were disor-
dered, although some evidence for several possible conformations was visible in the map. Al-
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Cell dimensions a=b=82566 A, c=63.453 A

Resolution range A 17-1.14 (1.18-1.14)

No. observed reflections 299780 (23225)

No. unique reflections 75208 (7010)
Redundancy 4.0 (3.3)

L 13.5 (4.3)
Completeness (%) 94.4 (89.2)

Rperge 0.060 (0.217)

R, Riree 0.147,0.177

No. groups 200 residues, 406 H,O
root mean square deviation from ideal geometry

Bonds(A) 0.010

Angles(°) 2.0

B-factor root mean square deviation (A2)

all bonds 2.6

B (A?) 15.8 (protein), 33.5 (water)

Table 2.1: Details of data collection and refinement. Values between brackets are for the highest res-
olution shell. Crystals were of space group P43212 (a = b = 82.57 A, ¢ = 63.45 A) and were
cryo-cooled to 100 K. All measured data were included in structure refinement.

though building these regions was attempted, their conformation could not be determined with
confidence. PYP in the P65 space group [33,34,43] suffered similar problems. At the N-terminus,
Ala-27 could be modeled in well-defined electron density at the early stages of refinement. Sub-
sequent maps also defined the conformation of Leu-26.

CONCOORD simulations

To sample the conformational space of systems of interest we used the CONCOORD method
[44]. In short, CONCOORD extracts distance constraints from a structure, followed by fitting
randomly generated coordinates within these contraints. The systems of interest are four PAS
domains; HERG, PYP, FixL and LOV2, as well as AgsPYP and lysozyme. Lysozyme is included
as a negative control, since its structure bears no resemblance to the PAS fold. For each system
distance constraints were generated from their respective crystal structures (PDB codes: HERG -
1BYW, PYP - 2PHY, FixL - 1IDRM, LOV2 - 1G28, lysozyme - 135L, and for Ay5PYP - the structure
described here). Subsequently, 1000 structures were generated fitting these constraints, using a
damping factor of 0.25 to avoid unreasonable side chain geometries.

Essential dynamics

Essential dynamics determines concerted atomic motions from an ensemble of structures [45],
here the CONCOORD trajectories. To describe the correlation of positional shifts of one atom
relative to other atoms, the method starts with the construction of a covariance matrix according
to Eq. 2.1:

17



Figure 2.1: Ribbon representation of the crystal structure of A>sPYP. The asymmetric unit cell contains
two proteins. Secondary structure elements are marked in the structures. The F,, — F¢,®cqc
map just before including the chromophore is shown in magenta, contoured at 2.5 0. Hy-
drophobic residues that have become solvent-exposed because of the deletion of residues 1-25
are shown as green sticks.
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Figure 2.2: Conformational changes. Positional shifts of equivalent C, atoms after superposition of the
two Ags PYP monomers in the asymmetric unit on wtPYP and each other.
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Figure 2.3:

Figure 2.4:

lysozyme

Comparison of the PAS cores. Ribbon representations of the structures of wtPYP, the A5 PYP
mutant described here, FixL, HERG, LOV2 and turkey lysozyme. Residues that align struc-
turally and are used for comparisons are highlighted in red. The cofactors, if present, are
drawn in yellow colored stick model. Homologous residues at similar structural locations
(Fig. 2.4) are depicted in green.
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Structure-based sequence alignment. Alignment based on the superposition of PYP, HERG,
FixL and LOV2 using DALI and WHAT IF. Black arrows indicate 3-strands, grey bars indicate
a-helices, and labels identify the secondary structure elements. Residues selected for essential
dynamics analysis are underlined. Homologous residues in the alignment are colored black
for at least three identical residues and colored in grey for at least three homologous residues.
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Cij = ((w; — zip0)(zj — 750)) (2.1)

where z; and x; represent the coordinates of atoms ¢ and j in a conformation of the ensem-
ble, and z; o and z; o represent the atomic coordinates averaged over the ensemble. The average
is calculated over all structures after translational and rotational superimposure on a reference
structure. Diagonalizing the covariance matrix yields a set of eigenvectors and eigenvalues. The
eigenvectors are directions in a 3N dimensional space, with N the number of atoms in the anal-
ysis. These directions represent concerted displacements of groups of atoms in Cartesian space.
The eigenvalues are a measure of the mean square fluctuation of the system along the corre-
sponding eigenvectors and their size determines the order of eigenvalues: the first eigenvector
has the largest eigenvalue. Previous investigation has shown that only a small percentage of all
eigenvectors involve large concerted motions, leading to the selection of essential eigenvectors
and so the definition of an essential subspace [46].

To compare the essential subspaces of the systems under investigation, the dimensions must
be identical in size, i.e. each system must contain an identical number of atoms. First, only
C, atoms are included [46] and second, the PAS fold is reduced to a common core. The DALI
server pairwise compares structures and aligns them on their secondary structure content and
sequence [47]. Combining these pairwise alignments yielded the common elements present in
all PAS structures. The common core residues were used for essential dynamics analysis for
each PAS structure. Starting from the N-terminus, an equal number of residues was selected for
lysozyme.

Results and discussion

The crystal structure of AosPYP at atomic resolution

The structure of A9sPYP was solved by molecular replacement and refined to a 1.14 A resolution
(R-factor = 0.147, R ¢.ce = 0.177). The asymmetric unit contains two protein molecules related by
a non-crystallographic 2-fold rotation axis. The molecules have a similar conformation with a
root mean square deviation of 0.77 A on the position of C, atoms. Compared with wild type
PYP, the two molecules superimpose with rms deviations of 0.99 and 0.76 A respectively.

Fig. 2.2 shows the positional shifts of the C,, in these superpositions. Residues 26-27, 84-88,
98-101 and 111-117 show the largest deviations with the wild type. Deletion of the N-terminal
25 residues explains the deviation at residues 26-27. Excluding these residues from the superpo-
sition, the rms deviation from wild type is decreased with 0.2 A. Previous structural investiga-
tions, NMR and PYP in different crystal space groups, have shown that the loop around Met-100
is flexible. Close contacts between the monomers in the asymmetric unit cell affect the confor-
mation of this “100-loop”, and indeed, the distance between the two methionines is smaller
than 4.0 A. A similar explanation based on crystal contacts holds for the deviations in the loops
comprising residues 80-84 and 111-117. The latter loop contains disordered residues, that might
contribute to the observed flexibility in this loop. Native PYP contains two hydrophobic cores,
one within the PAS domain, located between the S-sheet and the oC helix, and another between
the (3-sheet and the two small N-terminal helices. In the latter core, residues Phe-28 (3A), Trp-
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99 and Phe-119 (both on E) extend toward the N-terminal domain and are solvent exposed in
AosPYP.

No dimerization through crystal contacts seems to occur, agreeing with the observation that
the fluorescence emission of Trp-119 is enhanced and blue-shifted [48]. The environment of
these residues is more polar, likely causing the decrease in thermal stability of AysPYP. In sum-
mary, the removal of the first 25 residues of PYP does not significantly affect the overall fold of
the PAS core. In agreement of these observations, spectrophotometric data on the mutant show
a minimal blue-shift for the absorbance maximum of the chromophore, indicating little pertur-
bation in the direct chromophore environment. Also, similar photocycle intermediates as in the
wild type are present. Exposure of several hydrophobic residues in the structure of A9;PYP may
explain the slower recovery observed in the photo cycle kinetics of the mutant.

PAS domain flexibility

The common fold of PAS domains, in combination with the similarity in function leads to the
hypothesis that these domains share common dynamic properties. These shared flexible modes
might allow the domains to communicate with signal transduction partners through a con-
served mechanism. Here, we have sampled the conformational space of five PAS domains,
including the minimal PAS fold A,5PYP. Using the CONCOORD sampling method, structural
ensembles were generated initiated from the structures at atomic detail. However, only C,
atoms that are part of the common PAS core are included in the subsequent essential dynamics
analysis (Fig. 2.3).

Structure-based sequential alignment defined 78 residues as part of the common PAS core,
including most of the central 3-sheet, helices aA /B and part of the long aC helix. The essential
dynamics analyses yielded sets of eigenvectors (flexible modes) for each structural ensemble,
sorted by eigenvalue size. The first 5 % of the eigenvectors (12) describe more than 95 % of
the motions in the sampled conformational spaces. This condensed description of the flexibility
facilitates comparison of the dynamic properties of PAS domains.

The selected eigenvectors span an essential subspace. A measure of similarity of these sub-
spaces is the cumulative square inner product of the eigenvector sets, since the number of atoms
included in the essential dynamics analyses is equal for all the systems of interest. From table
2.2, that lists the values resulting from pairwise comparison of the subspaces, it is clear that the
sets of essential eigenvectors of the PAS domains investigated here are very similar. This ob-
servation suggests that the PAS cores share common motions that are not present in lysozyme
(included here as a negative control). Projection of the PAS eigenvectors onto the first three
eigenvectors from the wt-PYP ensemble allows further confirmation, Fig. 2.5. The sets of essen-
tial eigenvectors reproduce the wt-PYP eigenvectors for 90 %, whereas the eigenvectors result-
ing from sampling the conformational space of lysozyme reproduce only 50 % of a PYP flexible
mode at the highest. Thus, PAS domains share common flexible modes in addition to a common
structure.
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PYP FixL HERG LOV32 AysPYP Lysozyme

PYP 1.00

FixL 0.70 1.00

HERG 066 072  1.00

LOV2 0.69 0.71 0.73 1.00

AgsPYP 078 0.68  0.69 0.70 1.00

Lysozyme 024 024 0.22 0.24 0.23 1.00

Table 2.2: Comparison of essential spaces. The first twelve (i.e. 5 % of the total dimension of the system)
eigenvectors are pairwise compared through calculation of a cumulative square inner product.
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Figure 2.5: Comparison of PAS CONCOORD eigenvectors. Cumulative mean squared inner products
of the first, second and third eigenvectors obtained from the CONCOORD ensembles of FixL,
HERG, LOV2, AysPYP and lysozyme against the first 12 eigenvectors obtained from the wit-
PYP CONCOORD ensemble.
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Figure 2.6: PYP conformational changes. Atomic positional shifts as described by the first three eigen-
vectors of AysPYP are depicted as structures in Cartesian space. The projection -2 nm along
the eigenvectors is colored, and at +2 nm the projection is transparent. Relative degrees of
positional shifts are indicated from blue (smallest fluctuations) to red (largest fluctuations).
the transparent structures indicate the direction of the motion.
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Now that we have established that PAS domains share common flexible properties, the na-
ture of these motions is the next issue to address. To understand the essential subspaces at a
molecular level, the underlying eigenvectors are translated to atomic positional shifts in Carte-
sian space, at -2 nm and +2 nm along a particular eigenvector. Fig 2.6 shows the conformations
resulting from such a translation of the first three eigenvectors from wt-PYP. Changes in posi-
tional shifts colour the conformation projected at -2 nm. The central 3-sheet is static in compar-
ison to the loops, most notably the cA/aB segment. The latter region is generally important
for ligand bindipyp2ng. In PYP, the co-factor is bound via a cysteine and a glutamate, whereas
in FixL and LOV2 a phenylalanine in similar position interacts with the heme group and FMN
respectively. Also, this region contains a saltbridge, conserved in PAS domains, and implicated
in signal transduction [49]. In this segment of PAS structure, similarity at amino acid level is
very low.

Concluding remarks

PYP maintains the PAS fold, even in absence of residues that do not belong to the PAS core,
despite the exposure of several hydrophobic residues to solvent. The structure of this Ao PYP,
combined with structures of other PAS domains allowed further comparison of the PAS family.
Although these domains share little similarity at sequence level, their resemblance in three-
dimensional structure is remarkable. Even though these domains bind a variety of ligands,
their similar conformations might involve similar conformational changes. We investigated this
by sampling the conformational space of PAS structures at atomic detail, followed by essential
dynamics analysis of the C, atoms of the common PAS core. The results show that the «A/B
segment moves in a concerted fashion.
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Chapter 3

Predicting the signaling state of
Photoactive Yellow Protein®

As a bacterial blue light sensor the photoactive yellow protein (PYP) undergoes conformational changes upon signal
transduction. The absorption of a photon triggers a series of events that are initially localized around the protein
chromophore, extend to encompass the whole protein within microseconds, and lead to the formation of the transient
pB signaling state. We study the formation of this signaling state pB by molecular simulation and predict its
solution structure. Conventional straightforward molecular dynamics is not able to address this formation process
due to the long (microsecond) timescales involved, which are (partially) caused by the presence of free energy barriers
between the metastable states. To overcome these barriers, we employed the parallel tempering (or replica exchange)
method, thus enabling us to predict qualitatively the formation of the PYP signaling state pB. In contrast to the
receptor state pG of PYP, the characteristics of this predicted pB structure include a wide open chromophore binding
pocket, with the chromophore and Glu46 fully solvent exposed. In addition, loss of a-helical structure occurs, caused
by the opening motion of the chromophore binding pocket and the disruptive interaction of the negatively charged
Glu46 with the backbone atoms in the hydrophobic core of the N-terminal cap. Recent NMR experiments agree very
well with these predictions.

Introduction

The bacterial blue-light sensor Photo-active Yellow Protein (PYP) originates from Halorhodospira
halophila [25,50]. The light sensitive part of PYP is the deprotonated para-hydroxy-coumaric
acid, which is covalently attached to the protein via a thio-ester linkage to the unique cysteine
at position 69 [51]. The buried negative charge of the chromophore is stabilized in its binding
pocket by hydrogen bonds to the surrounding residues Glu46, Tyr42, Thr50 and the protein
backbone [26]. Arg52 serves as the lid of the binding pocket, shielding the chromophore from
contact with water molecules. Three-dimensional structure analysis identified two basic do-
mains in PYP: a PAS core [20], comprising amino acids 30-125, and an N-terminal cap containing
the first 29 residues. The chromophore is contained within the PAS-core [26].

*This chapter is based on J. Vreede, W. Crielaard, K.J. Hellingwerf and P.G. Bolhuis Predicting the signaling state of
Photoactive Yellow Protein Biophys. J. 2005, 88:3525-3535
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Absorption of a blue photon by the chromophore triggers a sequence of events occurring at
various time scales and encompassing different parts of the protein [52]. After excitation the
chromophore isomerizes from trans to cis [29], followed by the disruption of the hydrogen bond
between the carbonyl oxygen of the chromophore and the protein backbone [28], resulting in
the so-called pR state. Subsequently, on a microsecond time scale, a proton migrates from the
Glu46 side chain to the chromophore causing a blue shift in its absorbance maximum [53, 54].
The intermediate associated with this reversible process is denoted as pB’. Further proof of its
existence was obtained with the deuterium isotope effect [55]. More recently, resonance Raman
spectroscopy has also confirmed the existence of this intermediate [56].

The proton transfer renders the protein metastable by leaving a negative charge at Glu46
and disrupting the stabilizing hydrogen bonding network. The protonation of the chromophore
is therefore also the trigger for the formation of pB, a process that occurs on a millisecond time
scale [52]. The formation of pB is linked to large conformational rearrangements throughout
the protein [57,58], sometimes even referred to as partial unfolding of the protein [59,60]. The
observation that pB is the longest living state in the photo-cycle, has led to the hypothesis that
pBis in fact the signaling state of PYP [52]. The return to the ground state, completing the photo-
cycle, is a sub-second process and includes the deprotonation and cis to trans re-isomerization
of the chromophore.

Fig. 3.1 visualizes the chemical structure of the chromophore binding pocket in the three
states described above. In pG the chromophore is in a trans configuration, deprotonated, and
hydrogen bonded to the protonated Glu46. This hydrogen bond is retained in the pB’ configura-
tion, whereas the proton on Glu46 has transferred to the chromophore in cis-configuration [61].
The pB state has the same chemical structure, except for the disrupted hydrogen bond between
the chromophore and Glu46. The hydrogen bond between the chromophore carbonyl oxygen
and the protein backbone is disrupted in pB” and reformed in pB [56].
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Figure 3.1: Structural differences between the pG, pB’ and the pB state. In pG the chromophore is
deprotonated and in trans configuration, hydrogen bonded to the protonated Glu46. In pB’,
the chromophore is cis-isomerized and the proton has moved to the chromophore, leaving a
negative charge on Glu46. The hydrogen bond between the groups is retained, but broken
when the protein enters the pB state.

As to the nature and underlying mechanism of the changes upon the formation of pB,
two areas in the protein are implicated: the chromophore binding pocket and the N-terminal
domain [35]. CD-spectroscopy showed a loss of helical content in the protein upon activa-
tion [62,63], while the change in diffusion constants during the photo-cycle, as measured with
transient grating spectroscopy [64], is best explained by conformational rearrangements and the
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increased exposure of protein hydrophobic interior. Results arising from the use of a hydropho-
bicity probe agree with the latter, specifying the chromophore binding pocket as the region
where the main rearrangements occur [65]. Small angle X-ray scattering experiments showed
an increase in the radius of gyration of N-terminal deletion mutants of PYP [66, 67], confining
the conformational changes to the PAS core and the first helix of the N-terminal domain. Finally,
time resolved fluorescence measurements on the unique tryptophan residue indicate that this
residue has varying degrees of solvent contact during the photo-cycle [68].

Time-resolved crystallography on constantly illuminated crystals provided the first three-
dimensional model of pB [30]. In contrast to the results described above, this structure only
shows differences in side chain orientation in the chromophore binding pocket. More recent
results imply, however, that the conformational changes occur throughout the protein [69, 70].
NMR spectroscopy indicated that the formation of a buried negative charge on Glu46 drives the
conformational changes in the protein [71,72].

Molecular simulation methods, such as molecular dynamics (MD) can, in principle, provide
a complementary atomistic picture of the changes occurring in PYP during its photo-cycle. For
instance, by employing a combination of quantum mechanical and molecular mechanical cal-
culations Groenhof et al. recently proposed a model describing the initial events, including the
excitation and subsequent rearrangements [73]. Groenhof et al. also used parameters from semi-
empirical calculations for a protonated chromophore [74], embedded in an equilibrated protein
structure, to show initial rearrangements in the chromophore binding pocket and the N-terminal
domain [75]. The proton transfer from Glu46 to the chromophore is assigned as the trigger for
the conformational change to pB [75]. Simulation data on wild type PYP and a mutant E46Q
further elucidate this trigger as the weakening of the hydrogen bond between the chromophore
and Glu4é6 [76].

In the first attempt to model the signaling state pB using MD, the ground state chromophore
vinyl bond was replaced with a single bond potential, to allow for faster rearrangements [32]. In
another simulation study starting from the crystal structure obtained from illuminated crystals,
water molecules enter the chromophore binding pocket and hydrate Glu46 [77]. Both simula-
tions show a slow drift away from the original crystal structure. Unfortunately, conventional
MD is limited to relatively small time scales in the order of nanoseconds, while the formation of
pB from pB’ is a millisecond process.

A recent study therefore used a coarse-grained Hamiltonian, which resulted in a descrip-
tion of pB as partially unfolded states stabilized by conformational entropy in the N-terminal
domain and vibrational entropy around the chromophore [78]. A disadvantage of using such
coarse-grained models is that these are not able to resolve the atomic structure of the pB state.
In conclusion, although previous studies investigated the initial conditions for pB formation,
the extent of the conformational rearrangements and the actual solution structure of pB is still
unknown.

The long time scales involved in the formation of pB are partly caused by free energy barri-
ers between the several metastable states. One way to overcome the trapping of biomolecular
systems in local minima between these barriers is to perform Parallel Tempering (PT) simula-
tions [79-81]. The PT method, also known as replica exchange, combines multiple molecular
dynamics simulations with a temperature exchange Monte Carlo process [82]. The method
has been proved useful in folding/unfolding studies on peptides, including a-helices [83], a
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B-hairpin [84,85], protein A [86] and Trp-cage [84,87]. In this work we employ the parallel tem-
pering technique to overcome the free energy barriers for the formation of pB and study the
conformational differences between the receptor- and signaling state of PYP.

Methods

During signal transduction, the Photoactive Yellow Protein (PYP) undergoes conformational
transitions toward the signaling state at a microsecond and millisecond time scale. In this work
we investigate the formation of this signaling state, by performing five independent parallel
tempering (PT) simulations, each based on a different starting structure. The crystal structures
of PYP in the dark and the bleached state served as two of the starting configurations, PDB codes
2PHY [26] and 2PYP [30], respectively. Coordinates based on NMR constraints [88] served as
input for two more PT simulations. Conformation 11 in the ensemble of solution structures
(PDB code 3PHY) has a hydrogen bond between the chromophore and Glu46 and hence was
selected as a starting point. As a starting point for the formation of pB, we replaced the origi-
nal chromophore coordinates in the NMR structure by coordinates from a crystal structure of a
cryo-trapped photo-cycle intermediate [89] in cis configuration. This replacement did not result
in unfavorable atomic interactions. However, the altered protein structure with the cis chro-
mophore is not the actual pB signaling state. Instead, this configuration represents the pB’ state
in the photo-cycle of PYP. The last of the five PT simulations was initiated from a selected on-way
conformation in the nmr pB’ run. This last run was included to speed up the slow equilibration
towards the pB state.

Polar and aromatic hydrogen atoms were added to all four starting structures. The ground
state pG differs from the signaling state pB not only in conformation (including the trans or cis
configuration of the chromophore), but also in the protonation of the chromophore and Glu46.
In pG, the phenolic oxygen of the chromophore is deprotonated, and Glu46 is protonated. Con-
versely, the chromophore is protonated and Glu46 is deprotonated in the pB state (Fig. 3.1).
Aliphatic groups were included as heavy carbon atoms (united atom model). Subsequently, the
protein configurations were placed in a periodic dodecahedral box, and immersed in SPC wa-
ter [90]. The box size included the protein and a radius of 1.5 nm around it. Water molecules
that overlapped with the protein or resided in internal hydrophobic cavities were removed. Six
water molecules at the most electronegative positions were replaced by sodium ions to neutral-
ize the charge of -6 on the protein. The systems were energy minimized using 200 steps of the
conjugate gradient method [91], and equilibrated to dissipate excess energy and relax the box
volume. Positions of the water molecules and the hydrogens were relaxed for 10 ps, followed by
100 ps of equilibration of the whole system in the NpT ensemble. The GROMOS force field was
used to describe the interactions between the atoms [92-94]. Van der Waals interactions were
treated with a cut-off [91] of 1. 4 nm, and PME handled the long range electrostatics [91]. Using
constraints, LINCS for interactions between protein atoms [95] and SETTLE for water interac-
tions [96], allowed a time step of 2 fs. Parameters for the chromophore were taken from [75].
Prepared as such, the systems were used as input for the PT simulations.

The GROMACS software package was used for equilibration and parallel tempering, in
combination with a PERL script that performed the temperature swaps. The Berendsen ther-

28



mostat [97], with a coupling constant of 0.1 ps allowed fast adaptation of the systems to tem-
peratures ranging from 280 K to 640 K. Every 1 ps, attempts to exchange temperatures between
systems were made. Although the Nosé-Hoover algorithm is in principle the correct thermostat
in constant temperature simulations, we found it adjusted too slowly to equilibrate within 1 ps.
However, it is not likely that changing the thermostat will alter the qualitative results in this
work.

Coordinates prior to every temperature swapping attempt were written out and used for
subsequent analysis. The simulations were performed on a home-built Beowulf cluster, using
32 AMD processors each running two replicas simultaneously. The temperatures for the xtal
simulations ranged from 283 K to 630 K. In the NMR simulations the temperatures were set
between 300 K and 560 K for both the pG and pB’ simulations. The temperatures in the pB
parallel tempering run varied between 282 K and 645 K. The temperature gap was initially
estimated by a linear dependence on the inverse temperature, and turned out afterward to give
rise to a uniform acceptance ratio of around 30%, around the entire temperature domain. After
a 2 ns equilibration period, the five independent parallel tempering runs were continued for on
average 8-10 ns, amounting to a total simulation time of more than 64 x 10 x 5 ~ 3200ns.

Various analysis tools included in the GROMACS molecular dynamics package were used
here to calculate fluctuations and several order parameters: the distance between the centers
of mass between two groups, the number of hydrogen bonds and the radius of gyration [91].
To analyze the extent of solvation in a protein region we subtracted the number of solvent-
protein hydrogen bonds (Nprotein—soivent) from (two times) the intra-protein hydrogen bonds
(Nprotein—protein) to obtained the hydrogen bond difference parameter:

A= 2Np7’otein—p7’otein - Nproteinfsolvent (31)

This parameter is positive when the protein is not solvated and becomes negative when more
water enters the protein region included in the analysis, replacing the intra-protein hydrogen
bonds. A donor-acceptor distance less than 0.35 nm and a donor-hydrogen-acceptor angle of
less than 60 degrees defined a hydrogen bond. The number of water molecules surrounding a
residue and visual inspection in VMD [98] were also part of the analysis. Free energy landscapes
or profiles as a function of (a combination of) the above order parameters can give insight into
the (meta)stability of PYP. They can be computed by taking the negative natural logarithm of
one- or two-dimensional probability histograms, which result from the sampling of the order-
parameters at a fixed temperature during the course of a PT simulation.

Results

Using the parallel tempering (PT) technique, we have investigated the functional conforma-
tional transitions during the photo-cycle of Photoactive Yellow Protein (PYP). To probe the dif-
ferences between simulations starting from crystal structures and conformations based on NMR
constraints, both the crystal structure 2PHY [26] and a conformation from the nmr solution struc-
ture 3PHY [88] served as starting points for simulations of the receptor state pG. To extend this
comparison to the signaling state, the crystal structure of a photo-cycle intermediate, 2PYP [30]
and a manually altered NMR conformation from 3PHY [88] initiated simulations of the pB state.
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Figure 3.2: Fluctuations in the protein. For pG (left panel) and pB (right panel) deviations in atomic
displacement are averaged in nm for each residue in PYP at 300 K, 417 K and 510 K. Using
fluctuations over 1 ns time intervals, the error bars show the drift during sampling. The labels
xtal and nmr indicate the starting structure for the PT. At the bottom, the secondary structure
in the protein is indicated by thick, shaded bars for a-helices and smaller, black bars for 3-
strands.

The label "xtal” or “crystal” denotes simulations starting from crystal structure coordinates, and
‘nmr’ indicates simulations that started with a conformation from a solution structure (see the
Methods section for a more detailed description).

Fig. 3.2 shows the root mean square fluctuation (RMSF) in the atomic displacements as a
function of the residue number. The values are averaged over all atoms in each residue. The
error bars indicate the variance of the fluctuations using simulation blocks of 1 ns. The peaks
in the graphs correspond to loops in the protein structure, while the stable parts (below 0.2 nm)
correspond to strands of the central $-sheet. With the increase of temperature, the fluctuations
in the flexible loops increase also, while the (-strands fluctuate at a value of around 0.2 nm.
Additional fluctuation peaks arise around residues in the chromophore binding pocket (CBP),
in particular for residues 42-52, 68-72 and 96-100. The first two stretches are part of a helical
structure, the last stretch is a loop connecting two (-strands. Higher temperatures cause larger
fluctuations in these parts of the protein. The N-terminal domain shows large fluctuations of
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Figure 3.3: Time evolution of a strained chromophore in the confinement of the protein environment.
The free energy diagrams for the chromophore binding pocket are plotted for each nanosec-
ond of the parallel tempering simulation starting from a protonated cis-chromophore [89] in
an equilibrated NMR configuration of PYP at 301 K. The free energy is plotted as a function of
the distance between the chromophore and Glu46, and the hydrogen bonds difference Acpp
(Eq. 3.1) in the chromophore binding pocket. The contour lines indicate the kg7 levels, de-
creasing with darker shading. White areas have not been sampled.

0.5 nm to 1.0 nm for the first two residues, independent of temperature and starting configu-
ration. Regarding the secondary structure in the N-terminal domain, as assigned on basis of
the structural elements in the ground state crystal structure [26], the first helix (residues 11-15)
is more stable than the second one (residues 19-23). In the nmr simulations of pG and pB the
difference in fluctuation between the first and the second helix is around 0.2 nm and at higher
temperatures this difference is more pronounced. Unfortunately, the fluctuation graphs do not
provide detailed atomistic information on the rearrangements in neither the chromophore bind-
ing pocket, nor the N-terminal domain.

The convergence of parallel tempering results starting from entirely different conformations,
but with identical chemical structure (i.e. simulation topology), would serve as a good test for the
quality of the simulation method. Whereas conventional MD simulations are not able to reach
global equilibrium for PYP when starting from different conformations, the fluctuations of the
crystal PT simulations overlap remarkably well with those of the nmr simulations. This overlap
was only achieved after the highest temperature in the crystal PT runs was set to 640 K, whereas
the nmr simulations had a maximum temperature of 560 K only. Differences in the interaction
between protein and solvent might explain this behavior. Indeed, the potential energy of this
non-bonded interaction was around 200 kJ/mol higher for the nmr-based simulations than for
the crystal-based simulations.

Focusing on the rearrangements taking place in the chromophore binding pocket, Fig. 3.3
shows the time evolution of the two dimensional free energy diagrams of the nmr-based pB’
simulation as a function of the distance dpcs—ciuae between the centers of mass of the phe-
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Figure 3.4: Free energy diagrams at three different temperatures as a function of the distance between
the chromophore and Glu46, and the hydrogen bond difference Acgp (Eq. 3.1) in the chro-
mophore binding pocket for PT nmr simulations of the pG, pB’ and pB state, indicated by the
labels. The contour lines indicate the kg7 levels, decreasing with darker shading. White areas
have not been sampled. A protein conformation within the black area in the 310 frame of the
pB’ simulation is selected as a starting point for a new PT run.

nol(ate) ring of the chromophore and the side chain of Glu46, and the hydrogen bond difference
Acgp in the CBP (for a definition of A, see the Methods section) . Included as part of the hy-
drogen binding pocket are Tyr42, Glu46, Thr50, Cys69, Phe96, Met100 and the chromophore
itself. The values of Acpp range from +14 in the crystal structure to -24 in the completely sol-
vated pB conformation. The first frame in Fig. 3.3 shows the profile for a chromophore that is
buried in the protein and participates in a hydrogen bonding network formed by Tyr42, Glu46
and Thr52. Here, the free energy minimum lies at a Glu46-chromophore distance of 0.63 nm
and has a hydrogen bond difference of Acgp = 5. The subsequent time frames show a con-
sistent shift of the sampling toward an increasingly negative value for Acgp, combined with a
larger distance between Glu46 and the chromophore dpcs—Gluae. A new minimum appears at
duca—cruas = 1.64 nm and Acgp = -2, in a region that has fewer intra-CBP-hydrogen bonds and a
larger distance between the chromophore and Glu46. Visual inspection shows that the negative
charge on Glu46 destabilizes the hydrogen bonded connections and causes the intrusion of wa-
ter molecules in the protein interior, as indicated by the increasingly negative value for Acgp.
Ultimately, Glu46 breaks loose from the hydrogen bonding network and becomes exposed to
solvent. During the solvent exposure of the chromophore a hydrogen bond forms between the
backbone amide of Cys69 and the carbonyl oxygen on the chromophore, stabilizing the solvent
oriented conformation. This bond is absent while the chromophore is still buried in the protein.
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In Fig. 3.4 the PT free energy of the CBP at three different temperatures is shown for the nmr
simulations of the receptor state pG, the initial signaling state pB” and a final signaling state pB.
The complete sampling of the entire configuration space beteen pB” and pB is too slow, even for
the PT simulations. To speed up the sampling a protein configuration from the 310 K run of the
pB’ PT simulation that has both the chromophore and Glu46 solvent exposed, was selected as
the starting point for a new set of PT replicas. The dot in the 310 K frame of the pB’ simulation
indates this chosen configuration and the label pB indicates the new PT simulation run.

In all simulations, the potential energy contributions become less relevant at higher temper-
atures leading to broader minima and shallower free energy profiles, as the free energy profiles
at around 500 K clearly show. The regions sampled in the pG simulation and in the pB’ sim-
ulation are similar and show minima around dpcs—_gruag = 0.63 nm and Acgp = 5. In both the
pG and the pB’ state the hydrogen bonding network fluctuates between a tightly connected and
a more loose structure. The free energy profile of pG at 310 K shows a high barrier that sepa-
rates a state where the chromophore-Glu46 distance is 1.63 nm at the most, from a state where
this distance has a value of 2.19 nm, thus stabilizing the ground state. This free energy barrier
disappears at higher temperatures. No barriers larger than a few kg7 are present in the free
energy profiles of pB” at 310 K, and of pB at 301 K, suggesting these states are much less stable.
The pB state at 301 K has a different profile in comparison to the pB’ simulation with a second
minimum at dyca—cuae = 1.78 nm at Acgp = 3. At 416 K the free energy profile of pB extends
into two directions, one is a return to the region also sampled by the pB’ simulation, with a small
duca—cruae value and Acpp larger than zero, the other samples chromophore-Glu46 distances
of above 3 nm and values for Acgp that indicate that solvent molecules entered into almost all
protein-protein hydrogen bonds.

Fig. 3.5 displays the free energy profiles for the pG and pB simulations initiated from a
crystal structure. The profile for the pG state at 302 K shows similar states as those in the profile
of the pG nmr simulation at 310 K. The barrier separating the states is less high, and the free
energy profile is shallower. At 505 K the sampled region extends to values larger than 3.4 nm.
Extension of the PT simulation temperature range to higher temperatures may be the cause
for these differences with regard to the nmr simulation of pG. The pB xtal simulation seems
to be in a state that lies between the states sampled in the pB” and pB nmr simulations. At a
temperature of 302 K two states occur, at dics—giuas = 1.15 nm and Acgp = 2 and at duca—ciuge
=2.20 nm and Acpp = -15. The former is more similar to the pB” nmr simulation and contains
a buried chromophore and Glu46, whereas the latter is closer to the nmr-based pB results, with
the chromophore and Glu46 exposed to solvent. At higher temperatures both the free energy
profiles resemble those sampled for pB in the nmr simulation.

Upon triggering of the photo-cycle, not only the chromophore containing part in PYP un-
dergoes a conformational transition, but also the N-terminal cap, comprising the first 29 amino
acids of PYD, partially unfolds. Its role in the conformational transitions and the degree of un-
folding is still unclear, largely because the crystal structure shows more prominent a-helices
than the NMR experimental solution structure predicts. One measure for unfolding is the ra-
dius of gyration Ry, of the hydrophobic core. Three phenylalanine residues at positions 6, 28
and 121 make up the hydrophobic core in the N-terminal domain. A second order parameter
for unfolding is the hydrogen bond difference An_term in the helical residues in the N-terminal
cap, measuring the solvent exposure. Since some helical residues are always solvent exposed,
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Figure 3.5: Free energy diagrams at three different temperatures as a function of the distance between
the chromophore and Glu46, and the hydrogen bond difference Acgp (Eq. 3.1) in the chro-
mophore binding pocket for PT xtal simulations of the pG and pB state, indicated by the labels.
The contour lines indicate the kg7’ levels, decreasing with darker shading. White areas have
not been sampled.

AN—_term has more negative values in comparison to Acgp, ranging from Ax_term = 11 for the
crystal structure to An_term = -40 for complete solvation. Fig. 3.6a shows the free energy profiles
for the N-terminal domain for the nmr-based pG and pB PT simulations, while Fig. 3.6b shows
those for the crystal based simulations. The conformations sampled for the N-terminal cap at
around 300 K in the pG simulations have a minimum at (Ryy, = 0.50 nm, AN_term = -16) for the
nmr simulation and at (Ryy, = 0.45 nm, Ax_term = -5) for the crystal simulation. The values for
AN—_term differ significantly, relating to the fluctuating N-terminal helices in the nmr simulation
and the well-defined helical structures in the xtal simulation. The free energy profile of the pG
crystal simulation shows a second minimum at R,y = 0.75 nm and AN_term = -25, closely re-
sembling a similar state in the nmr-pG simulation. The large values for the radius of gyration
in this state indicate that expansion of the hydrophobic core is closely linked to loss of a-helical
structure. At higher temperatures, the free energy profiles of both pG simulations are similar.
The free energy profiles for the nmr and crystal simulations exhibit large differences, see
Fig. 3.6. In the xtal simulation of the pB state the hydrophobic core is very compact, since R,
expands beyond 0.6 nm only at a temperature of 505 K. Ax_term Varies widely, from 5 to -30,
unrelated to the core compactness. In contrast, the pB-nmr simulation free energy profile has
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Figure 3.6: Free energy profiles of the N-terminal cap in the receptor state pG and the signaling state
pB as a function of the radius of gyration of the hydrophobic core and the hydrogen bond
difference An_term (Eq. 3.1) in the helical residues, with (a) nmr simulations and (b) xtal
simulations. The contour lines indicate the k5T levels, decreasing with darker shading. White
areas have not been sampled.

an minimum at R,,, = 0.60 nm with few intra-protein hydrogen bonds, since Ax_¢erm Varies
between -18 and -27. Separated by a barrier, a second minimum at R,y = 0.80 nm and less
negative values for AN_term Occurs that also appears in the pG simulations. A third state, at
Rgyr = 1.00 nm, An_term = -20) represents a widely expanded hydrophobic core with little a-
helical hydrogen bonds. At higher temperatures the barrier separating these states decreases to
a few kpT and eventually disappears at 510 K.

Discussion

The main interest in this work is the elucidation of the conformational transitions during the
photo-cycle of the Photoactive Yellow Protein (PYP), especially those linked to the formation of
the signaling state. Several experiments hinted at the extent and details of the structural changes
that occur during pB formation, including molecular simulation studies [75, 77, 78], although,
it is inefficient to use MD simulations to access the long timescales necessary for escaping a
local minimum. This has prevented most studies from sampling the signaling state. Parallel
Tempering (PT) combines conventional MD replicas at different temperature with a Monte Carlo
scheme for exchanging temperatures. In this way PT overcomes free energy barriers, and hence
enabled us to expand the exploration of the configurational space of PYP. The implementation
of the PT algorithm in the case of PYP involved the choice which starting point would be most
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relevant. Complete and well-defined crystal structures are most accurate and thus serve best
to initiate molecular simulation procedures, whereas solution structures suffer from the fact
that less well-defined protein regions introduce additional flexibility [99]. On the other hand,
Rajagopal et al. state that the crystalline lattice restrains PYP, and the N-terminal domain in
particular, from losing helical structure during the signaling process [100].

In our PT simulations, initial starting structures do not result in different time-averaged
fluctuation profiles, as illustrated in Fig. 3.2. The average fluctuation per residue does not differ
significantly for simulations based on coordinates from X-ray diffraction experiments or NMR
spectroscopy. Looking in more detail at the chromophore binding pocket ( Fig. 3.4 and Fig.
3.5), a similar picture emerges: loss of structure, exposure of protein interior and the intrusion
of water molecules in the protein core occur at a similar level in simulations that were initiated
from different starting structures. However, there is an exception, related to a topic of debate in
the literature: the role and extent of unfolding of the N-terminal cap. In the crystal simulations
the N-terminal domain is more compact, with clearly defined helices, whereas in the nmr sim-
ulations it shows a more loose conformation in which water molecules can enter more easily.
The latter conformation agrees with the observation that the interaction energy between water
molecules and the protein is higher in the nmr simulations than for the xtal simulations. At
higher temperatures, the crystal simulations also visit the more loose conformation. The struc-
ture of the N-terminal domain in crystal structures may represent a conformation induced by
crystal contacts that is packed too tightly to represent the protein in an aqueous environment, in
agreement with the crystallographic work on a mutant, E46Q, of PYP [100,101].

The fluctuations shown in Fig. 3.2 indicate that the second N-terminal helix is less well
defined in comparison to the first. Residues 11-15 have in each PT simulation lower average
fluctuations than residues 19-23. Imamoto et al. find that the removal of the second helix does
not affect the change in radius of gyration of the protein when exposed to light, whereas the
removal of the first helix induces an increase in volume during the photo-cycle. Moreover,
removing the first helix also affects the structural change occurring in the central 3-sheet [67].
These observations agree well with the explanation that the second a-helix in the N-terminal
domain fluctuates between two configurations, a well-structured, helical form and a disordered,
loop-like form. Both occur in our simulations of the receptor and the signaling state, although
in the latter only at higher temperatures for the crystal simulations. The first a-helix in the N-
terminal cap is ordered in the pG state, but loses structure, and suffers water intrusion upon
solvent exposure of the chromophore.

Fig. 3.4 and Fig. 3.5 lead to the conclusion that a different chemical composition (pG vs. pB’
or pB) of the chromophore binding pocket leads to a different free energy profile. If the tem-
perature is sufficiently high, water molecules enter the binding pocket and disrupt its integrity
regardless of its state. The location of the negative charge determines the mechanism of CBP-
disruption. In the receptor state pG, the chromophore contains a negative charge, delocalized
over its whole length. A strong interaction exists between the chromophore and the positively
charged Arg52, the latter being in contact with solvent molecules. A fluctuation causing Arg52
to move more toward the solvent leaves the chromophore prone to solvent exposure. Balancing
the favorable interaction with solvent are surrounding residues that contribute to a hydrogen
bonding network that further stabilizes the negative charge on the chromophore. When these
connections inside the CBP are broken at high temperature, the chromophore shifts toward the
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solvent and disrupts the chromophore binding pocket.

In the case of the signaling state pB, the negative charge is located at Glu46 and localized
over a smaller set of atoms in comparison to the chromophore. This has two consequences
with regard to the CBP-disruption mechanism: first, the negatively charged Glu46 destabilizes
the hydrogen bonding network inside the protein and allows water molecules to access the
protein interior and second, the interaction between Arg52 and the chromophore has become
less favorable. Consequently, the sequence of events has reversed in the signaling state with
respect to the receptor state, first Glu46 becomes solvent exposed followed by emergence of the
chromophore into the solvent. The final situation in both the pG and pB states is the same, as
depicted in Fig. 3.7: a huge disruption of the chromophore binding pocket, resulting in loss of
a-helical content, in agreement with literature. Of course, the most important difference is that
at room temperature the CBP disruption in receptor state pG is much more unlikely than in the
pB state, as is found in experiments.

Figure 3.7: Ribbon representation of PYP in (a) the crystal structure of the receptor state pG and (b) a
typical conformation of the signaling state pB at ambient conditions, taken from the PT run
and clearly exhibiting pB features. Red indicates the N-terminal cap, with the Phe6, Phe28
and Phel21 in space filling model to represent the hydrophobic core. The yellow stick models
represent the chromophore and Glu46.

The conformational rearrangements in the CBP relate to those in the N-terminal cap. When
Glu46 becomes fully solvent exposed, it interacts with the backbone of the N-terminal hy-
drophobic core, thus disrupting it. This observation leads to the conclusion that our simulations
have predicted the conformation of the signaling state pB of PYP. This state has the following
characteristics: The hydrogen bonding network in the CBP has disappeared, and both the chro-
mophore and Glu46 are fully solvent exposed. These rearrangements cause the loss of a-helical
structure in the first and last helix in the PAS-core. Glu46 interacts with the N-terminal cap,
causing conformational instabilities in the N-terminal hydrophobic core and a-helices. Fig. 3.7
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summarizes these observations and shows the crystal structure of the receptor state next to a
typical room temperature conformation of the signaling state. Recent results from NMR exper-
iments on a truncated form of PYP, where removal of the N-terminal cap has led to a extended
pB life time, agree very well with our prediction [102].

In this work, chromophore protonation occurred through removal of the proton at Glu46
to place it at the chromophore, neglecting energetic considerations, such as whether the protein
environment had assumed a configuration favorable for proton transfer. Although a mechanism
involving a direct proton transfer mechanism from Glu46 to the chromophore is certainly possi-
ble, this manual transfer is probably too crude to describe the change of protonation states in the
chromophore binding pocket. Our PT results indicate that the proton transfer in PYP during its
photo-cycle might actually be more complicated, involving solvent intermediates. The reverse
reaction, relevant for the recovery of the receptor state, also may include multiple pathways.

We should stress that the parallel tempering simulations, although expanding the explo-
ration of the PYP conformation space, are still not completely converged. The complete equili-
bration of all states requires that each replica makes many trips from the lowest to the highest
temperature, which might take a multiple amount of the simulation time yet invested. Another
caveat is that, although the room temperature simulations are at ambient pressure, the high
temperature simulations are at unphysical high pressures and cannot be used to compare with
experiment. Also, the (GROMACS) force field might have deficiencies and underestimate the
stability of partially unfolded protein structures. An exhaustive comparison between different
forcefields is beyond the scope of the present work. However, despite all this we believe that
the qualitative results obtained in this work are reproducible and that the main conclusions are
warranted.

Concluding remarks

In this work we have used parallel tempering simulations to study the conformational transi-
tions associated with the photo-cycle of the Photoactive Yellow Protein. The main goal of this
work is the prediction of the mechanism of formation and the structure of the signaling state
pB (see Fig. 3.7). Comparing several independent PT simulation series we found the following
mechanism for pB formation. After the initial isomerization and proton transfer from Glu46
to the chromophore, the negative charge is located at Glu46 and localized over a smaller set
of atoms in comparison to the previous location of the negative charge at the chromophore.
This negative charge has two effects on the chromophore binding pocket: first, the negatively
charged Glu46 destabilizes the hydrogen bonding network inside the protein and allows wa-
ter molecules to access the protein interior and second, the interaction between Arg52 and the
chromophore has become less favorable. The next step is the solvent exposure of Glu46, fol-
lowed by the solvent exposure of the chromophore. The solvent exposure of Glu46 has also an
effect on the stability of the hydrophobic core in the N-terminal domain, resulting in the partial
unfolding seen in several experiments. In summary, we have predicted the structure and the for-
mation mechanism of the signaling state in the photo-cycle of PYP. Our results are qualitative,
but compare well to very recent NMR experiments [102].

The PT has proved very powerful in sampling rugged energy landscapes such as occur in
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protein conformational transitions. However, the technique cannot give detailed information of
the kinetics of the conformation transitions. In the near future we will employ other advance
simulation techniques such as transition path sampling and related techniques to access the
relevant kinetic information in PYP [103].
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Chapter 4

Conformational requirements for an
efficient recovery reaction of
Photoactive Yellow Protein*

Previous simulations have shown that the formation of the signaling state of PYP is characterized by the solvent
exposure of the chromophore and Glu46 [104]. These results are in agreement with NMR spectroscopy data obtained
from Aos-PYP [102]. In this work we have compared our conformational prediction of the signaling state with
the structural ensemble obtained with NMR. A parallel tempering simulation of the truncated mutant enables
direct comparison with experiment, allowing further validation of our previous prediction of the signaling state.
Furthermore, this comparison gives insights into the role of the N-terminal domain. Also, we have attempted to
sample the recovery of the receptor state i.e. the conformational requirements for the protein to return to its receptor
state. Initially, we focused on the conformational characteristics of the receptor state in more detail. Using different
conformations along the recovery reaction pathway we present parallel tempering simulations that highlight the
conformational aspects of the recovery of the receptor state.

Introduction

Photoactive Yellow Protein (PYP) is a water soluble blue-light photoreceptor from Halorhodospira
halophila [25,50]. Comprising 125 amino acids and a covalently bound chromophore (trans-4-
hydroxy cinnamic acid) [51], the protein folds into a PAS core capped by an N-terminal domain
containing two helices [20,26]. Upon absorbing a blue-light photon as a trigger, PYP undergoes
a photo cycle, starting from its receptor state (pG). Visiting several intermediate states, the chro-
mophore twists along its double bond to a cis configuration within picoseconds [29]. Within mil-
liseconds of the isomerisation, a proton from Glu46 (protonated in the receptor state) transfers
to the chromophore, leaving a negative charge on Glu46 [53,54]. Driven by the new negative
charge in the chromophore binding pocket, the protein unfolds to expose the chromophore and
Glu46 to bulk water [102,104,105], forming the signaling state (pB), blue-shifted with respect to
the receptor state [106]. Completion of the cycle, i.e. the refolding of the protein to the receptor

*In preparation
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state, requires several hundreds of milliseconds.

As PYP is an easily accessible system for a wide variety of techniques, many of its character-
istics have been elucidated. For example, the initial events of the photo cycle have become much
clearer recently with the use of ultrafast spectroscopy techniques [107], time resolved X-ray crys-
tallography [108] and molecular simulation studies [73]. However, a few issues remain unclear,
such as the role of the N-terminal domain during the photo cycle. The mutant A,5-PYP proves
that this part of the protein is involved in the photo cycle: This mutant lacks the N-terminal
cap, via truncation of the first 25 amino acids. As a result, the recovery of the pG state from the
blue-shifted signaling state pB is significantly retarded [35], although the crystal structure of the
receptor state does not show large differences [109] with respect to its wild-type counterpart.

In contrast to the wealth of data on the initial photo cycle events, the slower process of the
recovery of the receptor state is still in need of a more detailed characterization. Reformation of
pG requires several chemical and conformational rearrangements: cis to trans isomerisation of
the chromophore, deprotonation of the chromophore, protonation of Glu46 and refolding of the
protein. In the pB state the chromophore is in the cis configuration and thermally reisomerises
back toits pG trans configuration. Upon absorption of another photon this isomerisation process
occurs instantaneously and speeds up the recovery process by a 1000-fold. This is known as
the branching reaction and revealed the isomerisation reaction as the rate limiting step [110].
Before the re-isomerisation occurs, the chromophore loses a proton at the phenolate oxygen,
as evidenced by the observation of the intermediate pB?*™! [55]. Since the formation of the
negative charge on Glu46 is the driving force of the formation of the signaling state (i.e. the
partial unfolding of the protein), it is clear that refolding is unlikely to occur with a negative
charge located on this residue. The solvent most probably provides the proton for reprotonation
of Glu46 [55].

Previous simulations have shown that the formation of the signaling state of PYP is char-
acterized by the solvent exposure of the chromophore and Glu46 [104]. These results are in
agreement with NMR spectroscopy data obtained from Ay5-PYP [102]. In this work we have
compared our conformational prediction of the signaling state with the structural ensemble ob-
tained with NMR. A parallel tempering simulation of the truncated mutant enables direct com-
parison with experiment, allowing further validation of our previous prediction of the signaling
state. Furthermore, this comparison gives insights into the role of the N-terminal domain. Also,
we have attempted to sample the recovery of the receptor state i.e. the conformational require-
ments for the protein to return to its receptor state. Initially, we focused on the conformational
characteristics of the receptor state in more detail. Finally, using different conformations along
the recovery reaction pathway we present parallel tempering simulations that highlight the con-
formational aspects of the recovery of the receptor state.

Methods

In this work we have used parallel tempering simulations to (i) investigate the role of the N-
terminal domain in the photo cycle of PYP, (ii) probe the conformational characteristics of the
receptor state and (iii) attempt to sample the refolding event associated with the recovery of the
receptor state.

42



Systems

For the comparison of the conformation of the signaling state obtained with parallel tempering
simulations and NMR spectroscopy, we performed two parallel tempering simulations. Both
started from the NMR structure of wild type PYP in its receptor state (PDB-code 3PHY, con-
formation 11), with manual alterations to reflect the different chemical topology of the chro-
mophore binding pocket (i.e. protonated cis chromophore and deprotonated Glu46). The differ-
ence between the two simulations is that one contains the full-length protein, denoted as pB’,
while the other lacks the first 25 N-terminal residues, denoted as A,5-pB’. In addition, we per-
formed a parallel tempering simulation of the receptor state, denoted as pG, initiated from the
conformation used as starting structure for the pB’ simulation

We selected a conformation from our previously published pB simulation [104] as starting
point for three simulations: pB®Prt, pB??f;fbtle and pG’, aiming to sample different aspects of
the recovery trajectory of PYP. Table 4.1 lists the details of the topologies of the systems. In
all three simulations the protonation states resemble the receptor state: a deprotonated chro-
mophore and protonated Glu46. The orientation of the chromophore differs: pB%P"! contains a
cis-chromophore and pG’ contains a trans chromophore. The pB‘ﬁZ?ﬁle simulation starts with a
cis-oriented chromophore, but has a lowered rotation barrier for the double bond, allowing iso-
merisation to occur within the duration of the simulation. To lower the rotation barrier around
the double bond, we reduced the dihedral potentials around the double bond with approxi-
mately one-third. This resulted in cis to trans isomerisation at temperatures above 475 K.

System | Starting structure Isomer Chromophore Glu46 Runtime (ns)
pG NMR of pG trans deprotonated  protonated 10

pB’ NMR of pG cis protonated deprotonated 10

Aos-pB” | NMR of pG cis protonated deprotonated 10

pBderret | simulation of pB  cis deprotonated  protonated 10

pG’ simulation of pB  trans deprotonated  protonated 15

pBSf?f ol | simulation of pB  cis deprotonated  protonated 10.5

Table 4.1: System details. The labels cis and trans indicate the configuration of the chromophore, whereas
the labels protonated and deprotonated indicate the protonation states of the chromophore
and Glu46 respectively. The runtime is the simulation time per replica. All parallel tempering
simulations contained 64 replicas.

System preparation

Each system listed above underwent an equilibration procedure, before starting parallel temper-
ing. First, water and hydrogen positions are optimized during a 20 ps MD run with the heavy
protein atoms restrained. Second, 1 ns of MD provided equilibration of the complete system in
the NpT ensemble, using the Berendsen thermostat [97] (77 = 0.1 ps) and barostat (7, = 1.0 ps).
Addition of water and ions has been described elsewhere [104].
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Parallel tempering

We performed parallel tempering runs for the systems described above using a Perl script in
combination with the Gromacs software package. Each PT run contained 64 replicas undergoing
exchange attempts every 1 ps. The 1 ps MD runs were performed using GROMACS [91], with a
time step of 2 fs. The Berendsen thermostat (77 = 0.1 ps) imposed a temperature on the replicas.
Coupling to the thermostat of the protein and the solvent, including the ions, was separate. The
temperature in the parallel tempering runs varied between 282 K and 645 K. The temperature
gap was initially estimated by a linear dependence on the inverse temperature, and turned out
afterward to give rise to a uniform acceptance ratio of around 20%. A Perl script governed
the swaps of temperatures between the replicas. Every picosecond 4032 swap attempts were
performed.
The acceptance rule to exchange two replicas at temperatures ¢ and j is:

Pec(ij) = min (1, eAﬁijAUij) 4.1

with Ag;; the difference of the inverse of the swapping temperatures and AUj;; the energy dif-
ference of the two configurations. The temperature distribution over the replicas resulted in an
average acceptance ratio of 20 %.

Figure 4.1 shows the temperature trajectories for each replica, coloured according to their
starting temperature.

After 2 ns some of the low temperature replicas have reached high temperatures and vice
versa (Fig. 4.1). With an average acceptance ratio of 20 % the replicas do not visit both high
temperatures and low temperatures within the simulation time of 10 ns.

Analysis

Conformations at similar imposed temperatures were combined into trajectories, excluding the
first 2 ns. Analysis of these trajectories consisted of tracking several order parameters using the
tools included in the Gromacs software package in combination with perl scripts. The order
parameters used here to investigate the conformational barriers in the system are the hydrogen
bond difference [111] of the residues in the chromophore binding pocket (Tyr42, Glu46, Thr50,
Arg52, Cys69 and chromophore, Phe96, Tyr98, Met100) and the distance between the centers of
mass of several groups in the chromophore binding pocket. Also, we followed the number of
water molecules within a radius of 3.5 A around the chromophore and around Glu46, and the
number of hydrogen bonds between the backbone atoms of residues 42 to 59, comprising two
helices. Finally, the dihedral angle along the double bond of the chromophore was sampled.

Sampling of rejected states

The parallel tempering simulations presented here are not fully equilibrated. Although high
temperature replicas visit low temperatures and vice versa, not all replicas visit all tempera-
tures within the simulation time of 10 ns. System size is prohibitive, and as such, Photoactive
Yellow Protein is close to the limit of the parallel tempering scheme in combination with cur-
rent CPU power. As a consequence, free energy differences obtained from these simulations are
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Figure 4.1: Imposed replica temperature as a function of time. The colour of each replica indicates its
starting temperature, starting at black (T = 282), going to blue and red, and ending at yellow
(T = 645 K). For clarity, replicas 0-21 (lower), 22-43 (middle) and 44-63 (upper) are depicted
in separate graphs. The graphs shows that high temperature replicas reach low temperatures
and vice versa.

inaccurate. The free energy difference in replica 4, as function of an order parameter Q) is:
Fy = —kpTi In P(Q) 42)

with kp the Boltzmann factor, 7' the temperature and P;(Q) the probability distribution. P(Q)
is a histogram of the occurrence of order parameter Q.

A recent paper by Frenkel [112] states that Monte Carlo schemes may improve significantly
in accuracy by including the properties of the rejected states. Another paper applies the sam-
pling of rejected states to a parallel tempering scheme [113]. Effectively, this means that the
contributions of different replicas to the histogram of order parameter @) are scaled with their
Boltzmann factors. The probability distribution can then be estimated as:

P(Q) = f}@—é%#%)M&—@+ f}@mﬂL&%N%»a@—Q> (43)
j=1,5#i i=1,i#j

with ¢ and j replica indices and IV the total number of replicas.
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Figure 4.2: Free energy profiles of the formation of the signaling state. The profiles are calculated as a
function of the distance between the chromophore (HC4) and Glu46, and the hydrogen bond
difference Acgp (Eq. 3.1) in the chromophore binding pocket (CBP). (a) Order parameters are
calculated for conformations at 301 K in the pB’ simulation (b) Rejected states also contributed
to the free energy profile at 301 K of the pB’ simulation. (c) Order parameters are calculated for
conformations at 301 K in the Ag5-pB’ simulation. The contour lines indicate the k7" levels,
decreasing with darker shading. White areas have not been sampled. The labels I-IV indicate
free energy wells, with I at (drca—Giuas =0.6 nm, Acpp =0), L at (dzca—ciuas =0.8nm, Acgp
= -7), III at (dHC4—Glu46 =22nm, Acgp = -15) and IV at (dHC4—Glu46 =19nm, Acgp = -5)

Results and discussion

In this work we present parallel tempering simulations to (i) provide a validation of our pre-
viously published prediction of the signaling state conformation of Photoactive Yellow Protein
(PYP) [104], (ii) further investigate the conformational characteristics of the receptor state pG of
PYP, and (iii) characterize the conformational aspects involved in the recovery reaction of the
PYP photo cycle.

Including the contribution of the rejected states

As discussed in the Methods section, the parallel tempering simulations presented here are not
fully equilibrated. As a consequence, free energy differences obtained from these simulations
are inaccurate. Including the rejected states in the calculation of the free energy, accuracy can
improve [112,113]. Using the pB’ simulation, we calculated two free energy profiles of the chro-
mophore binding pocket at 301 K. Figure 4.2(a) shows the free energy profile calculated from
conformations at 301 K and figure 4.2(b) shows the free energy profile where the rejected states
also contribute. The minima in the free energy profile at 301 K are indicated with labels I, II
and IIT and respectively represent conformations with an intact chromophore binding pocket,
including the hydrogen bond between the chromophore and Glu46; conformations in which
Glu46 is no longer part of the hydrogen bonding network around the chromophore; and confor-
mations in which also the chromophore has become exposed to solvent. Note that the distances
are calculated between centers of mass, and do not indicate distances between hydrogen bond
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donors and acceptors. A barrier of 1 kgT separates I and II, whereas the barrier between II and
II is higher than 7 kgT'. Including the contribution of the rejected states in the calculation of
the free energy profile results in a similar shape of the profile. The three minima I, II and III
appear as well as an additional minimum, labeled IV. This minimum represents conformations
where the chromophore is exposed to solvent, but Glu46 still interacts with residues in the chro-
mophore binding pocket. Including the rejected states in the calculation of the profile results in
a smoother profile. All other free energy profiles presented here include the contribution of the
rejected states.

The role of the N-terminal domain

The mutant Ag5-PYP lacks the N-terminal cap, and as a result, the recovery of the pG state from
the blue-shifted signaling state pB is significantly retarded [35]. This pB lifetime is sufficiently
long to enable structure determination with NMR spectroscopy [102]. Figure 4.3 shows a typical
conformation of the signaling state obtained with parallel tempering simulations [104] and the
pB NMR structure (PDB-code 1XFQ), with the central 3-sheet perpendicular to the plane of the
paper. Both conformations have an intact central 3-sheet with Glu46 and the chromophore ori-
ented towards the solvent. The region containing these two groups has a different shape in the
two conformations: the simulation structure has a higher a-helical content. Another difference
between the two conformations is that the NMR conformation is more extended. This is partly
due to the higher degree of unfolding, but also due to a different orientation of the loop con-
taining Met100 (highlighted in blue). In the simulation, this loop is oriented toward the Glu46-
region, whereas it points outward in the NMR-conformation. We conclude that the presence of
the N-terminal cap clearly influences the degree of unfolding, upon signaling state formation.
Comparison of the two side views (figures 4.3(a) and 4.3(b)) reveals that the N-terminal cap is
close to the region containing Glu46, thereby restricting the conformational freedom of Glu46
during its solvent exposure process.

To understand the differences observed in snapshots 4.3(a) and 4.3(b) we performed a simu-
lation of pB’, with the first 25 amino acids deleted. Figure 4.4(a) shows the free energy profile as
a function of the distance between the chromophore and Glu46 and the hydrogen bond differ-
ence. The deepest well in the free energy profile is indicated as I and represents conformations
in which both groups are still within the protein core, but no longer hydrogen bonding. The
overall shapes of the free energy profiles of pB’ (figure 4.2(b) and Ay5-pB’ are clearly different.
A more detailed comparison between the two free energy profiles shows that minimum III is
present in the Ays-pB’ simulation as a shallow well; that the minimum indicated as IV in figure
4.2(b) is absent; and that the As5-PYP simulation has an additional minimum, denoted as II in
tigure 4.4(a). The latter minimum represents conformations with Glu46 solvent exposed and the
chromophore located within the protein. Most striking, however, is the absence of a barrier be-
tween I and III. These observations indicate that Ao5-PYDP is less restricted in its conformational
space and that the barrier for unfolding is significantly lowered.

47



Figure 4.3:

Figure 4.4:

(a) PT (side view) (b) NMR (side view)

Comparison of signaling state conformations obtained from simulation and experiment.
(a) shows a snapshot from the pB simulation in ref. [104]. (b) shows conformation 7 from
the NMR structure of the As5-PYP pB state. The ribbon representation shows the protein
backbone in grey, with residues 45-70 highlighted in green, residues 99-101 highlighted in
blue and residues 1-25 highlighted in orange, if present. The stick models display the side
chains of residues Glu46 (red), Thr50 (pink) and Cys69-HC4 (yellow). Hydrogen atoms are
not shown.

Parallel tempering simulation of Ay5-PYP-pB’ (a) Free energy profile as a function of the dis-
tance between the chromophore (HC4) and Glu46, and the hydrogen bond difference Acpp
(Eg. 3.1) in the chromophore binding pocket (CBP). The contour lines indicate the kT levels,
decreasing with darker shading. White areas have not been sampled. The labels I-1II indi-
cate free energy wells, with I at (dgca—ciuas = 0.8 nm, Acpp = -3), Il at (duca—ciuae = 1.3
nm, Acpp = -18) and Il at (dgca—ciuae = 2.2 nm, Acpp = -18). The stars indicate the dis-
tance between HC4 and Glu46 in the NMR structure of Ay5-PYP-pB. Their position at Acgp
= -30 has no meaning. (b) Snapshot from the A25-pB’ simulation. The ribbon representation
shows the protein backbone in grey, with residues 45-70 highlighted in green, residues 99-101
highlighted in blue and residues 1-25 highlighted in orange, if present. The stick models dis-
play the side chains of residues Glu46 (red), Thr50 (pink) and Cys69-HC4 (yellow). Hydrogen
atoms are not shown.
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To compare the Ay5-PYP-pB’ simulation to the NMR structure of the pB state of this mutant,
tigure 4.4(a) shows the distance between the chromophore and Glu46 as stars (with an arbi-
trarily chosen value for Acpp) for the NMR structural ensemble. The HC4-Glu46 distance in
the NMR structure extends beyond 2.5 nm, a value hardly sampled in the Ay5-PYP-pB’ simula-
tion and even less sampled in the wild type pB’ simulation. More interesting is the occurrence
of stars in the region between 1.5 and 2 nm, the place where a high barrier separates the con-
formations with an intact CBP from the partially unfolded conformations in the wild type pB’
simulation. This would suggest that the NMR structural ensemble would compare better to the
pB’ simulation of Ays simulation than to the wild type.

Figure 4.4(b) shows a typical snapshot from the Ao5-pB’. This snapshot shows that the central
B-sheet has an extended and twisted conformation. The chromophore is oriented toward the
protein core, but not buried in it. The flexibilities in the 3-sheet facilitate more orientations for
the large helix flanking the (3-sheet, as well as for the region containing Glu46. As a consequence,
the chromophore is more accessible for water molecules. The combination of the enhanced
flexibility of the 3-sheet and the absence of the N-terminal cap enable Glu46 to move away
further from the protein core. The snapshot of the NMR structure, figure 4.3 (b), shows a similar
extended conformation for the 3-sheet, but lacks the twisted orientation. Also, the chromophore
is oriented toward solvent, as well as Glu46. Since the data in this region, highlighted green in
tigure 4.3, is limited [102], many conformations are compatible with the available structural
constraints, including a more compact one.

Comparing the three snapshots in figures 4.3 and 4.4(b) shows that removal of the N-terminal
cap leads to increased flexibility in the central 3-sheet and in the region containing Glu46. Pre-
viously, we have shown that the helical structure in the N-terminal domain is lost during the
formation of pB [104]. Also, the hydrophobic core expands, but does not completely unfold.
In Ay5-PYP, part of the hydrophobic core (Phel21 and Trp117) is exposed to solvent, which
destabilizes the protein and leads to extended unfolding of A»5-PYP in the signaling state. The
N-terminal cap shields the hydrophobic convex surface of the 3-sheet of the protein, and thereby
restricts the conformational freedom of the protein.

We show that the signaling states of wild type pB and A25-PYP exhibit differences, all related
to the N-terminal cap restricting the conformational freedom of the protein. Observations on the
recovery kinetics of both wild type and the truncated mutant protein show that the recovery of
the receptor state occur faster in the wild type [35], too fast for full structure determination
with NMR [71]. An even faster recovery reaction occurs in the E46Q mutant, in which less
unfolding takes place, due to the lack of a negative charge on the position of Glu46 (GIn46 in the
mutant) [72]. With the comparison between simulation and NMR spectroscopy of the signaling
state of Ay5-PYDP, we have validated our prediction of the signaling state of wild type PYP.

Conformational characteristics of the receptor state pG

Our previous simulations of the receptor state of PYP, pG, sampled conformations with the chro-
mophore interacting with solvent molecules, outside the chromophore binding pocket. Also,
Glu46 became solvent exposed. These two alterations resulted in an increase of the distance
between the chromophore and Glu46 and a disruption of the hydrogen bonding network in the
chromophore binding pocket. Although we already performed this simulation earlier [104], we
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Figure 4.5: Free energy profiles of the receptor state simulation. These profiles are calculated as a func-
tion of (a) the number of water molecules within a radius of 0.35 nm around the chromophore
and around Glu46; (b) the distance between the chromophore and Tyr42, and the number of
water molecules within a radius of 0.35 nm around the chromophore; and (c) the number of
backbone hydrogen bonds of residues 42-59 and the number of water molecules within a ra-
dius of 3.5 A around Glu46. The contour lines indicate the kg7 levels, decreasing with darker
shading. White areas have not been sampled. The roman labels indicate free energy wells, the
labels A and B indicate directions.

repeat it here to gain more insight into the solvent structure in and around the chromophore
binding pocket.

Figure 4.5(a) shows the free energy profile of the receptor state simulation as a function of the
number of water molecules within a radius of 0.35 nm around the chromophore and Glu46. The
deepest well in the profile, labeled I, represents conformations where both the chromophore
and Glu46 have no contact with water molecules: The chromophore binding pocket (CBP) is
intact. From this minimum the profile extends into two directions: A, with little solvent ex-
posure for Glu46, and B, with Glu46 interacting with up to eight water molecules, labeled B.
The chromophore is in contact with solvent in both directions. This figure clearly shows that
solvent exposure of the chromophore occurs, as well as solvent exposure of Glu46, and that the
latter occurs less often than the first. Since the parallel tempering simulations of PYP are not
well equilibrated (i.e. not all replicas have visited all temperatures), it is not possible to be more
specific.

In an intact CBP a hydrogen bond exists between Tyr42 and the chromophore. Fig. 4.5(b) dis-
plays the free energy profile using the distance between the centers of mass of the chromophore
phenolate ring and the side chain of Tyr42, and the number of water molecules within a radius
of 0.35 nm surrounding the chromophore. With no water molecules around the chromophore,
there is a minimum at dgc4—7yra2 = 0.5 nm, (labeled I), implying a hydrogen bond between
the chromophore and Tyr42. A barrier of 4 kg1 separates this well from minimum II, repre-
senting more loose protein conformations, including conformations with Tyr42 in contact with
water molecules. The barrier is shallower in the direction of the N4 (HC4)-axis, indicating a
mechanism for the solvent exposure of the chromophore: Partial hydration of the chromophore
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binding pocket interferes with the strong hydrogen bond between the chromophore and Tyr42.
Once it is broken, full solvent exposure of the chromophore occurs.

Glu46 is located in a helix comprising residues 42 to 50. This helix forms a bundle with
the helical conformation of residues 53-59. On average, 4 to 5 hydrogen bonds exist between the
protein backbone atoms of residues 42 to 59, in their folded conformation. Upon the solvation of
Glu46, these helices undergo a conformational change. Fig. 4.5(c) displays the free energy profile
as a function of the number of backbone hydrogen bonds of residues 42 to 59 and the number
of water molecules within a radius of 0.35 nm around Glu46. The profile has a minimum at 4.5
backbone hydrogen bonds and zero water molecules around Glu46, denoted as I. Going into
the direction indicated by label A, an increase of water molecules around Glu46 occurs, while
the number of backbone hydrogen bonds drops. Although this is not a minimum, it clearly
indicates the loss of helical conformation upon the solvent exposure of Glu46.

These results suggest that conformational rearrangements occur in the receptor state of PYP,
with the solvent exposure of the chromophore being the predominant process. Low-temperature
spectroscopy of PYP indicates that heterogeneity in the ground state population causes broad-
ening of the PYP absorption spectrum, leading to two different photochemical pathways upon
excitation [114-116]. The existence of a PYP conformation with a solvent-exposed chromophore
would fit with these observations. Since the chromophore in water has a pKa close to 9, chro-
mophore protonation would be feasible in such a solvent exposed conformation. However, pH
titration of the formation of pB-dark shows no change in the shape of the spectrum until low
pH, indicating a pKa of 2.7 for protonation of the chromophore [117]. Nevertheless, a closer
examination of this titration curve using an advanced fitting procedure hints at the existence
of a small fraction of PYP with a solvent exposed chromophore (J. Hendriks, personal commu-
nication). Finally, the hydrogen bond between the chromophore and Tyr42 is very short and
may contain covalent characteristics [118]. In the simulation, electrostatic and van der Waals
interactions describe hydrogen bonds, possibly underestimating the strength of this particular
hydrogen bond. A stronger hydrogen bond between Tyr42 and the chromophore would reduce
the degree of solvent exposure of the chromophore. The observation that water molecules have
access to the chromophore in the receptor state would suggest the existence of other proton
donors besides Glu46 for the chromophore protonation reaction later in the photo cycle.

Recovery of the receptor state

The recovery of the receptor state pG from the signaling state pB requires multiple conforma-
tional and chemical rearrangements. Before discussing our investigation of the recovery re-
action, we first focus on the pB’ simulation that sampled the formation of the signaling state,
tigure 4.6(a). This figure shows the free energy profile as a function of the distance between the
chromophore and the side chain of Tyr42, and the distance between the side chains of Tyr42
and Glu46. The pB’ system, figure 4.6(a), starts with an intact chromophore binding pocket,
indicated by the well at dop,o—7yra2 = 0.6 nm, dryr42—Gruas = 0.5 nm, labeled 1. During the pB’
simulation, the chromophore and Glu46 become solvent exposed, as indicated by the series of
free energy wells towards larger distances between the chromophore and Tyr42 (label II), and
larger values for the Tyr42-Glu46 distance (label III).
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Figure 4.6: Free energy profiles of the chromophore binding pocket. The plots are drawn as a function
of the distance between the centers of mass of the phenolate ring of the chromophore (HC4)
and the side chain of Tyr42 (horizontal axis) and the distance between the centers of mass be-
tween the side chains of Tyr42 and Glu46 (vertical axis) for the parallel tempering simulations
representing (a) pB’, (b) pB%*™°! and (c) pG’. The star in (a) indicates the starting configura-

tion of the pB?“P™! and pG’ systems. In (c) the free energy profile of pB’ (a) is drawn in light
blue. The labels refer to free energy minima.

(@) IV

Figure 4.7: Snapshots from the pG’ simulation. The ribbon representation shows the protein backbone
in grey, with residues 42-59 highlighted in blue. The stick models display the side chains of
residues Tyr42 (green), Glu46 (red), Thr50 (pink) and Cys69-HC4 (yellow).
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This graph shows that the formation of the signaling state is not complete, since eventually
both groups become solvent exposed, as we have shown before [104]. The star indicates a sig-
naling state conformation obtained from our previously published pB simulation that we used
to initiate two parallel tempering simulations, pB?"** and pG’. In this conformation, both the
chromophore and Glu46 are solvent exposed. In the pB%P™! and pG’ simulations, the chro-
mophore and Glu46 are in receptor-like protonation states: the chromophore is deprotonated
and Glu46 is protonated. The systems differ in configuration of the chromophore: The pBZP !
system contains a cis-oriented chromophore. pG’ contains a trans chromophore and differs only
in conformation from the receptor state. Table 4.1 lists the details for the topologies of the sys-
tems.

Figures 4.6(b) and 4.6(c) show the free energy profiles of the chromophore binding pocket, as
sampled in the pB%P"** and pG’ simulations, respectively. For pB*™! the free energy profile is
relatively straightforward: it contains a minimum at d gc4—7yra2 = 1.9 nm, dryra2—Gruse = 1.0 nm,
labeled I. More features emerge in the free energy profile sampled during the pG” simulation.
The well indicated by I resembles the minimum in the deep’"Ot simulation. In addition, the free
energy profile contains minima at (dyca—7yra2 = 1.3 nm, d7y,42—Gruas = 1.3 nm), labeled 1I, at
(daca—Tyraz = 2.6 NM, dpyra2—Gruae = 0.6 nm), labeled III. These wells respectively represent con-
formations with the chromophore oriented toward the protein interior (II) and conformations
with a hydrogen bond between Tyr42 and Glu46 (I1I). Finally, the free energy profile contains a
feature (label IV) at hydrogen bonding distance for Glu46 and Tyr42, and at a distance around
1.5 nm between Tyr42 and the chromophore. This feature represents conformations with a par-
tially reformed chromophore binding pocket. Interestingly, the wells II and IIl in the free energy
profile of pB” overlaps with the free energy profile of pG’ (the light blue lines in figure 4.6(c),
indicating that the pG” simulation is actually sampling part of the recovery reaction.

Figure 4.7 shows three snapshots from the pG” simulation representing the free energy min-
ima indicated with a roman numeral in figure 4.6(c). Snapshot IV shows a partially refolded
chromophore binding pocket, with a hydrogen bond between Tyr42 and Thr50. Oriented to-
ward the protein interior, Glu46 is alongside Tyr42. Also oriented toward the protein interior,
the chromophore is close to these residues that make up the chromophore binding pocket, but
does not interact with them. Residues 50-55 form a helix in the receptor state structure, but
are now in a coil conformation and prevent the chromophore from entering its binding pocket.
Snapshot I shows that the chromophore can enter the protein interior and approach Tyr42. Nev-
ertheless, Glu46 is far from the protein interior, interacting with residues in the N-terminal cap.
Moreover, Thr50 has shifted toward the protein surface and interacts with solvent molecules.
The pG’ simulation also sampled conformations with Glu46 inside the protein, as snapshot III
displays. Such conformations are far from the folded receptor state, since both the chromophore
and Tyr42 are solvent exposed and oriented to opposite sides of the protein. In these confor-
mations, the region containing Glu46 blocks the reorientation of the chromophore towards the
protein interior.

Comparison of the pB%P™! and the pG’ simulations would suggest that the cis/trans con-
figuration of the chromophore significantly affects the conformational space accessible to the
protein. To test this dependence we performed a parallel tempering simulation, indicated as

pB‘ﬁf ;Z‘.’lfle, with a lowered rotation barrier for the chromophore double bond. Figure 4.8(a) shows
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Figure 4.8: Free energy profiles of the pr(ﬁf;Zfle simulation. The plots are drawn as a function of the

distance between the centers of mass of the phenolate ring of the chromophore and the side
chain of Tyr42 (horizontal axis) and the distance between the centers of mass of the side chains
of Tyr42 and Glu46 (vertical axis, (a)) or the dihedral angle along the chromophore double
bond (vertical axis, (b)). The dihedral is measured along the double bond. The labels indicate
free energy minima. Note that the free energy wells in (a) and (b) are not related.

the free energy profile as a function of the distance between the chromophore and Tyr42, and
Glu46 and Tyr42. This profile has two minima separated by 1 kg7 at d7y,42—Giuas = 1.1 nm, with
chromophore-Tyr42 distances of 1.4 nm (I) and 2.1 nm (II). This broad basin is also present in the
pBProt and pG’ simulations. The pB%if;iOgle profile contains two additional minima, of which
one is at a barrier of 4 kg7 from the broad basin, with (dcnyro—71yra2 = 2.6 nm, dryrao—Gruse = 1.7
nm), labeled III. Minimum 1V is at (dcpro—7yra2 = 1.2 nm, d7y,42—Gruas = 0.4 nm), representing
a conformation closely resembling snapshot IV from the pG” simulation. These two minima
are extra features in comparison to the pB¥P! simulation. Plotting the free energy profile as
a function of the chromophore-Tyr42 distance and the dihedral along the chromophore double
bond, figure 4.8(b) shows cis conformations at +10° and -20° (III"), and trans conformations at
172¢ (I' and II'). The extra well (label I') appears only for the trans configurations, indicating that
the isomerisation of the chromophore affects the conformational space accessible to the protein.
Minimum I” at hydrogen bonding distance for the chromophore and Tyr42 indicates that the
trans configuration is required for the reformation of the receptor state. This observation sug-
gests that the recovery of the receptor state, after triggering the cis to trans isomerisation of the
chromophore, would consist of the refolding into a helical conformation of the region around
Glu46. These results are consistent with the observation that the recovery reaction is accelerated
via light-induced isomerisation of the chromophore [110].

Concluding remarks

Previous simulations have shown that formation of the signaling state of PYP is characterized
by the solvent exposure of the chromophore and Glu46 [104]. These results are in agreement
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with NMR spectroscopy data obtained from Ay5-PYP [102]. However, the two conformations
do not compare well in all aspects: The NMR structure has a more extended conformation for
the central 3-sheet and a larger degree of unfolding in the a-helical region containing Glu46.
In a simulation of the truncated mutant protein we observed that solvent exposure of the chro-
mophore and Glu46 occur more easily, and that such unfolded conformations compare well with
the NMR structure. This validates our previous prediction of the signaling state, as the presence
of the N-terminal cap restricts the conformational space of the sensing core of the protein. Fur-
thermore, this validation provides insight into the role of the N-terminal domain. By restricting
the conformational freedom of the central 3-sheet, the N-terminal cap limits the pathways for
and the extent of light-triggered unfolding.

To gain more insight into the conformational characteristics of the receptor state, we per-
formed a parallel tempering simulation. Previously we have shown that in the receptor state,
the chromophore binding pocket assumes different conformations [104]. Here, we have demon-
strated that the chromophore is in contact with the solvent, even in the receptor state at a small
fraction of time. Also Glu46 can become solvent exposed, leading to loss of a-helical conforma-
tion. Solvent exposure of Glu46 is less likely to occur than solvent exposure of the chromophore.
The simulation of pG sampled several chromophore solvent exposure events. Such conforma-
tions with a solvent exposed chromophore would explain the heterogeneity observed in the
low-temperature absorbance spectra. Moreover, these conformations would indicate that sol-
vent molecules, to a lesser extent than Glu46, can act as proton donors for the protonation of the
chromophore during the PYP photo cycle.

Studying the recovery process of PYP with molecular simulation techniques is a huge chal-
lenge, due to the time scales involved. In an attempt to sample the recovery reaction of the
receptor state, starting from a partially unfolded representative conformation of the signaling
state, we present parallel tempering simulations initiated from different configurations along
the recovery reaction pathway. Complete refolding did not occur in any of the recovery sim-
ulations, but we observed overlap in the free energy profiles of a simulation starting from an
unfolded conformation and a simulation of the folded conformation. In the simulation with a
deprotonated trans-chromophore and protonated Glu46, the chromophore did enter the protein
interior. Also, the hydrogen bond between Tyr42 and Glu46 reformed, but these events did
not occur simultaneously. The simulations show that the cis or trans configuration of the chro-
mophore has a significant effect on the ability of the protein to refold into its receptor state. A
simulation with a lowered rotational barrier of the chromophore double bond further substan-
tiated this conclusion.
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Chapter 5

Protein Triads: A new method to analyse
collective motions in proteins™

Ensembles of protein structures, generated in various ways, assemble in large and complex datasets. It is not
straightforward to find the motions that underly the functional mechanism of a protein from such a dataset, since
it contains all motions available to the protein (within the boundaries of the sampled conformational space). These
motions comprise many modes, such as overall translation and rotation, breathing, thermal flexibility, side chain
rotation and segmental flexibility. In the dynamics of signal transduction, it is the general view that sensor proteins
undergo conformational changes that affect large parts of the molecule.

Discovering the general trends in such data requires data extraction techniques. When viewing motions in
molecular systems, three components express variation: time evolution, particles involved in the motion and direc-
tion of the motion. Currently, the principal component analysis method known as Essential Dynamics is generally
applied to extract the large concerted fluctuations from conformational datasets. Such models explain the variance
in time and a mixed mode containing the particles and direction. In this work we present a new method to extract
internal protein motions: Protein Triads. This method aims to explain the variance in the three components required
for understanding collective protein motions.

Using a simple atomic model we show that Protein Triads performs equally well in capturing the variance in the
data sets as Essential Dynamics. Applying both methods to a parallel tempering simulation of Photoactive Yellow
Protein (PYP) shows that Protein Triads is able to separate relevant motions into different model components,
resulting in a better interpretable model. A direct consequence is that it is easier to visualize the extracted motion.

PYP is a member of the PAS protein family, that is involved in signaling and protein-protein interactions.
Using molecular dynamics simulations of the PAS folds in HERG, the N-terminal domain of a human potassium
channel, and FixL, a bacterial oxygen sensor, we employ Protein Triads to compare the dynamics exhibited in the
three protein systems in a qualitative and a quantitative way. The latter enables comparison of dynamics in different
protein systems.

*This chapter is based on J. Vreede, K.J. Hellingwerf, A K. Smilde, W. Crielaard and H.C.]. Hoefsloot Protein Triads:
A new method to analyse collective motions in proteins Submitted to J. Comput. Biol.
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Introduction

The general consensus in structural and molecular biology is that the function of a protein is
outlined in its structure. The efforts to increase our insight into protein structure at the atomic
level are reflected in the still growing number of new deposits in the Protein Data Bank [119].
Unfortunately, our understanding of protein function and protein-protein interactions has not
increased concomitantly. Recently, it has become more evident that internal protein dynamics
play a fundamental role in protein function [120]. In the case of signal transduction proteins,
this insight is already biochemically substantiated [121]. The detection and communication of
a signal require (transient) conformational changes and these are confined within the confor-
mational freedom of a protein. Via these structural restrictions, its dynamic characteristics are
defined within itself. Now the challenge is to be able to characterize, predict, compare and
understand these internal dynamics from a protein structure as such. Models describing the
functional activity of a protein should consider both structural and dynamic details.

Proteins in general can be classified into families on the basis of structural similarity. Within
these protein families, all members share the same typical fold. One of these structural fam-
ilies, the PAS-fold family, has been very useful in the strive to understand functional protein
dynamics [20]. PAS is the abbreviation of PER-ARNT-SIM, the first three proteins revealing the
PAS sequence [23]. This family brings together folds that were previously recognized as LOV
and/or GAF domains and now contains more than 1100 members [21]. PAS domains play a
key-role in signal transduction toward the regulation of a variety of processes in representative
organisms from all domains of life, including Homo sapiens [10,15,122]. Several detailed studies
on one of the members of the PAS domain family, the Photo-active Yellow Protein (PYP) [20],
have indicated that when this protein passes through its signal transduction cycle distinct con-
formational changes occur [25,26,29,30,105,123]. In previous work we have explored the idea
that similar structures induce a similar dynamic behaviour in a protein familiy.

Molecular simulation techniques sample protein conformational space, resulting in large
amounts of data that are difficult to interpret in terms of functional motion. Up to now, a two-
way method known as Essential Dynamics (ED) is predominantly used to extract large corre-
lated fluctuations from sets of structures (i.e. a trajectory) [45]. ED is the application of principal
component analysis (PCA) to protein dynamics and it derives a model for structural variation.
Using a combination of CONCOORD simulations and ED/PCA, common characteristics in the
flexibility of different PAS folds could indeed be identified [109]. Only the use of a subset of
atoms, identical in size for each protein domain, allowed direct comparison between the vari-
ous PAS proteins. Unfortunately, the construction of a subset representing the family fold biases
the analysis to finding similar flexible modes. Another study [124] performed a qualitative
comparison of the conformational flexibilities exhibited by PAS domains. Using Molecular Dy-
namics (MD) simulations and ED/PCA the authors concluded that PAS domains have a limited
number of general solutions for sensing and signaling. From these studies it became clear that a
new methodology needs to be explored in order to describe and compare functional dynamics
in proteins.

In the current study we will evaluate Tucker-3 models as a method to understand functional
protein dynamics [125]. This type of model has been developed by Ledyard R. Tucker [126,
127] and in contrast to ED/PCA, arranges dynamics-data as a three-dimensional matrix and
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subsequently uses three-way analysis techniques to structure the results. Three-way analyses,
including Tucker-3, have, to our knowledge, never been applied to protein dynamics before. We
call the application of Tucker-3 to protein dynamics Protein Triads.

Applying both ED/PCA and Protein Triads to a simple system containing eleven atoms, and
a parallel tempering simulation of PYP, we will show that comparable motions are identified by
both methods. In addition, we use Protein Triads to compare internal protein dynamics of three
members of the PAS protein family, facilitated by MD simulations of two PAS domains, HERG,
the N-terminal part of a human potassium channel, and FixL, a bacterial oxygen sensor, and the
parallel tempering simulation of PYP [104]. A qualitative comparison shows that the three PAS
domains exhibit different flexible modes. Using the directional modes, Protein Triads facilitates
direct quantitative comparison.

Theory

A dataset describing the trajectories of all individual atoms within a protein is often large and
complex. The construction of a model is a way to increase the comprehensibility of the data.
A good model must be less complex than the original data, but must still contain the most im-
portant aspects of the data. To understand how data analysis techniques are able to extract
relevant variance from a set of protein structures, we need to fully understand what a motion
is comprised of. Motion is considered as the change in position of an object in time. How-
ever, the moving bodies making up the internal protein motions are linked to one another via
inter-atomic bonds and cannot be considered separately. Consequently, understanding inter-
nal protein motion requires three aspects: which atoms are moving, the time profile, and the
direction of the motion.

The principal component analysis (PCA) in Essential Dynamics is commonly explained in
terms of a covariance matrix of the trajectories. The results, i.e. the essential eigenvectors, are
a model for the data. However, to allow a comparison between PCA and Tucker-3, the two
methods must be explained in terms of the minimization of the differences between the model
and the data. For PCA, the model parameters result from the solution of the following problem:

min | X — TP’ |? (5.1)
TP

Here X is the matrix of size NK x J that contains the data. The number of rows is equal to
the number of atoms (V) times the number of spatial directions (K). The number of columns is
equal to the number of sample-points (J). Symbol T holds the scores. These are comparable to
the eigenvectors in a covariance matrix. The size of T'is NK x R. The columns of P are called
the loadings. The size of P corresponds to the number of time-points J times the number of
principal components R. In ED these are explained as the projection of the original trajectory
onto the eigenvectors. P’ is the transpose of P. (| A |?) is the squared Euclidean norm of
A. The PCA model of the data is graphically displayed in figure 5.1 (top). A larger number of
principal components yields a better model prediction but results in a larger and more complex
model. Consequently, the choice of principal components is a trade-off between complexity
and predictive power of the model. In ED the principal components are called the essential
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Figure 5.1: Schematic drawing of the models for protein dynamics as generated by (top) ED/PCA and
(bottom) Tucker-3. The two methods are based on the minimization of the error matrix E
or array E. The model derived by ED/PCA is composed of R components that consider the
temporal aspects (t) of protein dynamics along with atomic fluctuations (p). The Tucker-3
model decomposes protein motions in temporal (B), atomic (A) and spatial components (C)
that are linked through the core array G. The values for S. U and @ represent the number
of components A, B and C respectively. I, J and K indicate the size of the original data
matrix/array.

eigenvectors. The prediction of a single data point in the model is defined as follows:
R
Ty = Ztirpjr (5.2)
r=1

The element ¢;, is on row number 7 and column number r of T and pj, is element j,r of P.
The physical interpretation of the columns in P in the context as presented here is a time series.
The scores T represent vectors in the N K configuration space. To simplify the interpretation of
directions in the N K dimensional space, we advocate the Tucker-3 method to analyze trajectory
data. The resulting model is less complex and the interpretation of the model parameters is
straightforward. Solving problem 5.3 gives the model parameters for a Tucker-3 model:

min || X — (A® C)GB' ||? (5.3)
A,B,C,G

]

Here X is a rearrangement of the three-way array X of a size defined by the number of atoms
N x number of spatial directions K x number of time-points J. After rearrangement of X the
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dimensions of X are NK x J. The columns of A give the relative amplitudes of the motions
of the atoms under consideration. The columns in C represent vectors in Cartesian space and
indicate a direction. G is the so-called core array that connects the three matrices. Similar to
X it is rearranged to G with dimensions SQ x U. The columns of matrix B are time-series,
similar to P in ED/PCA. (A ® C)G represents T in ED/PCA. This shows that the Tucker-3
model is a restricted version of PCA. The restrictions improve the interpretability of the model.
A schematic drawing of the matrix multiplication is given in figure 5.1 (bottom). The symbols
S, U and (@ determine the size of the matrices that construct the model. Larger values for S, U
and (@ give better approximations. The Tucker-3 model can also be considered as a summation
of triads, as depicted in figure 5.2. Each data point is predicted by:

S U Q

Bijh =D > Y ishjuCkqsug (5.4)

s=1u=1q=1

A triad is comprised of three vectors (as, by, cq) and a scalar g, where a is the s-th element
of A, b, the u-th element of B and ¢, the g-th element of C'. The scalar is an element of the core
array G. Each element in G is a measure of the relative weight of the triad under consideration.
The explained variance is relative to the square root of the scalar g, if A, B and C are orthog-
onal. The spatial vectors in the matrix C' give the direction of the motion in a triad. Similarly,
the temporal vectors in B describe time-series. The vectors in the atom mode A indicate the
relative amplitudes of the individual particles. Consequently, each component in the Tucker-3
model directly relates to different aspects of an internal protein motion, as it is composed of
the displacement of an atom as a function of time, relative to its neighboring atoms. Although
Tucker-3 requires more matrices than ED/PCA, due to the decomposition of T, it is clear that
all parameters in a Tucker-3 model have a simple and physical interpretation.

Understanding the dynamics underlying protein function requires the extraction of collec-
tive motions from the large and complex datasets resulting from sampling protein conforma-
tional diversity. Improving the interpretability of models that aim to explain the variance in
these datasets also allows better insight in protein dynamics. Therefore, the Tucker-3 model,
in comparison to ED/PCA, improves the interpretation of the large concerted motions exhib-
ited by proteins. We propose in analogy to Essential Dynamics (using PCA to analyze protein
dynamics) to call the application of Tucker-3 to analyze protein dynamics Protein Triads.

Computational details

To facilitate a comparison between ED/PCA and Protein Triads, we used four systems. First, the
comparison focuses on a simple system that contains eleven atoms undergoing a hinge bending
motion. Second, increasing complexity, we used a previously published parallel tempering sim-
ulation of PYP to compare ED/PCA and Protein Triads [104]. Finally, we performed Molecular
Dynamics (MD) simulations of two members of the PAS family, HERG, the N-terminal domain
of a human potassium channel, and FixL, a bacterial oxygen sensor. Together with the dataset
on PYD, these simulations served as input for Protein Triads for a comparison of their internal
dynamics.
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Figure 5.2: Schematic drawing of the Tucker-3 model as composed of triads. A triad is the combination
of an atomic mode with a temporal mode and a spatial mode. a and b represent an atom mode
and a time mode respectively. z, y and z represent a spatial mode in Cartesian coordinates.
The value for g gives the relative weight of the triad.

Setup of the MD simulations

Starting structures for the MD simulations originated from the Protein DataBase, using 1BYW
for HERG and 1DRM for FixL. Both structures missed side chain atoms at the protein surface
and required a simple fitting procedure to complete the structures prior to the simulation setup.
The C-terminal helix in the FixL structure, comprising residues 257-270 was removed, as it is
not part of the PAS fold. Each starting point was placed in a periodic box, followed by the ad-
dition of polar and aromatic hydrogen atoms to accommodate standard protonation states. SPC
water molecules [90] filled the box at a density of 1.0 kg /1, those within a distance of 2.6 A of the
protein atoms and those inside the protein were removed. Crystal waters remained, if present.
To neutralize a positively charged system, chloride ions replaced water molecules at the most
electropositive positions. Similarly, replacement of water molecules at the most electronegative
positions by sodium ions neutralized a negatively charged system. Internal strain in the system
was relaxed by a number of steps of the conjugated gradient method, followed by a two-step
equilibration procedure. First, the positions of the water molecules and hydrogen atoms were
relaxed by the application of harmonic position restraints to the heavy atoms of the protein.
After 10 picoseconds, the constraints were released to equilibrate the whole system for 100 ps.
Equilibration took place at a constant pressure of 10° Pa and a constant temperature of 300 K.
The systems were then sampled at a rate of 1 ps in the isothermal-isobaric ensemble running
multiple replicas using different starting velocities. The application of the LINCS [95] algorithm
for covalent bonds in the protein and the SETTLE [96] algorithm for the water interactions al-
lowed for a time step of 2 femtoseconds. To maintain the NpT ensemble, the Parrinello-Rahman
barostat [128,129] and the Nose-Hoover thermostat [130, 131] were used. The simulation setup
and sampling were performed with the GROMACS software package [91,132]. Interactions be-
tween atoms were described by the GROMOSY6 force field [133,134]. Aliphatic hydrogens were
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treated implicitly using the united atom approach, while polar and aromatic hydrogens were
defined explicitly. Electrostatic interactions were resolved using the Particle-Mesh-Ewald sum-
mation method, while van der Waals interactions were treated with a cut-off at 9 A. For HERG,
three MD runs were performed and for FixL four runs were initiated, all runs starting with dif-
ferently generated velocity distributions corresponding to a temperature of 300 K. In total, the
three HERG-replicas covered 60 ns and the four FixL replicas covered 50 ns.

Analysis

The combined molecular dynamics trajectories of FixL and HERG, at a rate of one snapshot per
10 ps, served as input for the analysis procedure. The parallel tempering trajectory contained
snapshots of every ps. Prior to data analysis, each trajectory frame was aligned with the equili-
brated starting structure to remove overall rotation and translation using a least squares fitting
procedure.

After structural alignment the coordinates for each atom were centered around its average
value. The ED/PCA analysis was performed in GROMACS [132]. MATLAB was used for the
Tucker-3 analysis in combination with the N-way toolbox from Anderson and Bro [135]. Both
analyses included only the data concerning the C, atoms, since our interest is focused on large
backbone fluctuations rather than side chain movements. The ‘simple system” was created in
MATLAB. Protein graphics were created with Molscript [136] and Raster3d [137].

Figure 5.3: Graphical representation of a simple system containing 11 atoms. The spheres indicate
the initial (black) and final (grey) positions of the atoms in an xyz coordinate system. Motion
occurs along the lines connecting the black and grey spheres. The red axes indicate the first
and second spatial modes.
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Results and discussion

In the analysis of protein dynamics using data analysis techniques the composition of the data
must be understood clearly. The data from a molecular dynamics simulation is arranged in snap-
shots that contain the Cartesian coordinates of each atom at subsequent time points. ED/PCA
considers such a data-arrangement as a two-dimensional matrix. The two dimensions represent
time and the atomic positions in Cartesian space: the 3N-dimensional configuration space. As
stated in the Theory section, an atomic motion inside a protein is composed of three aspects. Us-
ing three dimensions is a more natural way to represent the data, separating the atom index from
the positional variation. The analysis of a three-dimensional matrix requires three-way analysis
techniques, such as Tucker-3. We propose in analogy to Essential Dynamics (using PCA to an-
alyze protein dynamics) to call the application of Tucker-3 to analyze protein dynamics Protein
Triads.

Comparing ED/PCA and Protein Triads: a simple system

Before starting on the complex dynamics of protein systems, we first want to elucidate the differ-
ences between ED and Protein Triads by considering a simple system containing eleven atoms.
Figure 5.3 shows the initial and final positions of the atoms in an zyz coordinate system. Ini-
tially, the first five atoms are positioned on the y-axis. Atom 6 is located at the origin. 2z = 3z
describes the location of atoms 7 to 11. The line connecting atoms 1-6 rotates 90° and the line
through atoms 6-11 rotates -90°, so atom 6 does not change position. The final positions of atoms
1 to 5 are described by 2z = 3z, and the last five atoms end on the y-axis. The red axes in fig-
ure 5.3 indicate the direction of the movement. From start to end, 80 snapshots of intermediate
configurations make up the raw data for ED/PCA and Protein Triads analysis.

ED/PCA captures 100 % of the motion in two eigenvectors. Protein Triads using two modes
for atom, time and spatial directions, also captures 100 % of the motion. The methods do not
differ in amount of explained variance. Using the amount of explained variance per component
as a sorting criterium, the first component is the most important one. The core array in Protein
Triads determines the order of the (orthogonal) components, since the explained variance of a
component is equal to its corresponding value in the core array, squared.

g111 =-56.543  g112 =-0.115 g1 =0 g122=0
9211 =0 go12 =0 go21 = 0.555  g990 =-11.667

Table 5.1: Core array G of the Protein Triads analysis of the simple system

Figure 5.4 displays the results of analysing the motions in the system, using ED/PCA and
Protein Triads. The time modes in both methods, figure 5.4(a) and (c), exhibit similar features,
apart from a difference in sign in the second mode. Besides temporal information, the models
contain atom-related modes and it is in this interpretation that the models differ. In ED/PCA
the vectors describe the individual differences in position between the atoms, figure 5.4(b) solid
lines. Interpreting this figure is not straightforward. Averaging over the three directions gives
an indication of positional difference per atom, figure 5.4(b) dashed lines, and improves the
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Figure 5.4: ED/PCA and Protein Triads analysis of the simple system The upper graphs display the
results from the ED/PCA analysis: (a) the time components and (b) the atom-directional
components, with the dashed lines representing the root mean square of the atom-directional
components. The lower graphs show the results from the Protein Triads analysis: (c) the time
components and (d) the atom components.

interpretability of the vectors. Both components show a linear decrease in positional difference
for atoms 1-6, with a value of zero for atom 6. Atoms 7 to 11 exhibit increasing fluctuations.

Protein Triads separates direction from the atom index. These directional modes are orthogo-
nal vectors in three-dimensional space and highlighted as red lines in figure 5.3. The first spatial
mode describes the movement of the atoms, and the second indicates the direction in which
the atoms move. Figure 5.4 (d) displays the atomic modes in the Protein Triads model. In both
atomic modes the middle atom, 6, has zero amplitude, indicating that it doesn’t move during
the collective motion. The first atomic mode shows a linear decrease of motion for atoms 1 to
6, increasing again in the opposite direction for atoms 7-11. This reflects the linearly decreasing
respectively increasing velocities of these atoms. Also, the component clearly shows that the
motions of atoms 1 and 11, 2 ad 10 etc. are correlated, since these pairs have similar values. The
second atomic mode shows a decrease in the amplitude for atoms 1-5 and atoms 11-7, in that
order, indicating anti-correlated behaviour for the atom pairs. Both methods indicate a correla-
tion between atoms 1 and 11 up to atoms 5 and 7. The improvement that Protein Triads offers
over ED/PCA is that the atomic modes clearly indicate the atoms involved in the correlated and
anticorrelated motions.
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Comparing ED/PCA and Protein Triads: Photoactive Yellow Protein

Formation of the signaling state of PYP is initiated by photo-excitation of the chromophore,
followed by proton transfer in the chromophore binding pocket. This process results in a neg-
ative charge on glutamic acid 46, in the protein interior. With this situation as a starting point,
a previously published parallel tempering simulation of PYP [104] sampled the formation of
the signaling state, where Glu46, in search for stabilization, is the driving force of the partial
unfolding of the protein. Eventually both Glu46 and the chromophore become exposed to sol-
vent outside the protein core. The trajectory contains snapshots of the sampled conformational
space of the protein. Each sample point comprises the three dimensional positions, defined in
Cartesian coordinates, of the C,-atoms. As such, it is the input for ED/PCA and Protein Triads
analysis, facilitating a comparison between the two methods. First, we analysed the variation in
the PYP data using the essential dynamics technique (see table 5.2 for a summary of the results).
In general, the first few of the eigenvectors spanning the conformational space are defined as
“essential” [46]. If an ED/PCA model is used to fully cover the data variance, the number of
components would be equal to the dimension of the conformational space. The number of eigen-
vectors to choose as essential depends on the change in eigenvalue, since the eigenvalue relates
directly to the explained variance of that component. A model of 5 essential eigenvectors ex-
plains 50.6 % of the variance in the data. After sorting on eigenvalue, the first two eigenvectors
capture one quarter of the conformational flexibility.

ED/PCA

Component Expl.var.(%) Eigenvalue (nm?)
1 16.7 (16.7) 1.69
2 10.6 (27.3) 1.07
3 9.8 (37.1) 1.00
4 8.0 (45.1) 0.81
5 5.5 (50.6) 0.56

Protein Triads
Component Atomindex Time Direction Expl.var.(%) Value core array g

1 1 1 1 14.8(14.8) -109
2 1 2 2 5.6 (20.4) 67.2
3 2 3 3 5.3 (25.7) -65.5
4 3 4 1 5.3 (31.3) -65.3
5 4 5 2 2.5 (33.8) 444

Table 5.2: Details of the ED/PCA analysis and the (10,10,3) Protein Triads analysis on PYP. The first five
components are listed, sorted by explained variance. The explained variance (expl.var.) is given
in percentages, with the summed variance in parentheses. For each eigenvector (ED/PCA) the
eigenvalue is given. For each triad (Protein Triads) the composition of modes from the atom
index, the time and the direction is listed. The atom index indicates which atoms are moving
in a correlated way. The values from the core array are given for each triad also. The core array
assigns a weight factor to each combination of the atom index, time and direction.
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Figure 5.5: Atomic variation in PYP in the first few model components. (top) Atomic fluctuations in the
first and second eigenvector from ED/PCA. (bottom) Relative amplitudes of the first three
triads. The inset shows the fluctuations in the z, y and z direction of the first eigenvector. The
atomic variation in the eigenvectors is displayed as the root mean square fluctuation in nm.
The relative atomic amplitudes in Protein Triads have no unit.

(a) spatial mode 1 (b) spatial mode 2

Figure 5.6: Graphical representation of the PYP triads The red axis indicates the first (a) and second (b)
spatial mode as identified by Protein Triads analysis. Orientation of the drawings is such that
the spatial mode is parallel with the viewing plane. The ribbon drawings represent PYP in
typical conformations that optimally display the amplitude of the motion, with the transpar-
ent and the colored coils respectively representing the highest and lowest values in the relative
fluctuation in the respective time profiles. The colors indicate the relative atomic fluctuation
from blue (lowest value) to red (highest value) via green and yellow. Effectively, this means
that the red and the blue parts move in an anti-correlated way. The spheres highlight residues
47 (blue) and 98.
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A first prerequisite when using Protein Triads is establishing the correct number of compo-
nents. Avoiding loss of explained variance, it is the aim to have a minimal number of modes.
Since each atom has three directions available, the spatial mode requires no more and no less
than three modes. For the temporal mode and the atom index, the number of modes may be
varied. Using 20 components in the atom index and the temporal mode and three components
in the spatial mode the Tucker-3(20,20,3) model explains 80.2 % of the variance. Reducing the
number of temporal and atom modes to 10 results in a data coverage of 60.6 %. A Tucker-3(4,4,3)
model captures 36.9 % of the variance in the data.

The model constructed by the Protein Triads method is comprised of triads (figure 5.2). Com-
binations of a time mode, an atom mode and a spatial mode each have a corresponding value
in the core array G. The data coverage for a triad is relative to the square root of its value for g.
Orthogonal rotation of the core-array G simplifies the model by maximizing the explained vari-
ance per triad [135]. Table 5.2 lists the results of a (10-10-3) Protein Triads analysis on the PYP
data; the triads are ranked according to the explained variance. Comparing the first entries in
table 5.2 shows that the first triad captures less data than the first eigenvector. Note that the var-
ious components in the Protein Triads model are sorted according to their appearance in a triad.
Table 5.2 shows that the first atom mode is also present in the second triad, whereas their respec-
tive time and spatial modes differ. A similar pattern emerges in each of the models. The first two
triads use the same atom mode in the (10,10,3), the (20,20,3) and the (4,4,3) model. Moreover, the
explained variance covered by the first four triads is almost identical. The (4,4,3) model would
be sufficient to describe the large concerted motions in this trajectory. Nevertheless, using the
(10,10,3) model provides the means to distinguish between motions encompassing large parts
of the protein and lesser motions.

Figure 5.5 (top) shows the atomic fluctuations resulting from the ED/PCA analysis on the
PYP data. These are calculated from the scores in T'. Both eigenvectors show huge displace-
ments for the N-terminal residues 1-3, and to a lesser extent for residues at positions 9 and 20
(evl), 10 and 13 (ev2), and 48-49 and 98-99 (both). In the lower graph the atomic modes for
the first three triads are displayed. The first atomic mode, present in triad 111 and 122, shows
a large fluctuation for residues 1 to 3. Residues 9, 47 and 99 move in the opposite direction.
In the third triad, 233, residues 6 and 20 move similarly, opposite to residue 9 and residues 69
and 112 in the PAS core. Similar flexible regions appear in the atomic profiles of ED/PCA and
Protein Triads, located in the N-terminal cap and residues 47 and 99 in the PAS core. The pattern
that emerges from the atomic profiles is however different. In ED/PCA, the N-terminal motion
relates to different regions in the N-terminal cap (ev1: 9, 20, ev2: 10-13), but to similar regions
in the chromophore binding pocket (residues 74 and 99). In contrast, the atomic profile from
the Protein Triads analysis show that the N-terminal fluctuation occurs opposite to the motion
exhibited by residues 9, 47 and 99. Additional motions in the N-terminal cap, region 6-20, do not
appear to be related to the large fluctuations of the N-terminus. Interestingly, both methods pin-
point similar regions in the protein as highly flexible, regions that have emerged as functionally
relevant (i.e. residues close to the chromophore and the N-terminal cap [57,58,60]). The Protein
Triads analysis identified regions moving concertedly differently in comparison to ED/PCA.

To understand the cause underlying the differences in the results obtained from ED/PCA
and Protein Triads, we decomposed the fluctuations of eigenvector 1 into its directional com-
ponents z, y and z (see inset in figure 5.5). Component z exhibits a clear resemblance to the
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tirst atomic mode from the Protein Triads analysis, although some features also appear in the
z and y components. In Protein Triads, these directional components are optimized to express
the principal directions of internal motion in the protein. Figure 5.6 graphically displays the
tirst and second spatial modes in PYP. To display optimally the fluctuations indicated in the
Protein Triads analysis, those snaphots are selected that represent the highest and the lowest
value for the relative fluctuations from the respective time profiles. Further investigation of the
temporal profiles has little value. Since the parallel tempering trajectory contains contributions
from various replicate MD simulations, it is not continuous. In both spatial modes, the residues
highlighted close to the chromophore binding pocket move in opposite direction relative to the
N-terminal motion. The orientation of the a-helix comprising residues 10-15 shifts in two direc-
tions, anti-correlated with the motion of the N-terminus. The shift of this helix is expressed in
the third triad (see its atomic profile in figure 5.5). In conjunction with the rearrangements in the
N-terminal domain, residues in the chromophore binding pocket shift position as well, as the
fluctuations of residues 47 and 98 reflect. Although side chain interactions cause the changes in
the chromophore binding pocket, backbone motions must accomodate the solvent exposure of
the chromophore and Glu46. Glycine 47 is the hinge that allows solvation of Glu46, and Tyrosine
98 acts as a lid, opening up the chromophore binding pocket for exposure to solvent.

In agreement with previous analysis of the PYP parallel tempering trajectory and with exper-
iments, the formation of the signaling state involves the unfolding of the chromophore binding
pocket and structural rearrangements of the N-terminal domain. Here we have shown that
these events occur in a concerted way: solvent exposure of Glu46 affects the conformation of the
N-terminal cap.

Dynamics in different protein systems

In previous work we have explored the idea that similar structures induce a similar dynamic
behaviour in a protein family. FixL, an oxygen sensor from the bacterium Bradyrhizobium japonica
and HERG, the N-terminal domain of a potassium channel in Homo sapiens share a similar three
dimensional fold. Using Molecular Dynamics trajectories of these two PAS folds we performed
Protein Triads analyses to investigate whether these domains exhibit similar dynamics. The
tirst five triads listed in table 5.3 cover approximately 45 % of the fluctuations in the simulation
trajectories. In both systems, the time mode of the first triad appears also in later triads: For FixL
triads 1, 2 and 4 share identical time profiles, and for HERG, the triads with identical temporal
modes are 1, 3 and 4. This means that there is one large fluctuation underlying the variance in
the systems, involving different atoms in different directions.

ED/PCA facilitates the comparison between different proteins, using separate analyses of
the proteins of interest. Using the atomic variation, usually displayed as the root mean square
fluctuation per atom, facilitates qualitative comparison, as Pandini et al. have shown for the
PAS family [124]. Effective comparison requires knowledge on the structural similarities of the
systems. Similarly, the atomic profiles resulting from Protein Triads analyses enable qualitative
comparison. Figure 5.7 employs both atomic profiles and spatial modes to visualize the protein
motions, and thus facilitates comparison between different protein systems. When exhibiting
similar dynamics, the spatial modes point in identical directions. In figure 5.7 the proteins have
similar orientations; the 3-sheet is oriented such that the C-terminus points downward and all
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FixL (Expl.var. = 73.8 %)
Component | Atom index Time Direction Expl.var.(%)

1 1 1 1 227(227)
2 2 1 2 9.4 (32.1)
3 3 2 2 5.8 (37.9)
4 4 1 3 4.1 (42.0)
5 5 3 3 4.0 (46.0)

HERG (Expl.var. =71.4 %)
Component | Atom index Time Direction Expl.var.(%)

1 1 1 1 234(234)
2 2 2 2 8.8 (32.2)
3 3 1 3 6.1 (38.3)
4 4 1 2 3.8 (42.1)
5 5 3 3 3.4 (45.5)

Table 5.3: Details on the Protein Triads analyses of FixL and HERG. The first five components are listed,
sorted by explained variance. The explained variance (expl.var.) is given in percentages, with
the summed variance in parentheses. For each triad (Protein Triads) the composition of modes
from the atom index, the time and the direction is listed.

PAS a-helices are located in front of it. Highlighted in the protein structure are the regions that
exhibit fluctuation, with red and blue parts moving in opposite directions along the directional
mode. Green parts in the protein indicate regions with little fluctuation. These regions comprise
residues in the central 3-sheet in all three protein systems. In contrast, the location of the flexible
regions in each PAS fold differs. Focusing in the PAS core of PYP, the residues exhibiting high
fluctuations in PYP are centered around the chromophore, as discussed earlier. FixL contains a
cofactor as well, located at the upper right side of the 3-sheet in the orientation of figure 5.7(a).
This is also the location of the highest fluctuations in FixL. No cofactor is present in the HERG
PAS fold, but the protein domain contains a hydrophobic patch at the back of the 3-sheet (in
the orientation of figure 5.7(b)). The flexible regions in HERG comprise the loops connecting the
strands in the 3-sheet and the loop connecting helix a3 and a4 (nomenclature from Pandini et
al. [124]). To summarize, the three protein systems share the central -sheet as a stable structural
element, but the systems differ in the location of more flexible features of the PAS folds.
Provided that the proteins are oriented similarly for ED/PCA, the overlap between the es-
sential subspaces in the protein conformational space gives an indication of the similarity of the
dynamics exhibited by the different proteins. The dimensions of the eigenvectors must be equal
in size and are directly related to the number of atoms included in the model. As a consequence,
only appropriate atoms are selected for the comparison of the dynamics of different proteins.
This poses a severe restriction on the general applicability of ED/PCA in the comparison of dy-
namics in protein families. Protein Triads also facilitates direct quantitative comparison, not suf-
fering from this restriction. Since the triads are orthogonal, the scalar product of the directional
modes gives an indication of the similarity between the triads of different systems. Provided
that the center of mass of the system is located at the origin, the value of the scalar product is
a direct indication for the similarity in dynamics, since the length of the spatial component is
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(a) FixL (b) HERG (c) PYP

Figure 5.7: Graphical representation of the first triad in the FixL and HERG systems The red axis indi-
cates the first spatial mode as identified by Protein Triads analysis for (a) FixL, (b) HERG and
(c) PYP. All proteins are oriented similarly with respect to the PAS 3-sheet. The ribbon draw-
ings represent the proteins in typical conformations that optimally display the amplitude of
the motion, with the transparent and the colored coils respectively representing the highest
and lowest values in the relative fluctuation in the time profiles of the first and second triad.
The colors indicate the relative atomic fluctuation from blue (lowest value) to red (highest
value) via green and yellow. Effectively, this means that the red and the blue parts move in an
anti-correlated way. In the analysis of PYP, the first two components share the same atomic
mode, hence two spatial modes are displayed. For clarity, the N-terminal cap of PYP is not
shown.

equal to one. No fitting to an external reference frame is required for this comparison. Using
the first triad of FixL and HERG, the scalar product is 0.55. This means that the angle between
the two spatial modes is equal to 56° (the cosine of the scalar product). Similarly, the angles
between the first spatial modes of PYP and FixL, and of PYP and HERG are 54° and 81°. Such
values indicate that these three domains do not compare well with regard to their dynamics.

Conclusion

The relevance of understanding the dynamic properties of proteins is being recognized more
and more. Several techniques, including computer simulations, are available to provide data
to support and generate hypotheses on protein dynamics, and link those to protein function.
Unfortunately, these datasets are so complex that advanced statistical analysis methods are re-
quired to extract the relevant information. The method that is commonly used for such analyses
is ED/PCA. This technique constructs a model for the data by summarizing the data in the
temporal direction and in atomic fluctuations. When arranging the data from a molecular dy-
namics simulation as a three-way array, the application of three-way analysis techniques, such
as Tucker-3 is possible. This method uses three sets of dynamically relevant components that
describe (i) the relative fluctuation of the atoms, (ii) the time profile of a motion and (iii) the
direction of a motion respectively. In this work we present the application of Tucker-3 analysis
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to protein dynamics: Protein Triads.

Starting with a simple system of eleven linked atoms undergoing an hinge bending motion,
we show that Protein Triads performs equally well in capturing the variance in the data set as
ED/PCA. Moreover, Protein Triads is able to separate the relevant motion into different model
components, resulting in a better interpretable model. We then compared ED/PCA and Protein
Triads analysis using a parallel tempering simulation of Photoactive Yellow Protein (PYP). Es-
sential dynamics captures more variance in the first few model components than Protein Triads.
Both methods indicate the N-terminal cap of PYP as the most flexible part in the protein. The
model components obtained with Protein Triads analysis clearly distinguished motions in the
N-terminal cap that are linked to the functional unfolding of the chromophore binding pocket,
from flexibilities inherent to the N-terminal region.

PYP is a member of the PAS protein family, that is involved in signaling and protein-protein
interactions. Using molecular dynamics simulations of the PAS folds in HERG, the N-terminal
domain of a human potassium channel, and FixL, a bacterial oxygen sensor, we employ Protein
Triads to compare the dynamics exhibited in the three protein systems in a qualitative and a
quantitative way. Visualization of the model components facilitates qualitative comparison,
provided that the proteins are oriented similarly. The scalar product of the directional modes is
a direct indication for the similarity in dynamics between the datasets of the different proteins.
This comparison shows that the PAS domains do not exhibit similar dynamics.
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Chapter 6

Auto-inducer mediates TraR DNA
binding through backbone fluctuations™

TraR is a quorum-sensing transcription factor from Agrobacterium tumefaciens that requlates genes required for
conjugal plasmid transfer in presence of its auto-inducer 3-oxo-octanoyl-homoserine lactone (OOHL). It is func-
tionally active as a dimer, protected from proteolysis by the auto-inducer. Comprising two domains, TraR contains
an N-terminal PAS domain that binds OOHL and a C-terminal HTH-motif binding to DNA and is the shortest
signaling pathway known that involves a PAS fold.

The crystal structure of TraR shows the protein binding DNA as a dimer, formed by two conformationally
different monomers. Using this structural data we performed molecular dynamics simulations to investigate the
dynamics involved in PAS mediated DNA binding. First we focus on the effect of the auto-inducer on fluctuations
exhibited by the PAS domain, followed by a similar investigation for the full-length protein. Our simulations of the
PAS domain revealed that the auto-inducer exhibited conformational heterogeneity, affecting surrounding residues
in its binding pocket. The auto-inducer also affects the DNA binding domain in the elongated m2 conformation,
whereas no clear difference emerges in the compact m1 conformation.

In absence of the auto-inducer, Tyr53 becomes solvent exposed. At elevated temperature, also Trp57 and Tyr61
are expelled from the protein interior. The simulation at high temperature also shows that the domains in the
compact conformer move away from each other. These interdomain motions might eventually facilitate conversion
of the compact monomer to the elongated conformation. Using Protein Triads to analyse the collective motions in
the TraR monomers, we could correlate the enhanced fluctuations surrounding the auto-inducer to destabilization of
the HTH-motif. Our observations lead to the postulation of a molecular mechanism for the DNA-binding of TraR.

Introduction

In the plant pathogen Agrobacterium tumefaciens quorum sensing regulates the replication and
conjugal transfer of a plasmid that causes tumors in host plants. Similar to LuxR from Vibrio
fischerii [138], the receptor protein TraR senses N-3-oxo-octanoyl-L-homoserine lactone (OOHL)
[139] as auto-inducing molecule. In absence of the auto-inducer, TraR resides in the inner mem-

*This chapter is based on J. Vreede, K.J. Hellingwerf and W. Crielaard Auto-inducer mediates TraR DNA binding
through backbone fluctuations Submitted to FEBS Letters
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brane as a monomer. At sufficiently high concentrations of the auto-inducer OOHL, release of
TraR into the cytoplasm occurs, where it forms dimers [140]. The dimeric complex of TraR with
OOHL binds to nucleotide sequences called tra-boxes, activating transcription [141]. Several
studies of the TraR protein and its homologues have indicated that this protein comprises two
domains: the N-terminal domain binds one auto-inducer molecule, and the C-terminal domain
binds DNA. The N-terminal domains mediate TraR dimerization, as evidenced by TraR inacti-
vation by TrIR. The latter protein is similar to TraR, but lacks the last fifty amino acids. Similar
to TraR, TrIR folds in presence of the auto-inducer, but does not bind DNA. In presence of TrlR,
TraR activity drops, due to the formation of TraR:TrIR dimers [142].

Two research groups simultaneously resolved the crystal structure of TraR. Both structures
show TraR as a homodimer, complexed with DNA [143, 144]. The N-terminal domain belongs
to the PAS family of signaling and dimerizing proteins, whereas the C-terminal domain shows a
classical helix-turn-helix (HTH) motif for DNA binding. Both monomers bind the auto-inducer
at the N-terminal domain, where it is embedded in the PAS fold. The dimer contains two regions
where the two monomers interact, figure 6.1(b). As the first interface region, the two DNA bind-
ing domains form a symmetric dyad conformation. The two N-terminal domains also interact,
and it is here that the two monomers exhibit conformational differences. The main deviation
between the two conformations lies in the orientation of the N-terminal PAS domains towards
each other. Central in the PAS fold is a five-stranded (-sheet, enclosing the auto-inducer. Three
a-helices are located at the other side of the -sheet, two N-terminal (a1, @2) and one C-terminal
(a7) to the PAS domain (see figure 6.1(a) for nomenclature). These form the interface between
the PAS fold and the HTH motif in the m1 monomer. In the m2 monomer, these helices interface
with the other monomer. As a consequence, this monomer is more elongated, with only a few
electrostatic side chain interactions between the PAS domain and the HTH motif. Also, the PAS
B-sheet is extended with an additional strand by the linker region connecting the two domains.

Recently, the solution structure of the N-terminal domain of SdiA, a quorum sensor from
Escherichia coli, became available [145], in complex with N-octanoyl-L-homoserine. The struc-
ture exhibits a PAS fold, closely resembling the N-terminal domain of TraR. Although the auto-
inducer is deeply embedded within the PAS fold, the SdiA structural ensemble diplays confor-
mational heterogeneity within the binding pocket of the auto-inducer. The SdiA solution struc-
ture, in combination with the TraR crystal structures show that the bacterial quorum sensors for
acyl lactone serines comprise the shortest signaling pathway involving a PAS domain.

The current view on the role of the auto-inducer is that it acts as a folding switch. Whether
it is also involved in mediating the DNA binding activity of TraR is unknown. Using molecular
dynamics simulations we investigate the effect of OOHL on the fluctuations exhibited by TraR.
First the focus lies on the effect of the auto-inducer on fluctuations within the PAS domain, fol-
lowed by a similar investigation for the full-length protein. For the latter, we also performed
Protein Triads [146] analyses to visualize the collective motions within the TraR monomers. Our
observations enabled us to postulate a molecular mechanism for the DNA-binding of TraR. Fi-
nally, sampling conformations at elevated temperature allowed identification of residues possi-
bly signaling for proteolysis.
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(a) Sequence

(b) Complex (c) Auto-inducer binding pocket

Figure 6.1: Sequence and structure of TraR (a) The amino acid sequence of TraR, with secondary struc-
ture elements indicated in pink for a-helices and orange for -strands. (b) The crystallized
TraR-DNA complex in ribbon representation: orange, N-terminal to the PAS fold; blue, the
PAS fold; green, linker region; yellow, the HTH motif; grey; DNA. The pink stick model rep-
resents the auto-inducer. (c) The binding pocket of the autoinducer in stick models. Car-
bon atoms of the auto-inducer are highlighted in green. The yellow lines represent hydrogen
bonds
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Methods

Using molecular dynamics simulations, we investigated the dynamic behaviour of TraR in pres-
ence and absence of the auto-inducer. Structural data on TraR shows a complex containing two
conformationally different monomers bound to a stretch of DNA. Both monomers contain an
N-terminal PAS fold as an input sensor domain and a C-terminal HTH-motif as a DNA binding
output domain. First we focused on the effect of the signaling trigger on the dynamics of the
PAS domain, followed by sampling of the conformational space of the full-length protein, using
both conformers.

Figure 6.1(b) was created with Pymol [147], all other protein drawings were created with
Molscript [136] and Raster3D [137].

Molecular Dynamics simulations

As a starting point, we chose the crystal structure at 1.66 A resolution (pdb-code 1L3L [144]).
This structure comprises a dimer that binds one pieces of DNA. Decomposing the dimer reveals
its monomers in compact and more elongated conformations. The more elongated monomer
lacked coordinates for a flexible loop between the two domains (residues 163-171). Using the
structure at 3.0 A resolution (pdb-code THOM [143]), preliminary models for these disordered
regions were obtained. Similarly, surface residues lacking side chain atoms were completed.

The completed structures served as input for several molecular dynamics simulations: both
monomers, the sensor domains of the monomers, with and without the autoinducers. For the
latter, omission of the coordinates of the autoinducer sufficed. We did not attempt to perform
simulations of the full dimer system due to restrictions in size. After addition of hydrogen
atoms at polar and aromatic positions the molecules were solvated in a cubic periodic box, with
at least 1 nm between the protein and the box boundaries. SPC water molecules [90] were
added to the systems in addition to the crystal waters. Removal of waters overlapping with or
located within hydrophobic cavities in the protein preceded the replacement of water molecules
at the most electropositive locations with chlorine ions. Prepared as such, all systems were
energy minimized (200 steps of conjugated gradient), followed by the system equilibration to
dissipate excess energy. Water and hydrogen positions were equilibrated for 10 ps and full-
system equilibration lasted 1 ns in the NpT ensemble. Prepared as such, the systems were used
as input for multiple runs (of 10 ns per run) of molecular dynamics.

Atomic interactions were described by the GROMOS united atom force field [133, 134] in
combination with the SPC water model [90]. Parameters for the autoinducer were obtained
from the PRODRG server [148] and adapted to the GROMOS force field. Van der Waals interac-
tions were treated with a cut-off at 1.4 nm, and PME handled the long range electrostatics. The
use of constraints, LINCS for solute interactions [95] and SETTLE for water interactions [96],
allowed for a time step of 2 fs. System temperature was kept constant using the Berendsen ther-
mostat [97], and constant pressure was achieved using the Berendsen barostat [97]. The resulting
trajectories served as input for several analyses using the gromacs tools. Analyses comprised
calculation of root mean square fluctuations in the positions of C, atoms and analysis of the
hydrogen bonding network in the auto-inducer binding pocket.
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Protein Triad analysis

In a trajectory resulting from an MD simulation, many motions are sampled. The Protein Triad
analysis method [146] decomposes a trajectory into components that aim to explain the variance
exhibited in the simulation. These components, referred to as triads, contain three modes that
describe the motions dominating the variance in the trajectory. Atom or residue index, time
and direction make up the three modes in a triad. We applied Protein Triad analysis to the
simulations of the full-length TraR conformations. Prior to the analysis, the MD trajectories
were aligned with their starting positions, using the C, positions to minimize the root mean
square deviation between the conformations. For the extraction of the collective motions we
used MATLAB in combination with the Nway toolbox [135], with 10 components for the atomic
and temporal modes and 3 components for the directional modes.

Results and discussion

The quorum sensor TraR from Agrobacterium tumefaciens acts as a transcription factor, regulating
genes required for conjugal plasmid transfer in the presence of its auto-inducer 3-oxo-octanoyl-
homoserine lactone (OOHL). TraR contains an N-terminal PAS domain that binds OOHL and a
C-terminal HTH-motif interacting with DNA, and thus comprises the shortest signaling path-
way involving a PAS fold as input domain. The currently established role of the auto-inducer is
that of the folding switch, protecting TraR from proteolysis. After folding, TraR forms a dimer,
as indicated by several experiments and further substantiated with crystallographic structural
data. Using the latter, we performed molecular dynamics simulations on the PAS domain and
the full-length TraR to investigate the effect of the auto-inducer on the dynamic behaviour of the
protein. Also, we performed simulations at 400 K to investigate unfolding events, allowing the
identification of proteolysis signals. The total simulation time is 40 ns for the TraR PAS domain
is 40 ns and 60 ns for the full-length TraR.

Fluctuations in the PAS domain

As figure 6.1 displays, the crystal structure of TraR shows a TraR homodimer in complex with
DNA. Although the two monomers are identical in chemical composition, their conformations
differ, distinguishing a compact (m1) and an elongated monomer (m2). The PAS domain how-
ever is similar in both conformations. Inside the binding pocket, buried within the PAS fold, the
auto-inducer interacts with the protein through hydrogen bonds with Trp57, Asp70 and Tyr53, a
water mediated hydrogen bond with Thr129, while its aliphatic chain sticks into a hydrophobic
pocket. The water-mediated hydrogen bond involves a water molecule buried in the protein
core and is further stabilized by hydrogen bonds to the backbone of the PAS-3-sheet (Ala38,
Thr115, Met127). The auto-inducer is shielded from water interactions by GIn58 and Tyr102.

To investigate the effect of the auto-inducer on the dynamics of the TraR PAS domain, we
used residues 1-162 to set up molecular dynamics simulations in presence and in absence of
the auto-inducer. This stretch of amino acids contains the three interfacing helices (a1, a2 and
a7)in addition to the PAS fold. Figure 6.2 shows the root mean square fluctuations per residue
obtained from simulations of the PAS domains in the two TraR monomers. The upper panel
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Figure 6.2: Root mean square fluctuations in TraR-PAS Deviations in atomic displacement are averaged
in nm for each residue in residues 1-162 of TraR. Averaging over two molecular dynamics
runs, the error bars indicate the drift in sampling. Secondary structure is highlighted at the
horizontal axis with magenta circles indicating a-helices and orange triangles indicating -
strands. The black dots indicate residues within a distance of 0.6 nm of the auto-inducer.
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displays the PAS folds including the auto-inducer and the lower panel shows the fluctuations
in absence of the auto-inducer. In both graphs, the largest fluctuations, with a value of 0.3
nm occur in the loop region around residue Gly123, connecting strands 54 and 5. Mutation
of this residue has affected the transcriptonal activity of TraR, rather than its DNA binding
affinity [149]. This study implicates Gly123 in modulating the binding of RNA polymerase in
vivo. Changing its conformational properties would severely affect the flexibility of TraR.

The rmsf profile matches the secondary structure of the Trak input domain: peaks in the pro-
file correspond to loops, whereas the 3-strand regions move the least. As expected, the residues
that interact with the auto-inducer show different behaviour. Residues 55-63, comprising the
helix a3 of the PAS fold show more displacements in presence of the auto-inducer. Focusing on
the binding pocket of the auto-inducer, figures 6.3 and 6.4 shows typical snapshots taken during
the MD simulations of the PAS domain. All systems containing the auto-inducer started with an
intact binding pocket with the hydrogen bonds as highlighted in figure 6.1(c) intact. During the
molecular dynamics runs, the hydrogen bonding network undergoes a number of rearrange-
ments. Asp70 acts as an hydrogen bond acceptor for the NH group of the auto-inducer and
for the OH group of Tyr61. Since these residues are solvent accessible, water molecules start to
interfere with the latter hydrogen bond, disrupting interactions between Asp70 and the auto-
inducer. The auto-inducer has now more freedom of motion, shifting its hydrogen bond to Trp57
and ultimately break it. Another consequence of the increased flexibility of the auto-inducer is
that the water incorporated in the binding pocket is expelled. When the auto-inducer is absent,
water molecules enter the hydrophilic part of the auto-inducer binding pocket. The internal wa-
ter molecule stays hydrogen bonded to Thr115 and backbone atoms. Water molecules in close
contact with Asp70 and Tyr61 form an interacting chain connecting the internal water to the
bulk. When Tyr102 participates in the hydrogen bond network around Asp70, it blocks water
molecules from entering the protein interior. Early in the simulations, Tyr53 becomes exposed
to solvent, and one run shows it interacting with Thr35.

Our simulations of the TraR PAS domain show increased flexibility around the binding
pocket of the auto-inducer when the compound is part of the system. In contrast, the crystal
structure of TraR shows the auto-inducer embedded within the crystal structure in a single con-
formation. Recently, the NMR structure of the PAS domain in the E. coli quorum sensing protein
SdiA became available. This protein acts as a folding switch in the presence of N-octanoyl-L-
homoserine lactone, similar to TraR. Its structure shows the auto-inducer deeply embedded in a
PAS fold, where it exhibits conformational heterogeneity. Also Asp80, homologous to Asp70 in
TraR, assumes various conformations [145]. These observations are in agreement with our simu-
lations of the PAS fold of TraR. Further proof of the flexibility of the auto-inducer binding pocket
is provided by a study investigating the kinetics of TraR binding different auto-inducers in vivo.
The authors show that TraR is able to bind auto-inducers with a smaller aliphatic chain (6 car-
bon atoms instead of 8 in the endogenous auto-inducer) [150]. SdiA also shows this behaviour:
it folds into a soluble globular protein in the presence of different auto-inducers [145].

As shown in our simulations, the auto-inducer has inherent flexible properties that affect
residues in its proximity, in agreement with NMR data. Also, residues interacting with water
molecules induce conformational freedom in the auto-inducer. These protein-solvent interac-
tions originate from the solvation of the crystal structure in a water box.
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Figure 6.3: Snapshots of the auto-inducer binding pocket from TraR-PAS simulations. The snapshots
display typical configurations of the auto-inducer binding pocket in stick configuration. Car-
bon atoms of the auto-inducer are highlighted in green. The yellow lines indicate hydrogen
bonds. Residue names are indicated in (a), all configurations are oriented similarly.
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Figure 6.4: Snapshots of the auto-inducer binding pocket in absence from the auto-inducer. The snap-
shots display typical configurations of the auto-inducer binding pocket in absence of the auto-
inducer in stick configuration. The yellow lines indicate hydrogen bonds. Residue names are
indicated in figure 6.3(a), all configurations are oriented similarly.
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Figure 6.5: Fluctuations in full-length TraR Deviations in atomic displacement are averaged in nm for
each residue in TraR. Averaging over two molecular dynamics runs, the error bars indicate
the drift in sampling. Secondary structure is highlighted at the horizontal axis with magenta
circles indicating a-helices and orange triangles indicating §-strands. The black dots indicate
residues within a distance of 0.6 nm of the auto-inducer.

81



The buried water molecule found in the crystal structure of TraR might be stable when the
protein is constrained in a crystalline lattice, but is expelled and/or replaced by other water
molecules in a solution environment.

Mutagenesis experiments investigating the auto-inducer affinity of TraR show that chang-
ing Thr115 and Thr129 to hydrophobic groups affects the ability of TraR to bind the auto-
inducer [151]. In our simulations we show that these residues are an integral part of a hy-
drophilic, hydrated cavity in TraR, in contact with bulk water. Moreover, solvent accessibility
of the auto-inducer binding pocket may explain the observation that TraR has a lower affinity
for homoserine-L-lactones lacking the 3-oxo group. In absence of this group, activation required
the continuous presence of the external signal, in high concentrations [150]. The presence of any
auto-inducer suffices to activate the folding of TraR. Due to the solvent accessibility of the bind-
ing pocket of TraR, and the absence of the oxo-group, reducing the number of hydrogen bonds
between auto-inducer and protein, the auto-inducer may diffuse out of the binding pocket. Un-
less present in high quantities, thus increasing the probability of the auto-inducer being inside
the protein, transcriptional activity is reduced.

Interactions between the PAS fold and the HTH motif

The MD simulations on the PAS domain of TraR have shown that the auto-inducer enhances
fluctuations in its direct environment. To investigate whether the auto-inducer also influences
displacements farther away, i.e. in the HTH motif, we performed simulations of full-length TraR,
starting from both monomers available from the crystal structure. We did not perform simula-
tions of the full-length dimer, due to the large size of the system. Figure 6.5 shows the fluctu-
ations in the two TraR monomers as a function of the residue number. When the auto-inducer
is present in the simulations, the two monomers exhibit different fluctuations. Overall, larger
fluctuations occur for conformation m2 in comparison to m1. The HTH motif shows the most
striking differences; in m1 the domain doesn’t have displacements higher than 0.2 nm, whereas
the fluctuations exceed 0.6 nm for m2. To a lesser extend, the two N-terminal a-helices exhibit
different fluctuations. In m1 these helices are restricted in their conformational freedom, since
they are part of the interface between the PAS domain and the HTH motif. The m2 conformation
allows more flexibility for these helices, as reflected by their larger fluctuations. Stable structural
elements in all simulations are the PAS 3-sheet and the helix in between the PAS domain and
the HTH motif.

Regardless of the presence of the auto-inducer, the PAS fold is a stable protein configuration
for the duration of the molecular dynamics sampling. We performed simulations of both TraR
monomers to investigate whether this also holds for the full-length protein. The lower panel of
tigure 6.5 shows the fluctuations in both monomers. In m1 little differences appear when com-
paring the simulation with and without auto-inducer, apart from the differences in the binding
pocket. The absence of the auto-inducer has a clear effect on the HTH motif of m2 as well as on
the two N-terminal helices: the fluctuations have decreased significantly.

To visualize the large collective motions exhibited by the TraR conformations, we performed
Protein Triads analyses on the trajectories of the full-length protein simulations. The Protein
Triads analysis method extracts the collective motions from a set of conformations [146], such
as generated during molecular dynamics sampling. The collective motions are represented as
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triads, see table 6.1, that have a residue component, a time component and a directional compo-
nent. Applied to the TraR full length simulations, Protein Triads, using 10 components for the
atom component and the time component, captures more variance for m2 ( 90%) than for m1
( 75%). In all analyses the first two triads share a time mode, and the first triad (as sorted by
explained variance) explains 8-18 % more than the second. Only the analysis of the m2 trajectory

in presence of the auto-inducer contains a significant contribution of another time mode.

TraR-full monomer 1
Auto-inducer present (Expl.var. =70.6 %)

Auto-inducer absent (Expl.var. = 77.9 %)

Res. index Time Direction Expl.var.(%)

1 1 1 18.5
2 1 2 10.0
3 1 3 7.8

TraR-full monomer 2
Auto-inducer present (Expl.var. = 93.6 %)

Res. index Time Direction Expl.var.(%)

1 1 1 30.0
2 1 2 12.0
3 1 3 9.1

Auto-inducer absent (Expl.var. = 89.6 %)

Res. index Time Direction Expl.var.(%)

Res. index Time Direction Expl.var.(%)

1 1 1 25.3 1 1 1 34.2
2 1 2 174 2 1 2 25.7
3 2 1 14.8 3 2 1 8.4
4 2 3 12.8

Table 6.1: Protein Triads analysis of the MD simulations of the TraR monomers m1 and m2 in presence
and absence of the auto-inducer. The explained variance (Expl. var.) of the complete Protein
Triads analysis is given between brackets, followed by a list of the triads. Each triad contains
a residue component (Res. index), a time component and a directional component. The table
lists the composition of the triads, as well as the explained variance. Triads are only listed if
their explained variance is higher than 10 % or if they share a mode with preceding triads.

Figure 6.6 visualizes the first triads obtained from the simulations of the full-length TraR
conformations. The compact m1 conformation, in presence of the auto-inducer (figure 6.6(a)),
shows high flexibility for the linker region (red), that is oppositely correlated to motions of
helices a3 close to the auto-inducer and «10, the recognition helix in the HTH motif (blue). When
the auto-inducer is absent (figure 6.6(b)), anti-correlated fluctuations of helices a10 (yellow)
and o1l (blue) dominate the variance in the simulation, in conjunction with helices a5 and
a6 and the flexible linker region. In the more elongated m2 conformation, the Protein Triads
visualizations clearly show that the auto-inducer affects the motions in the protein. In absence of
the auto-inducer, the fluctuations are mainly located in the HTH motif. When the auto-inducer
is present (figure 6.6(d), helix a6 and the loops connecting 31 to 32, and (34 to 35 show larger
fluctuations, as well as the additional strand (6 (yellow). Helix a6 moves opposite to these
elements, in concert with helix a9 in the HTH-motif (blue). Moreover, the HTH motif moves
relative to the PAS fold. Since this does not occur in absence of the auto-inducer, the domain
movement is a consequence of the higher flexibility induced by the auto-inducer.

Our observations show that m1, as a compact conformation, is stable and exhibits largest
fluctuations in its flexible linker region. The m2 conformer exhibits more flexibility, and more
importantly, it shows significantly different behaviour in presence and absence of the auto-
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(a) ai present m1 (b) ai absent m1

(c) ai present m2 (d) ai absent m2

Figure 6.6: Visualisations of the first triads in the TraR simulations The coil structures represent the
highest (transparent) and the lowest value along the time mode. The coloring displays the
relative atomic fluctuation per residue, with blue for the lowest value via green and yellow
to red for the highest value. Shown as a red axis, the spatial mode indicates the direction of
the motion described by the first triad. Yellow stick representations display the auto-inducer,
when present. All conformations are oriented such that the PAS -sheet is perpendicular to
the viewing plane.
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inducer. In the latter system, the HTH motif and the PAS fold move closer to each other in
absence of the auto-inducer. When present, the auto-inducer affects surrounding residues, in-
cluding Gly123, preventing the HTH to move toward the PAS fold. Instead, the HTH motif
assumes various different orientations with respect to the PAS fold. The inactivation of TraR by
TrIR provides further evidence for the role of the PAS domains in forming the dimer. TrIR is a
TraR-like protein lacking fifty C-terminal residues. Inactivation of TraR proceeds through the
formation of a TraR-TrIR dimer that is unable to bind DNA or activate transcription [142].

Destabilization of the compact monomer

o~ >
WO
N
\4, '\ | a’
o)
\; ‘\/

Figure 6.7: Snapshot of m1 of the simulation at 400 K Cartoon representation of TraR with residues
Trp57 highlighted in grey, residues Tyr53, Tyr61 and Tyr102 highlighted in green, residues
Thr115 and Thr129 highlighted in orange and residue Asp70 highlighted in magenta stick
models. Water molecules within a distance of 4 A are displayed as stick models. The yellow
lines represent hydrogen bonds. The backbone atoms of the highlighted residues are not
shown, except for Trp57, Tyr61 and Asp70.

In absence of the auto-inducer, proteolysis of TraR occurs, when it is present in the cyto-
plasm. The assumption is that the protein is unfolded, with residues exposed to solvent that
signal for proteolysis. Although no unfolding events occurred, Tyr53 quickly rotates out of
the auto-inducer binding pocket toward solvent interactions, in the simulations without auto-
inducer. This (partial) solvent exposure might be a first step toward the unfolding / activation
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of proteolysis of TraR. Increasing the temperature in a simulation, while keeping the volume
fixed allows the crossing of energy barriers, speeding up the sampling of the conformational
space. Although such simulations do not represent equilibrium properties, they indicate sta-
ble and labile regions in a protein. We performed molecular dynamics simulations at 400 K of
the m1 conformation in presence and absence of the auto-inducer, and displayed the protein
fluctuations in figure 6.5, red lines. When the auto-inducer is present, the fluctuation profile of
m1 at 400 K has a closer resemblance to conformation m2 at 300 K than to conformation m1 at
300 K, in particular on the DNA binding region. In addition, and not observed in the 300 K
simulations, the 400 K simulation shows large fluctuations for residues 64-69. Comparing the
simulations at 300 K and at 400 K in absence of the auto-inducer shows that the latter has signif-
icantly increased fluctuations for residues in the auto-inducer binding pocket: 45-47, 57, 64-69
and residues in helices o4, o5 and a6. Within the HTH-motif residues 221-229 and to a lesser
extent residues 188-223 exhibit larger fluctuations. Comparing the simulations at 400 K shows
that residues 64-69 exhibit enhanced fluctuations in presence of the auto-inducer, whereas its
absence destabilizes residues 45-47 and helices o5 and a6. These results show that the auto-
inducer influences the behaviour of surrounding residues.

Focusing on the fluctuations in the auto-inducer binding pocket, the simulation in absence
of OOHL starts with a hydrated auto-inducer binding pocket, similar to the water channel in
tigure 6.4(a) and with all residues originally involved in hydrogen bonds inside the protein.
During the high temperature sampling, Trp57 and Tyr61 become solvent exposed, shifting the
orientation of helix a6. In contrast, Trp57 remains buried in the protein core in presence of
the auto-inducer. Fusion proteins between the N-terminus of TraR and the N-terminus of a
acetyltransferase make TraR more resistant against proteolysis, in absence of the auto-inducer.
These results suggest that N-terminal residues of TraR signal for proteolysis. Also, although the
fusion proteins protect TraR from proteolysis, the DNA-binding activity of the fusion proteins
strongly increased in the presence of the auto-inducer, indicating that its function comprises
more than shielding TraR from proteolysis [152]. The 400 K simulation of TraR conformer m1
indicates Trp57 and Tyr61 as a possible signal for proteolysis, rather than N-terminal residues.

The simulations at elevated temperature also show fluctuations in the HTH-motif: helix a11
unfolds, while helices a9 and «10 in the HTH motif rotate with respect to each other. Most in-
terestingly however, the DNA binding domain moves away from the PAS domain, breaking a
salt bridge between Asp10 and Argl83. In presence of the auto-inducer, this salt bridge forms
again during the simulation, within 5 ns after its rupture. The simulations at 300 K showed
that the auto-inducer enhances fluctuations in its direct environment, and also affects the rela-
tive orientation of the HTH motif toward the PAS fold in the elongated m2 conformation. No
clear correlation appeared for the compact m1 conformation between dynamic behaviour of the
protein and the presence of the auto-inducer. Assuming that m2 is a functional conformation,
the TraR dimer would be more effective in binding DNA with two loose HTH motifs. The high
temperature simulation of m1 displays an interdomain motion that might facilitate conversion
of m1 into m2.

Combining the observations described here caused us to postulate the following mechanism
for TraR DNA binding. The PAS domain in both monomers is stable and is involved in the dimer
formation of TraR [142]. With the interacting PAS domains as a stable scaffold, the auto-inducers
enhance fluctuations in their proximity. This prevents the HTH motifs from interfacing with the
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PAS domains, resulting in a dimer of two elongated m2 conformations. As a consequence, the
two HTH motifs dangle and search their surroundings for DNA. Once in contact with DNA,
both HTH motifs interact to form a symmetric dyad interface. As a result, one monomer shifts
into the compact m1 conformation, accomodating the DNA.

Conclusion

TraR is a quorum-sensing transcription factor from Agrobacterium tumefaciens and regulates genes
required for conjugal plasmid transfer in presence of its auto-inducer 3-oxo-octanoyl-homoserine
lactone (OOHL). It is functionally active as a dimer, protected from proteolysis by the auto-
inducer. Comprising two domains, TraR contains an N-terminal PAS domain that binds OOHL
and a C-terminal HTH-motif binding to DNA. Structural data of TraR shows the protein bind-
ing DNA as a dimer, comprising two conformationally different monomers. One monomer is
compact, whereas the other has a more elongated configuration.

The current view on the role of the auto-inducer is that it acts as a folding switch. Whether
it is also involved in mediating the DNA binding activity of TraR is unknown. In this work we
investigated the effect of the auto-inducer on the fluctuational behaviour of the protein. Using
both monomer conformations we performed molecular dynamics (MD) simulations of TraR.

Our simulations revealed that the auto-inducer and its close environment show conforma-
tional heterogeneity, involving several water molecules. Moreover, it is an interplay between
the auto-inducer and water molecules in its proximity that induces the conformational variety.
This heterogeneity is in agreement with the NMR structural ensemble of SdiA, a related protein
from Escherichia coli. The auto-inducer causes the heterogeneity: In its absence, Tyr53 becomes
solvent exposed and the protein is less flexible. Moreover, the auto-inducer also affects residues
not in its direct environment. The DNA binding domain shows significantly enhanced fluctua-
tions in presence of OOHL in the elongated m2 conformation. In other words, the presence of
the auto-inducer in the PAS domain induces fluctuations in the HTH motif that are instrumental
for DNA binding.

In the MD simulation at elevated temperature, also Trp57 and Tyr61 are expelled from the
protein interior, in absence of OOHL. These residues might be involved in signaling for pro-
teolysis. The simulation at high temperature also shows that the domains in the compact m1
conformer move away from each other. These interdomain motions might eventually facilitate
conversion of the compact monomer to the elongated conformation.

Summarizing these observations results in a mechanism for the DNA binding of TraR and
possibly its sensitivity to proteolysis. The auto-inducers in the TraR dimer induce increased fluc-
tuations in their close surroundings. As a consequence, the HTH motifs dangle from the PAS
scaffold, searching for DNA. Binding of DNA induces the formation of an interface between
the two HTH motifs, and is accomodated by the formation of the more compact m1 conformer.
The conformational change, in absence of OOHL and at high temperature, leading to the sol-
vent exposure of Trp57 and Tyr61 is indicative for protein unfolding and hence sensitivity for
proteolytic enzymes.
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Chapter 7

Discussion

The PAS domain sequence was first recognized in transcription factors of Drosophila as two
imperfect repeats [23]. Later on, these repeats have been identified as separate PAS domains
[14], sometimes containing a additional PAC sequence. A recent computational study used an
automated modeling procedure to produce 3D structural models of all known PAS sequences
and showed that the PAC sequence is part of the PAS fold, but exhibits low sequence similarity
[153]. Currently, a search in the Protein family database with PAS as a keyword results in finding
the PAS superfamily, also known as clan. This illustrates the expansion of knowledge on the
PAS protein family since its discovery in 1997. This chapter provides a context in the expanding
knowledge on PAS domains.

At the start of this work, structural data on four PAS domains was available: Photoactive Yel-
low Protein, a blue light receptor from the bacterium Halorhodospira halophila, the sensor domain
of FixL, an oxygen sensor originating from rhizobia, LOV, a light receptor found in ferns and
HERG, the N-terminal domain of a human potassium channel. These PAS domains form the
basis of the research carried out in chapters 2-5. More structures meanwhile became available,
however, including the one of the quorum sensor TraR from Agrobacterium tumefaciens. This
protein is the main topic of Chapter 6. Currently, structural data of thirteen PAS domains has
become available. Details are listed in table 7.1.

All structures listed in table 7.1 have a central five- or six-stranded 3-sheet. Using this as a
reference, all structures are oriented similarly for display, see figure 7.1(a). The prototype of the
family, PYP, is displayed as a cartoon representation in figure 7.1(b), highlighting the structural
features of the PAS family. Central in the structures is the antiparallel 3-sheet with three or four
helices located at its concave side. The (3-sheet is a very stable structural element; molecular
dynamics simulations of PYP at 500 K, in a constrained volume, show that this sheet remains
intact, even under these extreme conditions*. This simulation also showed that the helices lying
adjacent to the 3-sheet are less stable (see Chapter 3 for more details). The orientation of these
helices varies in the different PAS domains, to accomodate co-factors and/or interaction with
other protein domains.

The currently known PAS domains bind a variety of cofactors, covalently, via (water-mediated)
hydrogen bonds or via hydrophobic interactions. Figure 7.1(b) shows the location of all known

*Note that this is not a physical property, but a feature of the force field used for the simulation.
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Protein | Function Organism Method PDB code references
FixL oxygen sensor Rhizobia meliloti X-ray 1D06 [154]
Bradyrhizobia japonica X-ray 1DRM [36]
DOS oxygen sensor Escherichia coli X-ray 1vV9Z [155,156]
PYP photoreceptor Halorhodospira halophila X-ray INWZ [157]
photoreceptor Rhodospirillum centenum  X-ray 1MZU [158]
LOV2 photoreceptor Adiantum capillus-veneris ~ X-ray 1G28 [37]
LOV1 photoreceptor Chlamydomonas reinhardtii ~ X-ray 1N9L [159]
GitA citrate sensor Klebsiella pneumonia X-ray 1POZ [122]
TraR quorum sensor Agrobacterium tumefaciens ~ X-ray 1LL3, IHOM  [143,144]
hPASk kinase Homo sapiens NMR 1LL8 [160]
ARNT translocator Homo sapiens NMR 1X00 [161]
HIF2A | hypoxia inducible Homo sapiens X-ray 1P97 [162]
factor
PER clock protein Drosophila melanogaster X-ray 1WA9 [163]
HERG K™ channel Homo sapiens X-ray 1BYW [15]
NCoA-1 | coactivator Homo sapiens X-ray 10J5 [164]
Bphp photoreceptor Deinococcus radiodurans X-ray 1ZTU [165]

Table 7.1: Details on the currently known structures of PAS domains. For PYP, FixL and DOS many
structures are available. Only the dark state structure of PYP and the unliganded structures of
FixL and DOS are listed. These structures are also used in figure 7.1.

co-factors in the PAS core. All co-factors are located on the concave side of the 3-sheet. The
helices at the right-hand-side of the 3-sheet accomodate the more bulky cofactors heme (FixL,
DOS) and flavin (LOV). Situated more in the center of the protein are the smaller compounds:
homoserine lactone (TraR), para-coumaric acid (PYP) and citrate (CitA). One PAS domain struc-
ture binds a small peptide (NCoA-1), located on top of the central a-helices. This peptide is
an interaction motif, and represents the interaction of a PAS domain with another protein. The
location of the cofactors in the PAS fold indicates that signal perception occurs in a conserved
location.

To address the question whether signal communication also occurs in a conserved location, a
more detailed description of the PAS domain function is required. PAS domains can exhibit two
functions: (i) acting as a sensor domain for signal reception and (ii) mediating protein-protein
interactions. In bacteria, the former is prevalent; many one component and two-component
signal transduction systems contain a PAS domain as the sensory input domain [2]. In eukary-
otes, PAS domains function as sensors and as dimerization domains, often N-terminal to basic
helix-loop-helix (P HLH) motifs.

As a sensor domain, the PAS domain can detect a variety of signals, such as light or small
molecules, often enabled by the incorporation of a co-factor. The PAS domain of FixL contains
a heme, enabling the sensing of O, CO, CN and NO. FixL is part of a two-component system
in a bacterial symbiont of rice (Sinorhizobium meliloti and Bradyrhizobium japonicum), that acti-
vates the expression of nitrogen fixation genes in low oxygen concentrations. The release of
oxygen induces a change in planarity of the heme group, followed by a conformational change
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in the protein [166,167]. Another bacterial oxygen sensor, DOS, is the sensory input domain to
a phosphodiesterase (PDE) that linearizes cyclic di-GMP (c-di-GMP) in the absence of oxygen,
inhibiting the production of cellulose. Here, the absence of oxygen induces a methionine side
chain to bind to the heme group, rigidifying a loop in the protein [156]. Although both oxygen
sensors utilize a heme group embedded within a PAS domain, their mechanisms of signal trans-
duction differ, tuned by side chain interactions with the heme group. The different mechanisms
may reflect the different types of adaptation: inhibition of a protein is a temperorary adaptation,
while the activation of genes is chronic [12].

The inclusion of a light sensitive cofactor in a PAS domain enables photoreception. The struc-
tural protoype of the family, PYP, contains the chromophore p-coumaric acid, covalently linked
to the polypeptide chain. Functionally, the protein is involved in the phototactic response of
the bacterium Halorhodospira halophila to harmful blue light. Another PYP, from Rhodospirillum
centenum, is the sensory domain of the histidine kinase Ppr, involved in a photoprotection re-
sponse [158]. Upon the absorption of a blue light photon, the protein undergoes a series of
structural and conformational rearrangements, that lead to a partially unfolded signaling state.
Characteristic of this state is that it is partially unfolded and that the chromophore is expelled
from the protein interior, (see Chapter 3). Within seconds the protein returns to its resting state
(see Chapter 4).

Higher organisms also employ PAS domains for light-sensing. Phototropins are light-activated
kinases involved in plant responses to blue light. As N-terminal sensory input domains these
proteins contain two PAS domains, called LOV1 and LOV2, linked to a C-terminal serine/threonine
kinase domain. LOV is the abbreviation of Light-Oxygen-Voltage, a subclass within the PAS
family. The LOV domain binds flavin as a cofactor for light detection. Upon light absorption,
the flavin forms a covalent bond with the protein, but no further conformational changes have
been observed in the PAS core [159,168]. A combination of mutagenesis experiments and NMR
spectroscopy has demonstrated that the unfolding of the Ja-helix, C-terminal to the LOV do-
main, is the critical event in the regulation of kinase activation [169].

PAS domains can detect some small molecules by incorporating them into their three dimen-
sional fold. CitA is a bacterial citrate sensor from Klebsiella pneumonia located at the periplasmic
side of the membrane and the first PAS domain implicated in signal transduction across the
membrane. Citrate, when bound, interacts with the C-terminal 3-strand of the PAS fold, a puta-
tive interaction site for the ligand [122]. TraR, a quorum sensor from Agrobacterium tumefaciens,
uses a similar mechanism to perceive its signal. Bacteria use chemical signals to regulate gene
expression at high population densities. Such a chemical signal induces the PAS core of TraR to
fold, and furthermore stimulates the DNA binding domain of TraR to bind to DNA (see Chapter
6). The sensor for small organic molecules in PAS kinase has adopted a different way for sensing
small compounds. The protein domain contains a flexible loop that facilitates the incorporation
of these molecules, and this region serves as kinase binding site as well [160].

Besides the perception of signals PAS domains function also as dimerization domains. One
example is the TraR system: the protein binds DNA as a dimer, and its PAS domains mediate
the dimerization. Also basic helix-loop-helix ((HLH) motifs bind DNA as a dimer. Specificity
is often regulated via a PAS domain or leucine zipper domain linked to the bHLH motif. Now,
PAS domains function as mediator of protein-protein interactions. Class I bHLH-PAS proteins,
including the aryl hydrocarbon receptor and the hypoxia inducible receptor, do not homo- nor

91



heterodimerize with other class I transcription factors. For DNA-binding, heterodimerization
with a class I bHLH-PAS, transcription factors that do homo- and heterodimerize, must oc-
cur. Aryl hydrocarbon nuclear receptor translocator (ARNT) is such a class II dimerization do-
main [170]. As an example, NPAS2, a gas responsive transcription factor found in mammals, has
two PAS domains that both bind a heme group. When active, NPAS2 forms a heterodimer with
a class II bHLH and binds DNA. Carbon monoxide molecules bound to the heme groups pre-
vent the heterodimerization of NPAS2, thus blocks transcription [171]. Furthermore, swapping
two PAS domains in a class I and class II bHLH protein may lead to a DNA binding complex,
but does not lead to transcription, indicating that the PAS domains regulate the orientation of
the proteins relative to each other and the DNA [170]. An NMR study on the PAS-B domain
in hypoxia-inducible factor (HIF) indicates that the central 3-sheet is an interface for protein-
protein interactions [162]. This finding is further substantiated by a structural investigation of
the ARNT PAS domain, and the dimerization characteristics of ARNT-PAS and HIF-PAS. Spin-
labeling experiments have shown that the PAS domains interface via their 3-sheets in an anti-
parallel way. This is a different mechanism than observed for TraR. The PAS domains of this
protein form a dimer mediated by helices N-terminal to the PAS domain. Also, the 3-sheets in
both monomers are oriented differently with respect to each other. As the PAS domain in TraR
is also a sensory input domain, its function differs from the PAS domains mediating interactions
in bHLH transcription factors.

The dimerization function of PAS domains extends to the formation of heterodimers. A hu-
man PAS domain was discovered in the sequence of a potassium channel called HERG (human
ether-a-go-go related gene) [15] where it controls the current of K™ through this channel via
intra-protein interactions [16]. Mutations in HERG can cause a prolongation of cardiac repolar-
ization, the clinical hallmark of the long QT syndrome, an inherited disorder with a propensity
for syncope and arrhythmic sudden death. Alterations in the PAS domain can lead to defec-
tive trafficking of the protein to the cell membrane [17] or acceleration of channel deactiva-
tion. The PAS domain of HERG lacks a co-factor. Mutations in this PAS fold, causing the long
QT syndrome, are located in the region where other PAS domains bind their cofactor [18, 19].
PAS domain interactions are also involved in the regulation of circadian rhythms. In Drosophila
melanogaster the blue-light sensing cryptochromes interact with Per and its interaction partners
Timeless and Doubletime to synchronize the internal clock with the environmental day-night
cycle. PER contains two PAS domains, PAS-A and PAS-B, that bind Timeless and Doubletime.
The structure of Per shows a non-crystallographic dimer with PAS-A accomodating a trypto-
phan residue of its dimerizing partner, whereas the 3-sheet of PAS-B is implicated in mediating
interactions with other proteins [163]. Yet another example of PAS domains interacting with
various proteins comes from a transactivation process involved in an immune response. STAT
is a transactivator and acts together with the interleukin transcription factor. When activated,
STAT proteins recruit co-activators, including NCoA. The interaction between the transactivator
STAT and co-activator NCoA is very specific and ocurs via an interaction motif. The structure
of NCoA-1 in complex with the peptide representing this interaction motif is an example of
interactions between a PAS domain and a different protein domain [164].

This overview ends with BphP, a red light receptor from the bacterium Deinococcus radiodu-
rans. As a phytochrome, the protein contains several sensory input domains, including a PAS
and a GAF domain and a kinase output domain. The PAS family exhibits structural similarities
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Figure 7.1: The PAS fold and co-factors. (a) All thirteen known PAS structures were similarly oriented
using the central 3-sheet as a reference. This figure shows the §-strands in tube representation,
with the Photoactive Yellow Protein highlighted in red. (b) The backbone of PYP is shown
in ribbon representation. The co-factors are displayed as a stick model, after fitting the PAS
domain to PYP, using the 3-sheet as reference point. Orange: FixL, Yellow: DOS, green: LOV2,
blue: PYP from Halorhodospira halophila, cyan: PYP from Rhodospirillum centenum, red: TraR,
brown: CitA, purple: NCoA-1. Note that this is not a co-factor but a interaction motif from
another protein.
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to the GAF domain T, that contains an anti-parallel six-stranded (3-sheet separating a group of
four a-helices from one short a-helix. Superposition of the GAF domain of YKG9 (found in Sac-
charomyces cerevisine) on PYP shows that the location of a putative active site of YKG9 coincides
with the chromophore binding pocket of PYP [172]. The GAF domain of Bphp binds the chro-
mophore, linear tetrapyrrole, at a similar position. As the interface between the PAS and GAF
domain a stretch of amino acids N-terminal to the PAS domain passes through a loop in the GAF
domain (that is C-terminal to the PAS domain). This knot is at the convex side of the central -
sheet of the PAS domain, and close to the chromophore binding site. In providing an additional
interface between the PAS and GAF domains, the knot restricts the conformational freedom of
the receptor to enable effient use of the (light) energy obtained during signal perception [165].

The observation that signal perception occurs at a conserved position in the PAS fold still
holds. Further signal transduction seems to occur in different ways, depending on the nature of
the signal and interactions with surrounding proteins. Recurring in all PAS domains described
here is that the central §-sheet is stable and that the a-helices at the concave side are flexible.
This agrees with the findings in Chapter 2 that PAS domains exhibit similar flexibilities when
including only a minimal PAS core. Taking into account all details of a PAS domain, including
extended loops and/or shortened helices, results in a differentiation of PAS domain dynamics,
as observed in Chapter 5 and ref. [124].

TThe GAF family is a protein family with cyclic-GMP-regulated cyclic nucleotide phosphodiesterases, adenylyl
cyclases and the bacterial transcription factor FhlA
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Appendix A

Protein structure

Amino acids are the primary building blocks of proteins. A typical amino acid contains an
amino group, a carboxyl group, a hydrogen atom and a specific rest group, all bonded to a
single carbon atom, C,. Another name for the rest group is side chain. These side chains vary
in size, shape, hydrogen bonding capacity, charges and chemical reactivity. The simplest amino
acid is glycine, with just a hydrogen atom as rest-group, followed by alanine that has a methyl
group as the side chain. All twenty amino acids together with their specific properties are listed
in Table A.1.

Hydrophobic amino acids

Alanine Ala A Isoleucine Ile I
Valine Val V Methionine Met M
Leucine Leu L Phenylalanine Phe F
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Charged amino acids

Arginine  Arg R Glutamate Glu E

Lysine Lys K Aspartate Asp D
Histidine His H

Hydrophilic amino acids

Cysteine  Cys C Glutamine Gln Q
Serine Ser S Asparagine Asn N
Threonine Thr T Tryptophan Trp W

Tyrosine  Tyr Y

Special amino acids
Glycine Gly G
Proline Pro P

Table A.1: The twenty amino acids commonly occurring in proteins. Based on chemical properties, the
amino acids can be divided into four groups: hydrophobic amino acids, hydrophilic amino
acids, charged amino acids, and special amino acids - with properties that affect the orientation
of the protein backbone. The R groups indicate side chains.

Linked by peptide bonds, amino acids form polypeptide chains. The side chains of amino
acids in polypeptide chains are also called residues. Since the polypeptide chain has different
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ends, it has direction: the amino-terminal end is the beginning of a polypeptide chain, and is
known as the N-terminus. The carboxyl end is called the C-terminus. In a polypeptide chain,
the peptide bonds form the main chain, or backbone. Cysteine residues may form additional
covalent linkages with another cysteine, known as disulfide bridges. Polypeptide chains spon-
taneously fold into three dimensional structures, governed by suitable peptide bond dihedral
angles, hydrogen bond formation and hydrophobic interactions. These properties are closely
related to the amino acid sequence, since the separate amino acids each have their unique prop-
erties.

Figure A.1: Primary structure of a protein. The balls and sticks represent the protein backbone, including
the N- and C-terminal ends. Residue side chains are displayed schematically. The arrows
indicate the backbone torsion angles ¢, ¢ and w.

Proteins are polypeptide chains that have a biological function. Their unique amino acid
sequence is specified by a gene. Knowledge of the sequence of a protein is essential in under-
standing its mechanism of action. Furthermore, the protein sequence determines it three dimen-
sional fold, governed by the interactions between the constituent atoms. Protein function relies
on the binding of ligands and/or substrates and the transmission of structural changes. Pro-
teins are unique in their capability to recognize and interact with a large diversity of molecules
ranging from small compounds to other proteins and DNA. In order to perform their function,
proteins visit different shapes specifically linked to their function. In conclusion, the amino acid
sequence, the three dimensional structure and the function of a protein are intimately linked.

At first glance, a ball-and-stick model of a protein looks like a mass of atoms, without any
obvious order. Simplifying the representation by removing the amino acid side chains shows
the path of the polypeptide chain through space, revealing the secondary structure of a pro-
tein, see figure A.2. The secondary structure is organized in a small number of basic recurrent
elements, such as helices and strands, connected by loops. When looking at the backbone of
many proteins, more simplifying features emerge: helices and sheets form recurrent motifs and
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Figure A.2: Atomic structure of a protein. All atoms in this typical protein are displayed as spheres. The
trace represents the protein backbone. Coordinates are taken from TraR, PDB-code 1L3L.

even structural domains. The underlying cause for the packing of a protein becomes obvious
when the side chains and their mutual interactions are added back to the visualization model.
Summarizing, a good way to analyze protein structure is by viewing it as a hierarchy of sub-
structures. The commonly adopted view on protein structure [173] identifies four levels, with
the amino acid sequence as the first level or primary structure. Hydrogen bonds between a car-
bonyl oxygen and an NH group in the backbone of the polypeptide chain cause the formation of
ordered regions in a protein. Such regions occur as either an a-helix , figure A.3(a), or a 3-sheet,
tigure A.3(b), and make up the secondary structure of a protein, together with loops and turns.

The C=0 group of a residue i in an a-helix hydrogen bonds to the NH group of residue i + 4.
All C=0 groups in the helix are arranged parallel to the long axis of the helix, while the side
chains point away from this axis, resulting in an helical dipole. The first and the last residue in an
a-helix are different from those in between, since part of the intrahelical hydrogen bonds cannot
form. These residues require either interactions with solvent or other groups (i.e. side chains) in
the protein. Another characteristic of a-helices is that they are often amphipathic: hydrophobic
side chains are at one side, while hydrophilic residues are at the other side. A single extended
stretch of amino acids, a #-strand, may interact with a similarly extended chain through the
formation of hydrogen bonds between their backbone atoms. The two strands may then interact
with additional chains, leading to the formation of a 3-sheet. Two stable arrangements can
occur: the parallel 3-sheet and the anti-parallel 3-sheet.

A polypeptide chain can form several of these structural elements and connect them via
surface exposed loop regions. The orientation of the protein backbone, defined by the ¢ and
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1 dihedral angles, see figure A.1, specifies the secondary structure. Side chains restrict the
rotation around the backbone bonds. All residues in an a-helix or a 3-sheet adopt a specific
conformation, with characteristic dihedrals.

(a) secondary: a-helix (b) secondary: -sheet

(c) tertiary

Figure A.3: Schematic overview of protein structure. Secondary structure elements, (a) a-helix and (b)
(-sheet, are displayed in ball and stick representation and in green ribbon representation. In
the first, backbone hydrogen bonds are highlighted as transparent bonds. (c) Tertiary struc-
ture - a fold comprising a central -sheet in green and a-helices in red. Loops are displayed
in grey. Coordinates are taken from PDB-code 1L3L.

Secondary structure elements often occur as a group, and are recognized as such as motifs
and/or supersecondary structures; there are many possibilities to form 3-sheets, but only a few
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of those occur regularly (such as the -hairpin motif). The packing of a single polypeptide
chain is known as the tertiary structure. The main driving force for the formation of the tertiary
structure is the burial of hydrophobic side chains (minimizing their contact with water). This
means that a folded protein is generally compact, and that buried hydrogen-bonding groups
are paired. Such conditions favour the formation of helices and sheets, since the hydrogen
bonding groups in the protein backbone are paired in these conformations, and these structures
allow dense packing of hydrophobic side chains. Consequently, the large majority of buried
charged groups and hydrogen bonding groups must be paired, or have a catalytic function.
Loops connecting the ordered secondary structure elements are usually at the protein surface,
exposed to solvent (aqueous solution). In general, globular proteins have a hydrophobic core
with the charged groups at their surface.

Many proteins are only functional when comprising several subunits, not necessarily cova-
lently linked. This aspect of spatial structure is known as the quaternary structure and includes
the subunit arrangement and their contacts and interactions, see for example figure A.4. Usually
the subunit interfaces in that region are as densely packed as any protein interior, and charged
groups and hydrogen bonding groups are paired [8,173].

Figure A.4: Protein quaternary structure. Ribbon representation of a dimeric protein (green and red) in
complex with DNA (blue and grey). Coordinates are taken from PDB-code 1L3L
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Structure determination

Many experimental techniques underly our current knowledge of protein structure. Obtaining
the primary protein structure is achieved through biochemical methods, e.g. through direct
determination of amino acid sequence or, faster, the nucleotide sequence of the corresponding
gene. Electron microscopy facilitates the determination of quaternary protein structure such in
as ribosomes and other protein complexes, albeit at low resolution, lacking atomic detail. The
determination of secondary and tertiary structure requires detailed information on the location
of atoms within a protein. So far, the main methods to obtain three-dimensional structures at
atomic resolution are X-ray crystallography and NMR spectroscopy. All protein structures can
be deposited in the Protein DataBase (PDB, [119]).

X-ray crystallography

An essential prerequisite for protein structure determination using X-ray crystallography is a
protein crystal that strongly diffracts X-rays. Within a crystal, repeating unit cells form a regular
lattice that acts as a three dimensional diffraction grating to scatter X-rays. Such a unit cell may
contain one or more protein molecules. X-ray radiation directed at a crystal interacts with the
electrons in the crystal, causing them to oscillate. The oscillating electrons are a new source of
X-rays, emitting in all directions: scattering. Diffraction spots occur where the scattered beams
positively interfere with one another, ultimately resulting in a diffraction pattern. From the
diffraction pattern, the distribution of the electron density in the unit cell of the crystal can be
calculated using Fourier transformation. Each diffraction spot has an amplitude, the intensity of
the spot, a wavelength, set by the X-ray source, and a phase. Information about the phase is lost
during the experiment. Obtaining these phases, essential for the Fourier transformation, is the
most difficult aspect of the determination of the structure, but there are several methods to solve
this phase problem. The isomorphous replacement method uses the difference in scattering
from crystals with and without heavy atoms included in the unit cell, such that the heavy atoms
should not disturb the protein packing. Anomalous diffraction methods replace the sulphur
in methionine by selenium, an anomalous scatterer with a distinctly different scattering, that
allows determination of the phases. When a closely related structure is available, molecular
replacement may result in the appropriate phase information. Once the phases are known,
the distribution of electron density in the crystal unit cell can be calculated. Determination of
the atomic structure requires interpretation of the electron density as a polypeptide chain with
a particular amino acid sequence. Interpretation of the electron density map becomes more
accurate with increasing resolution. Electron density maps at low resolution (4-6 A) reveal the
overall shape of the molecule, whereas they allow tracing of the peptide backbone at 3.5 A.
Fitting the amino acid sequence to the electron density is possible at a resolution of 3 A or
higher, whereas atomic resolution is possible below 1.5 A. Building a structural model that fits
the electron density is an iterative refinement process that aims to minimize the differences
between the amplitudes calculated for the atomic model and the actual data, and simultaneously
optimizes the model for the atomic packing in the unit cell.

Despite major breakthroughs in solving the phase problem, determining protein structures
with X-ray crystallography suffers from a major drawback: the need to obtain well-ordered
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protein crystals. Since proteins are large and globular molecules, packing them into a lattice
results in the formation of large holes or channels between the molecules. Such channels can oc-
cupy more than half of the volume of the crystal and are usually filled with disordered solvent
molecules. The success of packing proteins into a regular lattice is heavily dependent on vari-
ous external parameters (pH, temperature, concentration of the protein, co-crystallizers, ions, et
cetera). Nevertheless, X-ray crystallography has been the main source for protein structures.

NMR spectroscopy

Applied to moderately sized proteins NMR spectroscopy enables the determination of the struc-
tures of proteins in solution. Certain atomic nuclei, e.g. 'H, 13C, >N and 3!P, have a magnetic
moment. The 'H isotope is naturally abundant in proteins, but growing micro-organisms on me-
dia enriched with C and/or '°N allows incorporation of these isotopes in proteins too. Placing
molecules containing these isotopes in a magnetic field causes their spin to align along the field.
This equilibrium environment can be excited with radio frequency pulses. The molecules return
to the equilibrium state via emission of radio frequency radiation, that can be measured. The
frequencies of the emitted waves depend on the chemical environment of the nucleus. When
obtained relative to a reference signal these frequencies are called chemical shifts. Using a vari-
ety of pulses allows probing several properties of individual spins. Nuclei can interact through
chemical bonds (spin-spin coupling) and through space (Nuclear Overhauser Effect, NOE). In
principle, each nucleus with a magnetic moment gives a unique signal (except for chemically
equivalent atoms), but the huge amount of atoms in a protein molecule prohibits their straight-
forward determination. Using advanced two-dimensional techniques and a variety of pulse
sequences allows the assignment of individual protons, carbon- and nitrogen atoms. Using the
NOE, protons within close distance can be determined. The distances between atom pairs are
then used as restraints in energy calculations to obtain an ensemble of structures that fit these
restraints. Within the ensemble, the structures can vary, depending on the amount and consis-
tency of the information.

Structure prediction

Genome projects have provided the complete sequence of all the genes in many organisms, in-
cluding Homo sapiens. Assigning a function to all the gene products, the proteins, often requires
knowledge of protein structure. Interactions at the atomic level determine the fold of a pro-
tein; hydrogen bonds between backbone atoms result in the formation of secondary structure
elements and side chain interactions govern the packing of these structure elements, leading to
the tertiary structure, the fold, of a protein. Nevertheless, in principle, the three dimensional
shape of a protein is already defined in its amino acid sequence. In 1968 Levinthal argued that
since a protein with a specific amino acid sequence has an astronomical number of conforma-
tions to choose from, an unbiased search through all of them would take too long [174, 175].
This is certainly true when trying to predict the fold of a protein from its amino acid sequence.
Fortunately, including additional information about the protein greatly improves our ability to
predict its structure.

Many functional assignments are based on similarity with proteins of known function. Based
on function, proteins are grouped into protein families, that exhibit significant similarity at dif-
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ferent levels of protein structure. Such similarity is known as homology when the proteins under
comparison have evolved from the same ancestral gene. Homologous proteins have significant
similarities in their amino acid sequence and tertiary fold. To find the function of a protein,
comparing its sequence against a database of protein sequences of known function is a useful
tool, as provided by BLAST [176] and Pfam [177]. When two proteins have a significant number
of identical amino acids at corresponding positions in their polypeptide chain, with randomly
generated sequences as a reference, they are homologous. Homology occurs also on higher
levels of protein structure: Sharing a similar fold might indicate that the protein performs a sim-
ilar function. Identifying key functional residues then improves the recognition of subsequent
homologous proteins. After identification of a protein sequence, prediction of the three dimen-
sional structure of this protein can use the homology to a known fold. The DALI server [47] is a
useful tool to perform structural alignments.

Comparing tertiary folds of homologous proteins shows that similarity is highest in the hy-
drophobic core, built up by secondary structure elements, known as the scaffold. The loop
regions that connect the strands and helices can vary in length, as well as in conformation.
After establishing the structural scaffold, the remaining problems comprise predicting the con-
formation of loop regions and determination of energetically favorable side chain orientations.
Prediction of the structure of loop regions depends on the number of amino acids in the region,
and whether they connect two a-helices, two [3-strands or a combination of a strand and a helix.
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Appendix B

Protein Dynamics

Proteins have a significant degree of flexibility; for example, some enzymes and receptors change
conformation upon the binding of a ligand or substrate. These conformational changes are as
small or as large as relevant for the function of the protein. Proteins express several different
modes of motion and flexibility. In solution, globular proteins rotate, a motion known as molec-
ular tumbling. Within a protein, regions may expand and allow solvent molecules to penetrate
into the core. When the region resumes its previous size, these solvent molecules are forced out
again. This is called protein breathing. Contained within a protein, motion of atoms and side
chains occurs, such as side chain rotation. In globular proteins, residues at the protein surface
have more degrees of freedom than residues in the protein core. Specific motions might also
involve protein domains moving relative to each other, known as segmental flexibility [173].

These motions originate from atoms in a protein system interacting with each other, exchang-
ing potential and kinetic energy. At room temperature atoms in an ideal gas have kinetic energy,
proportional to their squared velocities:

1 1
< imUQ >= 5k;BT (B.1)

with m and v the masses and velocities of the atoms, kg the Boltzmann constant and 7' the
temperature.

In a classical description of a protein system, the potential energy is the sum of simple, em-
pirically derived functions that describe the interactions between atoms. There are two classes
of interactions within a protein system: bonded and non-bonded interactions. The first type in-
cludes all interactions between atoms that are connected via one or more covalent bonds (Upynq,
Uangle and Ugipedrar), Whereas the second type describes interactions of atoms through space: the
electrostatic and van der Waals interactions.

Van der Waals interactions comprise two processes: the penetration of an electron cloud by
the electron cloud of another atom (scaling as 7~ '? and a repulsive interaction) and London dis-
persion forces, i.e. fluctuations in the electron density cause the formation of temporary dipoles,
inducing the formation of dipoles in nearby atoms (scaling as 7% and an attractive interaction).
These processes combine into the following potential, known as the Lennard-Jones potential:

CcCA (B
Uy = rfé — ?fﬁﬂ (B.2)
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where r is the distance between two atoms. The minimum of this function corresponds to the
van der Waals contact distance [173] and differs for different atom types, as indicated by C4 and
Cp.

Electrostatic interactions are composed of multiple contributions: ion-ion 1/er, ion-dipole
1/er* and dipole-dipole 1/er®, with r the distance between two charged groups and ¢ the di-
electric constant. These interactions have a long range. The dielectric constant is very relevant
for the strength of the interactions, it is 80 in water and in between 2 and 4 in the interior of a
protein. Charged groups in the protein can facilitate higher values of € within a protein, when
they function as a lens to (de)focus charges and/or align water molecules [173]. Figure B.1 lists
the interaction types that occur in a protein. The total potential energy of a protein system can
be expressed as the sum of all these interactions:

U= Ubond + Uangle + Udihedral + ULJ + UCoulomb (B3)
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Figure B.1: Interactions between atoms in a protein system. A harmonic potential describes the bond (a)
and angle (b) interactions, and a periodic function describes the dihedral interaction (c), with
k; the respective force constants, r;; the bond length between atoms i and j, 6;;, the bond
angle between atoms 4, j and k and ¢;;; the dihedral between atoms i, j, k¥ and {. (d) The
Lennard-Jones potential, Uy s, describes the Van der Waals interaction between two atoms,
with C’;;‘- the repulsion coefficient, Cg the attraction coefficient and r;; the distance between
atoms ¢ and j. (e) Electrostatic interactions are described by the Coulomb equation, with ¢;
the (partial) charge on atom i, 7;; the distance between atoms ¢ and j, and ¢y the dielectric
constant. These functions are taken from the GROMACS manual [178].

Monitoring the dynamics of proteins at atomic resolution requires advanced techniques,
such as NMR spectroscopy and crystallography (See appendix A for a description of these tech-
niques). Using molecular simulation methods in combination with sufficient computing power,
computational protein models now complement experiment and even make predictions that are
at high, atomic resolution [178].
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Molecular Dynamics: the algorithm

Molecular dynamics (MD) is a popular method in the field of biomolecular simulation since it
provides the temporal evolution of motions in large (atomistic) detail. The method resembles
an experiment in many ways: it starts with setting up a system for simulation, followed by the
actual measurements.

Setting up a simulation consists of selecting an appropiate starting configuration and equili-
bration of this configuration. This is also called initialization and starts with assigning positions
and velocities to all particles. Initial velocities are taken from a distribution that reflects a given
temperature. When simulating protein systems, structures obtained from crystallography or
NMR spectroscopy usually provide the initial positions of the atoms. Such starting structures
can contain errors resulting in unfavorable interactions in a system, see appendix A for more
details. Also, depending on the aim of the simulation, additional atoms are required (such as
hydrogen atoms, water molecules and ions). A procedure to minimize the potential energy in
the system reduces the time required for equilibration. Molecular simulations aim to provide
information on the bulk properties of a system, but simulating each particle in an experimental
setup is impossible. However, mimicking experiments by putting a feasible number of particles
in a box (walls of frozen particles) suffers from finite size artefacts. A way to overcome this
problem is to use periodic boundary conditions: the simulation box is a cell in an infinite lattice.
In such a system, considering only the interactions within a boxlength circumvents the need to
evaluate an infinite number of interactions.

A system is equilibrated when the properties of the system no longer change with time.
To measure an observable quantity in an MD simulation, it must be expressed as a function
of the positions and momenta of the particles in the system. As an example, to measure the
temperature in the simulation, the kinetic energy in the system is computed, using equation B.1.
In a simulation, this equation is an operational definition of the temperature. Since the kinetic
energy of the system fluctuates, so does the instantaneous temperature:

N mv?
T(t) =) miv; (t) (B.4)

with Ny = 3N — 6, and N the number of particles. An accurate estimate of the temperature
requires averaging over many fluctuations.

Once the system is equilibrated, the actual sampling can begin. This comprises the following
steps: Calculation of the forces acting on each particle in the system and integration of the
equations of motion.

For the calculation of the forces in the system the distances between particles need to be
evaluated, see figure B.1 for an overview of interactions in a protein:

B du (r)

Iy == (B.5)

Each particle feels a force that is exerted by all other particles. Since it is not possible to calcu-
late the force acting on one particle as a result of the interactions with all other particles in the
system, the force acting on one particle is approximated by pairwise additive interactions. This
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means that N(N — 1)/2 pair distances must be evaluated, scaling as N2. As a consequence, the
calculation of the forces acting on each particle in an MD simulation is the most time consuming
part. After calculating the forces acting on each particle, integration of the equations of motion
is the next step. One of the simplest algorithms to do this is called the Verlet algorithm [179].
The derivation starts with a Taylor expansion of the particle coordinate (r) around time ¢:

r(t+ At) = r(t) + v(t) At + OPNE + A—tzgr’” +O(AtY) (B.6)
2m 3!
and ,
r(t— A8 = r(t) — o)At + LD a2 = B oA (B.7)
2m 3!

where O(At?) represents the fourth term and higher in the Taylor expansion. Summing these
equations results in:

ft)

r(t+ At) + r(t — At) = 2r(t) + WA# + O(AtY) (B.8)
that can be rearranged as
r(t 4+ At) = 2r(t) — r(t — At) + %M + O(Ath) (B.9)

The estimation of the new position contains an error in the order of O(At*). To obtain the
velocities:

r(t+ At) —r(t — At) = 2v(t) At (B.10)
o(t) = "E At;;;(t —AD L oae) (B.11)

with an error in the order of OA#?, larger than the error in the calculation of the positions. Since
the velocities are recalculated every timestep from the more accurate positions, the error does
not accumulate.

An alternative to the Verlet algorithm is the Leapfrog algorithm [180]. This algorithm evalu-
ates the velocities at half-integer time steps to use them for the computation of the new positions.
It is called leapfrog because the positions and velocities leap over each other’s backs.

r(t+ At) = r(t) + Atv(t + At/2) (B.12)
Updating the velocities:
v(t+ At/2) = v(t — At/2) + At% (B.13)

This scheme gives identical trajectories as the Verlet algorithm. Since the positions and velocities
are updated at ¢ + At and t + At/2, the kinetic and potential energies are calculated at different
moments.

Figure B.2 shows a schematic representation of a molecular dynamics simulation.
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Figure B.2: Schematic representation of a Molecular Dynamics simulation. Frame (a) is the starting
frame, where each particle has an initial position and velocity. Frame (b) and (c) show the po-
sitions and velocities after small time intervals, after which new forces are calculated. Frame
(c) shows the effect of periodic boundary conditions: a particle that leaves the box, enters it
simultaneously at the opposite side.

Speeding up simulations

Simulations at atomic detail of protein systems involve many particles and therefore long sim-
ulation times. Reducing the number of pairwise evaluations will reduce the CPU-time needed
per timestep. When calculating interactions of a particle with all other particles, those located
far from the particle of interest contribute little to the force acting on it. Truncating the interac-
tion potential means that interactions of particles ranging beyond a specified distance are not
considered. There are several possible ways of truncation: Simple truncation; Ignore all inter-
action beyond a cut-off radius r. and shifted truncation: The potential is shifted such that it
vanishes at 7.. The concept of the cut-off radius can be extended further, to speed up simula-
tions even more. Using a basic cut-off radius requires the evaluation of all pairwise distances
between the particles in the system to determine which interactions should be included in the
calculation of the forces. Using a neighborlist reduces the number of these distance evaluations
in the following way. Before the calculation of the interactions, a list is constructed of all parti-
cles within a radius 7, of particle . During the calculation of the interactions, only the particles
in the list have to be considered. Then, if the maximum displacement of the particles is less than
the difference between the neighborlist radius r,, and the cut-off radius r., only the particles in
the neighborlist are considered for the force calculation. If a particle moves farther than r, — r.
the neighborlist requires an update.

As discussed in the section on interactions between protein atoms, electrostatic interactions
are long ranged. Using a cut-off on electrostatic interactions to speed up the simulation would
exclude long range interactions, relevant for protein stability. Moreover, the electrostatic inter-
actions may range beyond the simulation box, since it decays as 1/r. For homogeneous systems,
the Coulomb interaction can be modified by assuming a constant dielectric environment beyond
the cut-off. For charged groups Coulomb interaction with reaction field corresponds to neutral-
ization with a homogeneous background charge. The Ewald sum provides another solution.
Assume that each particle ¢ with charge ¢; is surrounded by a diffuse charge distribution of the
opposite sign, such that the total charge of the cloud cancels (screens) ¢;. Now only the fraction
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of ¢; that is not screened contributes to the effective electrostatic potential. This decays quite fast
at large distances. A charge distribution that compensates for the screening charge distribution
corrects for the addition of the screening charge cloud, to obtain point charges again. This distri-
bution turns out to be continuous and periodic, enabling representation by a rapidly converging
Fourier series. Then, instead of considering each point charge separately, distributing them on a
mesh significantly speeds up the Fourier transformation of the Ewald sum. This method is also
known as Particle Mesh Ewald [181,182].

Another way of speeding up molecular dynamics simulations is the use of constraints on
bonded interactions, usually bonds. For protein simulations, fluctuation of bond lengths adds
little information, but requires very small time steps. A commonly used algorithm for constrain-
ing bonds is LINCS [178]. In general, the scheme works as follows. After an unconstrained
update of the positions, the bonds are reset to the preferred values: first the projections of the
new bonds on the old bonds are set to zero and then a correction is applied to the new bonds to
account for rotation of the bonds. Such constraints fix the bond lengths, facilitating much larger
time steps.

The level of detail in a force field depends on the issue of interest, and is a trade-off between
simulation time and temporal/spatial resolution. A slower process requires more simulation
time, but at the cost of detail, simulation time can be decreased. How many particles are required
to adequately represent a macroscopic system? This is in the order of Avogadro’s Number,
6.02310% and far too large to handle even for the computer power that is currently available.
Employing periodic boundary conditions allows sampling bulk phase with a small number of
atoms (ranging from a few hundred to a few million).

Constant volume, temperature and pressure

The MD method as discussed in this appendix is constant in number of particles, volume and
energy (constant-NV E). In contrast, real experiments are usually performed at constant tem-
perature and constant pressure (constant-Np7T') or at constant volume (constant-NV'T). Keeping
the volume constant is simply keeping the box size fixed. Fixing the temperature is more com-
plicated. Many algorithms exist to keep the temperature fixed, and these can be divided into
isokinetic and canonical schemes [82]. Isokinetic schemes use velocity-scaling to keep the aver-
age kinetic energy per particle constant (Berendsen thermostat [97]). Two possibilities exist for
the second type of thermostat: the Andersen thermostat [183], where stochastic collisions with a
heat bath of the desired temperature impose the temperature in the simulation system, and the
Nosé-Hoover thermostat [130, 131], that uses extended equations of motion to set the temper-
ature. For imposing constant pressure in a molecular dynamics simulation similar algorithms
exist: the Berendsen barostat [97] uses scaling of the coordinates and box vectors to correct the
pressure, whereas Parrinello-Rahman pressure coupling [128, 129] uses extended equations of
motion to deform the box.
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Parallel Tempering

Molecular Dynamics simulations, using a force field as described at the beginning of this chap-
ter, are limited to relatively small time scales in the order of nanoseconds. Many processes
that involve conformational changes in proteins are in the order of milliseconds and higher,
caused by free energy barriers between metastable states. Studying protein dynamics with MD
at constant temperature suffers from the restriction imposed by these barriers: the simulated
protein cannot escape from its starting energy well. Increasing the temperature, while keeping
the volume fixed, allows crossing of these energy barriers, expanding the conformational space
sampled during the simulation. Cooling down the simulation results in the population of ad-
ditional local minima, improving the sampling. This method is known as simulated annealing.
Since the heating up and cooling down is done manually, no ensemble averages can be defined
in such simulations.

The description of the simulated annealing method serves as a starting point to explain Par-
allel Tempering (PT), also known as Replica Exchange MD (REMD) [79-81]. Consider two MD
simulations, replicas, running at a low temperature (¢) and a high temperature (j), in a con-
strained volume. The high temperature replica crosses free energy barriers, while the low tem-
perature replica samples the local minimum. Multiple exchanges of temperatures between these
systems enable the crossing of free energy barriers and the sampling of local minima.

A typical parallel tempering simulation has M replicas, each in the NVT ensemble, at differ-
ent temperatures (1;). Since the replicas do not interact energetically, the partition function of
this extended ensemble is:

M
Q=] oy [ o expl(-UGN) (B.14)
=1 "1

with rNN the positions of the N particles in replica i and A®", representing the temperature de-
pendent part of replica i (AN = [[Y,(27rmkgT;)*/?). Attempts at exchanging temperatures
between two replicas are governed by a Monte Carlo scheme. Such a scheme obeys detailed
balance; the probability of the forward swap (¢ — j) must be equal to the reversed swap (j — 1):

W (old)acc(old — new) = W (new)acc(new — old) (B.15)

W (old) and W (new) are given by the Boltzmann distribution and result in the following accep-

tance rule:
acclo—n)  W(n) i—j exp(=pU(rj) — FU(r;))

= = = B.1
accln =) Wlo) 5~ exp(~ AU~ G5U(E) (519
The Metropolis rule then gives:
Pace(ij) = min (1, eAﬁw’AUﬁ) (B.17)

with Ag;; the difference of the inverse of the swapping temperatures and AUj;; the energy dif-
ference of the two systems. To enable exchange between the systems, the potential energies
must have sufficient overlap. This is tuned via the size of the energy gap. Usually, this means
that more than two replicas are required to achieve the crossing of free energy barriers, while
probing the local minima.
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Summary

Cells interact with their environment and to survive, any cell has to continuously adapt to
changes in external conditions. This requires the cell to perceive changes in its environment
and subsequently generate an appropriate response to those changes, a process called signal
transduction. As with many processes occurring in the living cell, the process of signal per-
ception and signal transduction involve proteins, as described in Chapter 1. Proteins are chains
of amino acids, folded in a specific three-dimensional shape. Via variation in the sequence of
amino acids, each protein acquires a specific fold and specific properties uniquely suited to its
biological function. Proteins with similar function and similar characteristics in amino acid se-
quence and structure are grouped in protein families. Appendix A gives a detailed overview
of protein structure. Similarities in amino acid sequences have led to the discovery of the PAS
family. PAS stands for PER, ARNT, SIM, the first three proteins exhibiting sequence similari-
ties in combination with a biological function of signal transduction. When crystal structures of
PAS domains became available, their structural resemblance was remarkable. The Photoactive
Yellow Protein (PYP), a bacterial blue light sensor, was proposed as the structural prototype of
the PAS family. This protein contains a covalently linked chromophore, enabling the protein to
sense blue light.

The striking resemblance in the three-dimensional structures of PAS domains has led to the
research presented in Chapter 2. The first part of the chapter describes the crystal structure of
a minimal PAS fold. The design of the minimal PAS fold is based on PYD, via truncation of N-
terminal residues that are not part of the PAS core. PYP maintains the PAS fold, even in absence
of its N-terminal cap, and despite the exposure of several hydrophobic residues to solvent. The
second part of Chapter 2 describes a comparison of structures in the PAS family, combining the
structure of this AgsPYP and structures of other PAS domains. This has lead to the hypothesis
that similar conformations might involve similar conformational changes, even though these
domains bind a variety of ligands. Sampling the conformational space of PAS structures at
atomic detail, followed by essential dynamics analysis of the C,, atoms of the common PAS core,
shows that a segment, containing a-helices A and B, moves in a concerted fashion.

The main goal of the work presented in this thesis is to provide a better understanding of
the mechanisms underlying signal perception and transduction in PAS domains. In PYP these
processes have been the subject of many investigations, leading to a detailed description of the
events taking place during its signal transduction cycle. Upon absorption of a blue light pho-
ton, trans to cis isomerisation of the chromophore occurs, followed by a proton transfer from
a glutamate residue (Glu46) to the chromophore. Then, the protein partially unfolds, complet-
ing the formation of the signaling state within microseconds. The protein relaxes back to the
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resting state at a sub-second time scale. Due to the large range of time scales involved, some
issues required advanced molecular dynamics techniques to understand the molecular mech-
anism underlying the light-triggered changes. The basics of molecular dynamics simulations
are described in Appendix B. In Chapter 3 parallel tempering simulations were used to predict
the mechanism of formation and the structure of the signaling state of PYP. The proton transfer
from Glu46 to the chromophore results in a transfer of negative charge from the chromophore
to Glu46. At Glud6 this charge is localized over a smaller set of atoms in comparison to the
chromophore, leading to destabilization of the hydrogen bond network inside the protein, al-
lowing water molecules to access the protein interior and loosening the interaction between the
chromophore and the protein. The next step is the solvent exposure of Glu46, followed by the
solvent exposure of the chromophore. The solvent exposure of Glu46 has also an effect on the
stability of the hydrophobic core in the N-terminal domain, resulting in the partial unfolding
seen in several experiments.

The prediction of Chapter 3 was confirmed by the NMR structure of Ay5-PYP in its signaling
state, that also showed a solvent exposed chromophore and Glu46. Further comparison revealed
however, that the NMR structure has a more extended conformation for the central S-sheet and
a larger degree of unfolding in the a-helical region containing Glu46. Chapter 4 presents a paral-
lel tempering simulation of the truncated mutant protein showing that solvent exposure of the
chromophore and Glu46 occurs more easily with respect to the wild type. Moreover, the par-
tially unfolded conformations compare well with the NMR structure. These observations fur-
ther substantiate the prediction of Chapter 3 and provide insight into the role of the N-terminal
domain. By restricting the conformational freedom of the central 3-sheet, the N-terminal cap
limits the pathways for and the extent of light-triggered unfolding.

Chapters 3 and 4 also discuss the conformational characteristics of the resting state, using
parallel tempering simulations. These show that the chromophore is in contact with solvent
molecules, even in the resting state.

Chapter 4 ends with an investigation of the recovery of the resting state, a huge challenge
for the current molecular simulation techniques, due to the time scales involved. Starting from a
partially unfolded representative conformation of the signaling state, Chapter 4 presents parallel
tempering simulations initiated from different chromophore configurations. Complete refolding
did not occur in any of the recovery simulations. Nevertheless, formation of a crucial hydrogen
bond in the protein interior was observed, as well as incorporation of the chromophore in the
protein core. The simulations show that the cis or trans configuration of the chromophore has
a significant effect on the ability of the protein to refold into its receptor state. A simulation
with a lowered rotational barrier of the chromophore double bond further substantiated this
conclusion.

The Essential Dynamics analyses performed in Chapter 2 construct a model for protein mo-
tions by summarizing the data, i.e. an ensemble of protein structures, in the temporal direction
and in atomic fluctuations. When arranging the data from a molecular dynamics simulation as
a three-way array, the application of three-way analysis techniques, such as Tucker-3 is possible.
This method uses three sets of dynamically relevant components that describe (i) the relative
fluctuation of the atoms, (ii) the time profile of a motion and (iii) the direction of a motion re-
spectively. Chapter 5 presents the application of Tucker-3 analysis to protein dynamics: Protein
Triads. Both Essential Dynamics and Protein Triads are applied to a simple system of eleven
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atoms moving in a hinge-bending motion, and the parallel tempering simulation of the forma-
tion of the signaling state of PYDP, as discussed in Chapter 3. Both methods perform equally well
in capturing the variance in the data, but Protein Triads is able to separate the relevant motion
into different model components, resulting in a better interpretable model. For the simulation
of PYP, this means that the N-terminal cap is the most flexible part in the protein, exhibiting
motions that are linked to the functional unfolding of the chromophore binding pocket, and
flexibilities inherent to the N-terminal region. Chapter 5 ends with a comparison of simulations
of three PAS domains. Using Essential Dynamics for such a comparison requires the different
protein structural ensembles to have identical size. To achieve this, protein parts not belonging
to the PAS definition were omitted in the analysis. Using Protein Triads, such a comparison is
facilitated by the scalar product of the directional modes, and does not require the definition of
a common core.

Chapters 2-5 all investigate PAS domains in isolation. Chapter 6 describes molecular dy-
namics simulations of TraR, a quorum sensor from Agrobacterium tumefaciens. The Tra quorum
sensing system represents a one-component signaling pathway with a PAS domain as input
domain. Bacteria use chemical signals to regulate gene expression at high population densi-
ties. These cell-cell communication systems require the release and detection of molecules that
can diffuse through the plasma membrane. Receptor proteins sense the concentration of these
molecules: When this concentration is above a certain threshold level activation of a specific set
of genes occurs. After sensing, the receptors activate or repress transcription of genes. These
genes may code for proteins involved in various functions, including pathogenesis, sporulation
and gene transfer. This process is referred to as quorum sensing. TraR is functional as a dimer,
with the two monomers in different conformations, one compact and one elongated. The sim-
ulations presented in Chapter 6 reveal that the auto-inducer and its close environment show
conformational heterogeneity, involving several water molecules: It is an interplay between
the auto-inducer and water molecules in its proximity that induces the conformational variety.
Moreover, the auto-inducer also affects residues not in its direct environment. The DNA bind-
ing domain shows significantly enhanced fluctuations in presence of the auto-inducer in the
elongated conformation. In other words, the presence of the auto-inducer in the PAS domain
induces fluctuations in the HTH motif that are instrumental for DNA binding. Simulations at
high temperature of the compact monomer show that the PAS domain and the DNA binding
domain move away from each other, possibly facilitating conversion of the compact monomer
to the elongated conformation. Summarizing these observations results in a mechanism for the
DNA binding of TraR and possibly its sensitivity to proteolysis. The auto-inducers in the TraR
dimer induce increased fluctuations in their close surroundings. As a consequence, the HTH
motifs dangle from the PAS scaffold, searching for DNA. Binding of DNA induces the forma-
tion of an interface between the two HTH motifs, and is accomodated by the formation of the
more compact m1 conformer.

Since the discovery of the PAS family, knowledge on the PAS fold has expanded widely.
Chapter 7 gives an overview of the current literature on PAS domains. Many routes for signal
transduction have been identified for PAS domains, depending on the location of the co-factor
and the location of the contact site with the signal transduction interaction partner(s). Despite
these differences, the central 3-sheet in the PAS fold is a stable scaffold.
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Samenvatting

Elke cel staat in contact met zijn omgeving. Om te overleven moet een cel zich steeds aan-
passen aan de veranderingen in zijn externe omstandigheden. Dit is alleen maar mogelijk als
de cel veranderingen in zijn omgeving kan waarnemen, en vervolgens een geschikte reactie op
deze veranderingen kan genereren. Dit proces staat bekend als signaaloverdracht. Bijna alle
processen in de cel worden uitgevoerd door eiwitten, en zo ook het signaaloverdrachtsproces,
zoals beschreven in Hoofdstuk 1. Eiwitten bestaan uit een keten van aminozuren, die gevouwen
is in een specifieke driedimensionale vorm. Door variatie in de volgorde van de aminozuren
heeft elk eiwit een specifieke vorm en eigenschappen, waardoor het in staat is zijn biologische
functie uit te voeren. Appendix A geeft een gedetailleerd overzicht van de structuur en opbouw
van eiwitten. Op basis van functie en overeenkomsten in aminozuurvolgorde kunnen eiwit-
ten ingedeeld worden in eiwitfamilies. Op deze manier is de PAS familie geidentificeerd. PAS
staat voor PER, ARNT, SIM, de eerste drie eiwitten met gelijkende aminozuursequentie en sig-
naaloverdracht als biologische functie. Toen er kristalstructuren van leden van deze familie
beschikbaar kwamen, bleek dat er opmerkelijke overeenkomsten waren in driedimensionale
structuur. Het Photoactive Yellow Protein (PYP, foto-actief geel eiwit), een bacteriéle sensor
voor blauw licht, is voorgesteld als prototype voor de PAS familie. Dit eiwit bevat een covalent
gebonden chromofoor, waardoor het eiwit blauw licht kan waarnemen.

De opvallende gelijkenis in de driedimensionale structuren van PAS domeinen heeft geleid
tot het onderzoek beschreven in Hoofdstuk 2. Het eerste deel van het hoofdstuk beschrijft de
kristalstructuur van een minimale PAS vouwing. Het ontwerp van de minimale PAS vouwing
is gebaseerd op een afgekapte mutant van PYP waarin de N-terminale aminozuren die geen
deel uitmaken van de PAS kern zijn verwijderd. Zelfs in afwezigheid van deze N-terminale kap
behoudt PYP de PAS vouwing, ondanks de blootstelling van verscheidene hydrofobe groepen
aan water. Het tweede gedeelte van Hoofdstuk 2 beschrijft een vergelijking van structuren in
de PAS familie, inclusief de structuur van de Ay5-PYP. Dit heeft geleid tot the hypothese dat
vergelijkbare structuren tot vergelijkbare conformationele veranderingen kunnen leiden, ook
al binden de domeinen verschillende soorten liganden. Het in kaart brengen van de confor-
mationele ruimte van PAS structuren in atomair detail, gevolgd door een essentiele dynamica
analyse van de C, atomen van de gemeenschappelijke PAS kern, laat zien dat een segment, met
a-helices A en B, een collectieve beweging uitvoert.

Het hoofddoel van het werk beschreven in dit proefschrift is het verkrijgen van beter begrip
van de mechanismen betrokken bij het waarnemen en vervolgens doorgeven van een signaal.
In PYP zijn deze processen het onderwerp geweest van vele onderzoeken, die hebben geleid
tot een gedetailleerde beschrijving van de gebeurtenissen tijdens de signaaloverdrachtscyclus.
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Direct na absorptie van een blauw licht foton isomeriseert de chromofoor, gevolgd door een
protonoverdracht van glutamaat (Glu46) naar de chromofoor. Dan ontvouwt het eiwit gedeel-
telijk om zo de vorming van de signaaltoestand compleet te maken op een tijdsschaal van mi-
croseconden. Binnen een seconde relaxeert het eiwit relaxeert terug naar de rustende toestand.
Vanwege de grote spreiding in tijdsschalen hebben sommige onderdelen geavanceerde molec-
ulaire simulatiemethoden nodig om de moleculaire mechanismen van de lichtgestuurde pro-
cessen te begrijpen. De basis van moleculaire dynamica simulaties is beschreven in Appendix
B. In Hoofdstuk 3 zijn parallel tempering simulaties gebruikt om het mechanisme van de vorm-
ing van de signaaltoestand van PYP te voorspellen. Dit proces begint met de protonoverdracht
van Glu46 naar de chromofoor, waardoor de negatieve lading van de chromofoor naar Glu46
verplaatst. Op het glutamaat is de negatieve lading minder goed gestabiliseerd, resulterend
in destabilisatie van het waterstofbrugnetwerk binnen het eiwit. Dit heeft tot gevolg dat water
moleculen de chromofoorbindingsplaats binnen kunnen komen en de interactie tussen het eiwit
en de chromofoor losser maken. Glu46 en de chromofoor gaan vervolgens naar de buitenkant
van het eiwit, waar beide groepen blootgesteld zijn aan bulk water. De nieuwe locatie van Glu46
beinvloedt de stabiliteit van de hydrofobe kern van de N-terminale domein, resulterend in de
gedeeltelijke ontvouwing gezien in verschillende experimenten.

De voorspelling van Hoofdstuk 3 is later bevestigd door de NMR structuur van de mutant
Ag5-PYP in de signaaltoestand, met eveneens de chromofoor en Glu46 buiten het eiwit. Verdere
vergelijking laat zien dat $-sheet in de NMR structuur meer uitgestrekt is en dat de regio rijk
aan a-helices, en met Glu46, meer ontvouwen is. Hoofdstuk 4 presenteert een parallel tempering
simulatie van de afgekapte mutant die laat zien dat de blootstelling van de chromofoor en Glu46
gemakkelijker verloopt in vergelijking tot het wild type. De gedeeltelijk ontvouwen structuren
lijken veel op de NMR structuur. Deze waarnemingen bevestigen de voorspelling van hoofd-
stuk 3 en geven inzicht in de rol van het N-terminale domein. Door het beperken van de beweg-
ingsvrijheid van de centrale 3-sheet beperkt de N-terminale kap de paden en de uitgestrektheid
van de licht-gestuurde ontvouwing. Hoofdstukken 3 en 4 bespreken ook de conformationele
eigenschappen van de rustende toestand, resulterend uit parallel tempering simulaties. Deze
laten zien dat de chromofoor in contact is met oplosmiddel moleculen.

Hoofdstuk 4 eindigt met een onderzoek naar de terugreactie van de rustende toestand van
PYP. Dit is een enorme uitdaging voor de huidige simulatiemethoden, vanwege de lange duur:
de terugreactie is een proces op subseconde tijdsschaal. Uitgaand van een gedeeltelijk ontvouwen
conformatie van de signaaltoestand, met verschillende chromofoorconformaties, bespreekt Hoofd-
stuk 4 parallel tempering simulaties van de terugreactie. In geen enkele terugreactiesimulatie
vond volledige terugvouwing van het eiwit plaats. Desalniettemin is de vorming van een cru-
ciale waterstofbrug waargenomen, evenals het binnengaan van het eiwit door de chromofoor.
De simulaties laten zien dat de cis of de trans configuratie een significant effect heeft op hoe goed
het eiwit in staat is terug te vouwen naar de receptor toestand. Een simulatie van een verlaagde
rotatiebarriere geeft een verdere onderbouwing van deze conclusie.

De essentiéle dynamics analyses in hoofdstuk 2 bestaan uit een model voor eiwitbewegingen
verkregen door de data, bestaand uit een ensemble van eiwitstructuren, samen te vatten als tem-
porele en atomaire fluctuaties. Wanneer de data van een moleculaire dynamica simulatie als een
drieweg matrix gerangschikt wordt, is de toepassing van drieweg analyse methoden mogelijk,
zoals Tucker-3. Deze methode maakt gebruik van drie sets van dynamisch relevante componen-
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ten die (i) de relatieve fluctuatie van de atomen (ii) het tijdsprofiel van een beweging en (iii) de
richting van een beweging beschrijven. Chapter 5 presenteert de toepassing van Tucker-3 anal-
yse op eiwitdynamica: Protein Triads. Zowel essentiéle dynamica als Protein Triads worden
toegepast op een eenvoudig systeem van elf atomen die een scharnierbeweging uitvoeren en op
een parallel tempering simulatie van de vorming van de signaaltoestand van PYP, beschreven
in hoofdstuk 3. Beide methoden doen het even goed wat betreft het beschrijven van de variantie
van de data. Protein Triads kan bovendien de relevante bewegingen van elkaar scheiden in
de verschillende componenten van het model, resulterend in een beter interpreteerbaar model.
Voor de simulatie van PYP betekent dit dat de N-terminale kap het meest flexibele gedeelte van
het eiwit is, en dat de bewegingen van dit domein gelinkt zijn aan de functionele ontvouwing
van de chromofoorbindingsplaats, maar ook typisch zijn voor de N-terminale regio. Hoofdstuk
5 eindigt met een vergelijking van simulaties van drie PAS domeinen. Een dergelijke vergelijk-
ing met essentiéle dynamica vereist de selectie van een gelijk aantal atomen in de verschillende
eiwitten. Voor een aantal structuren van de PAS familie werden die gedeeltes die geen onderdeel
uitmaakten van de PAS kern niet meegenomen in de analyse. Met Protein Triads is een dergeli-
jke vergelijking mogelijk door het inporduct van de richtingscomponenten te nemen, en is het
niet nodig om een gemeenschappelijke kern te definiéren.

Hoofdstukken 2-5 beschrijven onderzoek van PAS domeinen in isolement. Chapter 6 beschri-
jftt moleculaire dynamica simulaties van TraR, een quorum sensor van Agrobacterium tumefa-
ciens. Het Tra quorum waarnemingssysteem is een voorbeeld van een een-component signa-
leringspad met een PAS domein als input domein. Bacterién gebruiken chemische signalen om
genexpressie bij een hoge populatiedichtheid te reguleren. Deze communicatie van cel naar cel
vereist de verspreiding en waarneming van moleculen, auto-inducers, die door het membraan
heen kunnen diffunderen. Receptoreiwitten nemen de concentratie waar van deze moleculen
en bij het bereiken van een bepaalde concentratie worden specifieke genen geactiveerd. Na het
waarnemen activeren of verhinderen deze receptoren de transcriptie van genen. Deze genen
kunnen coderen voor verschillende soorten eiwitten, met als functie pathogenesis, sporulatie
en genoverdracht. Dit proces staat bekend als quorum waarneming. TraR functioneert als
een dimeer, met de twee monomeren in verschillende conformaties, eén compact en de ander
uitgestrekt. De simulaties beschreven in hoofdstuk 6 laten zien dat de auto-inducer en nabije
omgevingverschillende conformaties kan aanemen. Het is een samenspel van de auto-inducer
met watermoleculen in zijn nabijheid die de conformationele verscheidenheid veroorzaakt. De
auto-inducer beinvloedt ook verder verwijderde groepen. Het DNA bindend gedeelte beweegt
significant meer als de auto-inducer aanwezig is, in de uitgestrekte conformatie. Anders gezegd,
de auto-inducer in het PAS domein induceert fluctuaties in het HTH motief die instrumenteel
zijn voor DNA binding. Hoge temperatuursimulaties laten zien dat het PAS domein en de
DNA bindende motief van elkaar af bewegen in de compacte monomeer. Dit is mogelijk een
omzetting van de compacte naar de uitgestrekte vorm. samenvattend, deze waarnemingen
resulteren in het formuleren van een mechanisme voor het binden van DNA door TraR en verk-
laren mogelijk de gevoeligheid voor proteolyse. De auto-inducers veroorzaken meer fluctuaties
in hun directe omgeving, en als gevolg daarvan laten ze de DNA bindende motieven bengelen,
zoekend naar DNA. Het binden van DNA vormt een tussenvlak tussen de twee HTH motieven,
en wordt geaccomodeerd door het vormen van de compacte monomeer.

Sinds de eerste definitie van de PAS familie is de kennis over de PAS vouwing flink toegenomen.
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Chapter 7 geeft een overzicht van de huidige literatuur over PAS domeinen. Er zijn inmiddels
verschillende routes voor signaaloverdracht door PAS domeinen geidentificeerd, athankelijk
van de locatie van de cofqactor en de contactplaats met de signaaloverdracht interactie part-
ners. Ondanks deze verschillen is de centrale (3-sheet een stabiel structuurelement in de PAS

structuur.
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Nawoord

Het is klaar!!

Het begon met mijn huisgenoot Gabrielle. Haar vader, Klaas Hellingwerf, zocht iemand die
simulaties van eiwitten kon doen. Ik vond mezelf wel geschikt en ging naar het kantoor van
Klaas. Nadat ik me had voorgesteld als huisgenoot van zijn dochter, en vertelde geinteresseerd
te zijn in een promotieplaats, werd ik uitgenodigd om plaats te nemen en me te onderwerpen
aan een kruisverhoor. Ik was hier totaal niet op voorbereid, maar desalniettemin beantwoordde
ik alle vragen van Klaas zo goed als ik kon. Zijn laatste vraag was “Wanneer wil je beginnen?”.

Dat werd dus 1 mei 2001. Mijn eerste ontmoeting met Klaas was typerend voor onze verdere
omgang. Ik kon altijd terecht, maar dan kreeg ik ook lastige vragen. Eén keer, tijdens mijn
zwangerschap, kreeg ik echter geen lastige vragen, maar een verlenging.

Mijn directe begeleider Wim Crielaard was heel anders. Tijdens boswandelingen in Lun-
teren en lange autoritten naar de synchrotron in Hamburg bespraken we uitgebreid de projecten
waaraan ik werkte. We spraken ook veel over carriere maken met een gezin. Wim is voor mij
een voorbeeld hoe je als werkende ouders een gelukkig gezin kunt zijn.

Wim en Klaas zijn microbiologen die mij, met mijn moleculaire simulaties, soms moeilijk
konden helpen. In het begin heb ik veel geleerd van Daan van Aalten in Dundee, die me ei-
witkristallografie en Essential Dynamics heeft bijgebracht. Ondanks pogingen van Daan me
over te halen kristallografie te gaan doen, heeft mijn werk tijdens de promotie vooral bestaan
uit simulaties. Dit is voor een deel te danken aan Peter Bolhuis. Uren hebben we samen naar
filmpjes van het Photoactive Yellow Protein zitten kijken. De congressen biofysica in de USA
die we samen bezochten waren erg interessant en gezellig. De scripts van Jarek, werkzaam in
Peters groep, hebben enorm geholpen bij het doen van de parallel tempering simulaties.

Samen met Wim ging ik vaak langs bij Huub Hoefsloot en Age Smilde, om te praten over het
analyseren van bewegingen in eiwitten. Deze bijeenkomsten bestonden voornamelijk uit elkaar
proberen te begrijpen.

Bij microbiologie was ik een buitenbeentje. Terwijl mijn collega’s in het lab labdingen deden,
was ik aan het rekenen en programmeren. Toch was ik niet geisoleerd: ik heb veel gehad aan
discussies met Johnny, Sergey, Remco, Michael en Martijn. De spelletjes Catan met Ania, Alex
en Femke waren gezellig, en goed voor het kwijtraken van frustraties (“It’s all pointless!”).

Mijn simulaties heb ik voornamelijk uitgevoerd met GROMACS. Via de GROMACS mailing
list leerde ik Gerrit Groenhof kennen. Een lange tijd hebben we vrijwel dagelijks emailcon-
tact gehad, met onderwerpen als PYP, promotiefrustraties, werk zoeken, kinderen krijgen en
kinderen hebben.
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Ik deed de simulaties op de supercomputers van SARA en op de beowulfclusters van de
Molsim groep, luisterend naar goede muziek op ITS-radio (/radiol).

Veel nieuwe en/of goede ideeén voor onderzoek kreeg ik tijdens het sporten. Gelukkig
waren er vrienden om mee te hardlopen, roeien, zwemmen, klimmen, squashen, en snowboar-
den en kon ik vaak collega’s ook nog zo gek krijgen om mee te doen.

De afgelopen paar jaar was ik afwisselend vrolijk, treurig en af en toe heel boos, athankelijk
van hoe het onderzoek liep. Deze stemmingswisselingen werden erger tijdens de laatste maan-
den van schrijven. Lieve vrienden en (stief/schoon)familie, bedankt voor jullie steun en geduld!
Pappa, bedankt voor de juiste woorden op het juiste moment. Mamma en Cecile, heel fijn dat
jullie altijd wilden luisteren naar mijn gezeur.

Steven, zonder jouw kookkunsten na een lange werkdag, je mooie motiverende preken tij-
dens mijn promotiedipjes, je gezichtsuitdrukkingen vol onbegrip als ik probeerde mijn onder-
zoek uit te leggen, je sterke uithuilschouders en, ja, zonder jou, had ik het nooit voor elkaar
gekregen.

En nu?

Nou, dat lijkt me duidelijk: Lianne.
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