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Chapter 4

Construction of high-order
multirate Rosenbrock methods for

stifft ODEs

Multirate time stepping is a numerical technique for efficiently solving large-
scale ordinary differential equations (ODEs) with widely different time scales
localized over the components. This technique enables one to use large time
steps for slowly varying components, and small steps for rapidly varying ones.
Multirate methods found in the literature are normally of low order, one or
two. Focusing on stiff ODEs, in this chapter we discuss multirate methods
based on the higher-order, stiff Rosenbrock integrators. Special attention is
paid to the treatment of the refinement interfaces with regard to the choice of
the interpolant and the occurrence of order reduction. For stiff, linear systems
containing a stiff source term, we propose modifications for the treatment of the
source term which overcome order reduction originating from such terms and
which we can implement in our multirate method.

4.1 Introduction

Many practical applications give rise to systems of ordinary differential equa-
tions (ODEs) with different time scales which are localized over the components.
To solve such systems, multirate time stepping strategies are considered. These
strategies integrate the slow components with large time steps and the fast
components with small time steps.

Numerous multirate methods were developed for solving stiff systems with
different time scales. A multirate method based on a two stage second-order
Rosenbrock method together with a self-adjusting multirate time stepping strat-
egy was introduced in Chapter 1. In [3] a scheme based on a third-order Rosen-
brock method was considered. However, due to stability constraints, instead of
the third-order method the embedded second-order method was used for time
stepping. A multirate method for circuit simulation problems based on the
backward Euler method was described in [55]. All these schemes are of order
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two at most. In this chapter we aim to develop multirate methods of higher
order.

We address the main difficulties which arise in the construction of higher-
order multirate methods. Special attention is paid to the treatment of the
temporal refinement interface. During the refinement step the intermediate
time values of the components which are not refined might be needed. Usually
these values are not directly available and have to be calculated by interpolation
or a dense output formula. Use of low-order interpolation can influence the order
of the method, therefore a better interpolation has to be considered.

We construct a multirate method which is based on the fourth-order Rosen-
brock method RODAS of Hairer and Wanner [19]. In the numerical experiments
the constructed method is compared with the multirate version of the second
order Rosenbrock method ROS2 from Chapter 1. From experiments it is seen
that the multirate RODAS shows good results and is more robust than the
multirate ROS2.

The contents of this chapter is as follows. In Section 4.2 we discuss the
main issues of the high-order Rosenbrock methods construction. In Section 4.3
we describe an interpolant which can be used together with a second-order two
stage Rosenbrock method ROS2 [27]. Fourth-order Rosenbrock methods are
discussed in Section 4.4. Order reduction issues and the modifications for the
Rosenbrock methods which help to avoid order reduction are presented in Sec-
tion 4.5. In Section 4.6 four test problems are solved using a self-adjusting
multirate strategy based on a Rosenbrock fourth-order method. The numeri-
cal results are compared with the ones obtained with lower-order Rosenbrock
methods. Finally, Section 4.7 contains the conclusions.

4.2 Considerations on construction of high-order
multirate Rosenbrock methods

We consider a system of ODEs
w'(t) = F(t,w(t)), w(0) = wy, (4.1)

with given initial value wy € R™ and given function F': R x R™ — R™. The
approximations to the exact ODE solution at the global time levels ¢,, will be
denoted by w,. The multirate methods in this chapter are based on the ap-
proach described in Chapter 1. For a given global time step 7 = t,, — t,,_1, we
first compute a tentative approximation at the time level ¢,, for all components.
For those components for which an error estimator indicates that smaller steps
are needed, the computation is redone with halved step size %T. During the re-
finement stage, values at the intermediate time levels of components which are
not refined might be needed. These values can be obtained by extrapolation,
interpolation or by use of dense output built in the time integration method.
The refinement is recursively continued until an error estimator is below a pre-
scribed tolerance for all components. A schematic example, with components
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horizontally and time vertically, is presented in Figure 4.1.

FIGURE 4.1: Multirate time stepping for a time interval [t,_1,t,].

Proper interface treatment during the refinement step is very important for
multirate schemes. Use of interpolation and dense output of order lower than
the order of the main time integration method can lead to order reduction.
For example, in Chapter 2 it was shown that the second-order trapezoidal rule
with linear interpolation can lead to first-order consistency for stiff problems.
Another important point in connection with stiff problems, is that interpolation
procedures which make explicit use of function evaluations are inappropriate.
In this case, the interpolant resulting from a stiff problem can dramatically
amplify the error of the numerical method. Such interpolants are usually called
"unstable" [4].

Let us consider an s-stage Rosenbrock method [19]

Wy, = Wp—1 + Z bik; , (42)
i=1
i—1 8F 7
ki = 7F | th_1+ a;7,w,_1 —&—Zaijkj +T87w(tn_1,wn_1)z:’yijkj
Jj=1 Jj=1
oF
+”Yi7'2§(tn—lawn—1)a (4.3)

where oj,7:j,b; are real parameters defining the method, 7 denotes the step

size, and
i—1 i
o = Z%‘j, Yi = Z%‘j . (4.4)
j=1 j=1
A dense output or a continuous extension for this method can be defined as

wi(ty—1+07) =wn_1 + > _O0b;(O)k;,  0<H<1. (4.5)

i=1

In this chapter we mainly consider numerical time integration methods for
which there exist interpolants which do not amplify the error of the numerical
method within one step for the linear test equation

W' () = Mw(t), w(0)=1, (4.6)
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with A € C~, where C™~ denotes the left-half complex plane {z € C : Re(z) < 0}.
Following the definition presented by Bellen and Zennaro in [4], we will say that
the interpolant (4.5) is stable with respect to a Rosenbrock method (4.2)-(4.3)
if
< 1 4.
(ax, Jwy(07)] < max{l, luw(r)[} (4.7)
for every z = A7 € C™.

In case of an A-stable Rosenbrock method, the condition of stability reduces
to

o) <1 4.
s [wr(67) < 1, (4.9
for every z = A\t € C™.

An interpolant with this property was considered together with a second-
order Rosenbrock method in Chapter 3. A detailed description of this inter-
polant is given in Section 4.3. This combination resulted in a multirate method
which showed good asymptotic stability properties. We believe that an inter-
polant with property (4.8) will not blow up the error of the associated method,
however, the stability analysis of the final multirate scheme is still missing.

For the dense output formula (4.5) used for the Rosenbrock method (4.2)-
(4.3), it is possible to derive order conditions, see [19]:

Order 1
Order 2 .
> bi0)8i =50 -7, (4.10)
Order 3 .
Zbi(‘g)a? = 592’ (4.11)
1
> bi(0)8:8; = 692 -0+, (4.12)
Order 4 .
Zbi(e)a? = 1937 (4.13)
L 1 o
> bi(O)aicir By = g? — 379 (4.14)
o _ Lo 1 o
> bi(0)Binei = Tl 37107, (4.15)
Log 1 o5 3, 3
Zbi(e)ﬂikﬁklﬁl = ﬂG - 579 +357 0—~°, (4.16)
where

i—1
By =i+, Bi=) B
=1

Sometimes, for a given Rosenbrock method, it is impossible to define a con-
tinuous interpolant (for any 0 < 6 < 1). Instead, the discrete version of the
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interpolation can be considered, in which the stability and order conditions are
satisfied just for few values of the parameter 6. In the case of our multirate time
stepping strategy, at each refinement step we have to interpolate time points
at the stages. Specifically, for the refinement step where we take two smaller
time steps of size %T instead of one of size 7, we need a stable interpolant for
0=2%(1+a;) forl=01andi=1,..s.

4.3 A stable interpolant for multirate ROS2

In this section we will consider the two-stage second-order Rosenbrock ROS2
method [27]. To proceed from ¢,_1 to a new time level ¢, = t,_1 + 7, the
method calculates

Wy = Wp—1 + %];71 + %E2 ’
(I_’YT'])El = TF(tn—hwn—l) +'77-2Ft(tn—lawn—1)7 (417)
(I - “/TJ)/_Q = TF(tn, wn_1 + k1) = y72Fy(tn_1, wn_1) — 2k1,

where J ~ F,,(t,—1,w,—1) and the notation k,; instead of k; is used since we
have eliminated the matrix-vector product in the second stage. The method is
A-stable for v > % and L-stable if y =1+ %\/ﬁ We use vy =1— %\@ For this
method, for v # 5, we define the following second-order interpolant
1

tn_1+0T) = w,_ _—
wI(n 1+ T) W, 1+ 2(1_27)

(0% + (2—67)0) k1 + (0% — 290) k2,

(4.18)

1
2(1—2y)

which was already used in Chapter 3.

For studying the stability of this interpolant we apply it to the test equation
(4.6) and use the maximum modulus principle from complex analysis. Thus we
have to check whether maxg<g<1 |w;(07)] < 1 whenever Re(z) = 0, where z =
A7. From Figure 4.2, where the values of |w;(67)| are presented for v = 1—1/2
and for three different values of 6, we can see that |w;(07)| does not exceed 1.
Experiments also showed that |w;(07)| does not exceed 1 for all 0 < 0 <1 and

1 1
6=0.2 6=0.5 6=0.8

1 1 1
©
S 05 0.975 0.85
=

0 0.95 0.7

-40 -20 20 40 -40 -20 20 40 -40 -20 20 40

0 0 0
Im(z) Im(z) Im(z)

FIGURE 4.2: Plot of |w;(67)| for v =1 — 21/2 and three different values of 6.
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The stability of this interpolant in the sense of definition (4.8) can also be
shown analytically. Assuming wy = 1 and inserting z = iy in (4.17) gives

- ‘ o 2(2y -1
ky = Zy. ) k1+k2:7y(7. 2)
1 —iyy (1 —ivy)
The interpolant (4.18) becomes
;o 000-2y) 0 o
0r) = 140k + —— (k1 + k
wj( T) + 1+2(1_27)( 1+ 2)
. _2 2
ST (R T
1 —ivy 2 (I—ivy)
1, (0y — 092y + 4939°) + (20yy® — 672y — 2)i
PR PN G2 el ke ) 2(Q;yy YY" =2y )
2 (1+%2)

After some simplifications we get

4y —0)(2y — 0)%y*
4(1+~2y?)*

wr(or)f? =1~ |

Since we have 4y — 6 > 0, it follows that |w;(67] < 1. This shows that the
considered interpolant used together with the ROS2 method is stable in the
sense of definition (4.8).

4.4 Higher-order multirate methods

In this section we consider some fourth-order Rosenbrock methods well known
from the literature: Kaps-Rentrop methods [29] and the RODAS method of
Hairer and Wanner [19]. Attempts to construct multirate methods based on
the Kaps-Rentrop methods appeared to be not so successful (see Subsection
4.4.2). Therefore the main part of this section is about the multirate version of
the RODAS method.

4.4.1 Multirate RODAS

In this subsection we present a multirate method based on the fourth-order
stiffly accurate, A-stable Rosenbrock method RODAS [19]. RODAS has six
stages and a third-order embedded method which can be used for error estima-
tion. It also has a built-in dense output of order three.

The coefficients of the RODAS method, derived following [19, pp. 421], are
presented in Table 4.7 in the Appendix. The embedded method is given by

Wy = Wp_1 + Z szz s (420)
=1
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with b; = as;. The built-in dense output of the RODAS method is defined by

s 3

wr(tn—1 +07) = wo_1 + > Y b0 k; (4.21)
i=1 j=0

with the coefficients b;; presented in Table 4.8 in the Appendix. These coef-
ficients were chosen to satisfy the third-order conditions (4.9)-(4.12), the first
fourth-order condition (4.13) and the condition bg(6) = 70, see [19].

In order to test the stability of the dense output in the sense of definition
(4.8), we apply the RODAS method together with its dense output to the scalar
test equation w’ = Aw. We use the maximum modulus principle and check how
the value of |w;(67)| changes for different purely imaginary values of z = TA.
In Figure 4.3 the plot of the max |wy(67)| for a range of z-values is presented.
We can see that the maximum of the modulus of the solution is always smaller
than 1.04, which is a slightly larger threshold than in definition (4.8). This also
holds for larger values of z. Therefore, the RODAS built-in dense output will
not amplify dramatically the error of the main numerical method. Moreover,
the RODAS formula itself will provide damping due to its L-stability.

1.04

1k i
1 1 1
-200 -100 0 100 200

FIGURE 4.3: Plot of the maxg<g<i |wr(67)| for a range of purely imaginary
z-values.

The dense output of RODAS, which is used for interpolation in our multirate
scheme, is of order three. Therefore, due to possible order reduction (see [25]),
the multirate method based on RODAS is of order three. However, in most
practical examples we will see order four due to cancellation and damping.

Asymptotic stability for 2 x 2 test equations

Usually, linear stability analysis of an integration method is based on the scalar
Dahlquist test equation w’(t) = Aw(t), A € C. For multirate methods the scalar
problem cannot be used. Instead we can consider a similar test problem, a
linear 2 x 2 system

w'(t) = Aw(t), w= <“> A= (a“ al?) .
v a21 G22
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We denote
7 = TA, Zij = TQyj - (422)

We will assume that the first component u of the system is fast and the second
component v is slow. Thus, to perform the time integration from ¢, 1 to t, =
tn—1 + 7 we will complete two time steps of size %7’ for the first component and
one time step of size 7 for the second component.

We assume that

aip <0 and a9 < 0. (423)
and we denote a ol
k=2, @ pg=-222 (4.24)
aiy 11022

Both eigenvalues of the matrix A have a negative real part if and only if
det(A) > 0. This condition can also be written as

g<1.

We can regard k as a measure for the stiffness of the system, and [ gives the
amount of coupling between the fast and slow part of the equation. For this
two-dimensional test equation we will consider asymptotic stability whereby it
is required that the eigenvalues of the amplification matrix S are less than one
in modulus. Similar stability considerations for 2 x 2 systems are found in [45]
for lower order Rosenbrock methods.

The elements of the 2 x 2 amplification matrix S will depend on the four
parameters z;; = 7a;;, 1 < i,j < 2. However, as it was shown in [45], the
eigenvalues of S depend only on the determinant and trace of Z and can be
written as functions of three parameters: x, § and z1;. Instead of z1; < 0 and
£ < 1 we will use the quantities
211 B

= = 4.25
. 17 aC (4.25)

3

which are bounded between —1 and 0, and —1 and 1, respectively.

The domains of asymptotic stability are shown in Figure 4.4. We present
these domains in the (£,7)-plane for three values of k = 10/, j = 0,1,2. It
is seen that the multirate RODAS will be stable if 7 > 0, whereas for n < 0
the domain of instability increases when « gets large. The stability domains for
large values of x > 100 do not cover the whole region < 0. They are similar to
the domain obtained for x = 100. Compared to the stability domains obtained
for ROS2 (used with interpolation from Section 4.3) in Chapter 3, the stability
domains for RODAS are smaller. However the difference is not significant. We
can also see that there exist regions for which ROS2 is asymptotically unstable
and RODAS is stable.

4.4.2 Kaps-Rentrop fourth-order Rosenbrock methods

We have also examined the possibility of constructing multirate methods based
on the fourth-order Rosenbrock methods GRK4A and GRKAT [29]. In order
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k=1 k=10 k=100
1 1 1
0.5 : : : : 0.5 : : : : 0.5
= 0 0 0
-05 -05 -05
1 -1 1 /\
-1 -08 -06 -04 -02 0 -1 -0.8 -06 -04 -02 0 -1 -0.8 -06 -04 -02 0
£ 13 3

FIGURE 4.4: Asymptotic stability domains (gray areas) for x = 1,10, 100.

to have a third-order interpolant, conditions (4.9) - (4.12) have to be satisfied.
This set of conditions can be written as a linear system

Ab(9) = c(0) (4.26)

where A € R*** is a matrix fully determined by the Rosenbrock method coef-
ficients, b(0) = [b;(0)] € R* is the dense output coefficients column vector and
c(0) = [ci(0)] € R?* is the (4.9) - (4.12) right-hand side values column vector.
For both methods GRK4A and GRK4T, the matrix A is of rank three. The
second, third and fourth rows of the matrix A are linearly dependent, which
also implies that the second, third and fourth elements of the column vector
¢(#) have to satisty

CLQCQ(G) + a363(9) + CL4C4(0) =0, (427)

with as, az and a4 constants dependent on the method coefficients. The relation
(4.27) holds for some of the values 6 (for example § = 1), however for all
other values of 6 it fails for both methods. Hence, we conclude that for both
considered methods it is not possible to have a third-order built-in interpolant
of type (4.5). The construction of such an interpolant could alternatively be
achieved by adding extra stages for both methods. This would however result
in an increased amount of work per step compared with the single-rate version
of the original method.

4.5 Stiff source terms: the linear constant coef-
ficient case

Use of Rosenbrock methods for problems with stiff source terms can lead to
order reduction. In particular this can happen for problems with time dependent
Dirichlet boundary conditions. For Rosenbrock methods, order reduction was
studied for linear problems in [38]. A technique which avoids order reduction
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by modifying the usual boundary values of the intermediate stages was more
recently presented in [1]. During the refinement step within multirate time
stepping, sub problems with time dependent boundary conditions have to be
solved. Therefore, having proper local order, is of true importance for multirate
schemes. In this section we aim at improving the local order of the Rosenbrock
method by modifying the treatment of the source term. Using ideas from [26],
we will study the order reduction for linear constant-coefficient problems.
Let us consider the linear scalar test equation

w'(t) = Aw(t) + g(t), w(0) = wo (4.28)

where A € C, Re\ < 0, may be large in absolute value and also the source term
may be large. However we assume that the derivatives of w are of moderate
size.

The restriction to scalar problems is convenient for the notation. The results
carry over to linear systems w’ = Aw + g(t) if A is diagonisable and well
conditioned. On the other hand, the fact that only linear constant-coefficient
problems are studied is a genuine restriction.

In this section, for simplicity of the expressions, it will be assumed that a
time step from ¢, to t,41 = ¢, + 7 is taken. In the analysis we will derive
recursions for the global errors e,, = w(t,) — w,. These recursions will be of the
form

€nt1 = Sep +dy
where S is the amplification factor and d,, is the local error. In case of linear
test problems (4.28) we will have S = R(z), where R is the stability function of
the Rosenbrock method and z = 7A. Our aim is to derive error recursions with
local errors d,,, which are independent from stiffness, so that for these recursions
the derived order holds in both the non stiff and the stiff case.

4.5.1 Standard source term treatment
Error recursion

Consider an s-stage Rosenbrock method (4.2)-(4.3) with coefficients aj,7:j, b;.
This leads to approximations w,, &~ w(t,) computed from

kn,i = Z(w" + Zﬁijkn,j) + Tg(tn + aiT) + ’7i7_2gl(tn)7 1= 13 ey S,
j (4.29)
Wpt1 = Wy + Z bjkmj :
J

Along with (4.29), we also consider the scheme with inserted exact solution
values w}, = w(ty), ki ; = 7w’ (tn + a;7) + vim>w" (). This leads to

ki = z(wy, + 30 Bijky, ; + pa) + Tg(tn + aim) + %t (tn), i=1,....s,
J

wh = w +ijk‘:;7j + 7,
J
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with residuals p,, ; and r,,. For the final error recursion this choice for the exact
solution values k, ; for the interior stages is not relevant. With the above choice
it is the derivation of the error recursion that becomes simple.

For the analysis it is convenient to use a vector notation. Let k, = [km] IS
R® and denote likewise

G = [y;] €R™*, B =[] € R,
a=[q]eR, B=[F R, b=bhleR’ ~vy=[necR e=][l]ecR".
Furthermore, if ¢ : R — R, we define
o(tn + at) = [p(t, + o;7)] € R

This will be used for the source term g, the solution u and its derivatives.
With this notation the Rosenbrock method (4.29) can be compactly written

as
k, = z(ew, + Bk,) +7g(t, + at) + 724 (t,),
(4.31)
Wpy1 = Wy + kan .
For the scheme with exact solution values inserted we get
k! = z(ew! + Bk, + p,) + 79(tn + at) + 727 (t,), (432)

T 7 *
wy o =w, +b Kk, +r,,

with residuals p,, = [pn:] € R® and r,, € R.

Expressions for these residuals are easily found by a Taylor expansion. Since
we have k), = 7w’ (t, +a1)+y72w" (t,), Mw(t, +ar)+g(t, +ar) = W' (t,+ar)
and Aw'(t,) + ¢'(t,) = w”(t,), it follows that

Pn = % (T(w'(tn + a7) = g(tn + 7)) + 47 (w" (tn) — ¢’ (tn)))

—(ew(t,) + B(rw' (t, + at) + 2w’ (t,))) (4.33)
1 1
= (za® — B%e)r*w" (t,) + Z —(a* = kB oY) ® (t,,)
2 E!
k>3
and
T = W(tng1) — w(tn) — b (10 (ty + o) + 477w (t,))
1 _ .
= —b 720" (t,) + Z E(l — kb o R w® (t,) (4.34)
k>1
where a* = [a#] and a® = e.

3
With e, = wf —w, and €, = k), — k,,, we obtain

€, = z(ee, + Be, +p,),
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T
En+1 = €En +be, .

Hence
€,=2(I —z2B) tee, +2(I —2B) 'p,,

which finally gives recursion (4.5) with amplification factor S = R(z),
R(z) =14 2b" (I — zB) e, (4.35)

and local error
dp = 2b"(I —2B) 'p, +7,. (4.36)

Inserting the series expansions for p,, and r,, we can also write the local
error as

dp = v2b" (I — 2B) terw/(t,) — vb" (I — 2B) ter*w’ (t,)
k

+ Z%Hk(z)T w® (t,) (4.37)
k>1

with rational functions Hj given by

Hi(z) =1—kb"a* ! + 207 (I — 2B) ' (a* — kBa*™1). (4.38)

Stability assumptions
The stability region of the Rosenbrock method is given by the set
S={zeC:|R(z)| <1}.
We assume that
So>C. (4.39)

This means that the method is A-stable. In addition to this we will also assume
that
|Hi(2)| < Cp forallze C, k>1, (4.40)

with Cy > 0. Usually (4.39) implies (4.40) with C, > 0 determined by the
method.

Local error bounds for the stiff case

Assume that the coefficients of the Rosenbrock methods satisfy
1
bl okt = o for1<k<py, k#2, (4.41)

and .
bTﬂ:§—7, ifpo>2, k=2. (4.42)
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If the method has classical order p, then we have pg > p. Of course, there
are many more order conditions for a method to be of order p. It will also be
assumed that

1
Baf !l = Eak, for 3<k <py (4.43)
for a certain p; and
1
B’e = 5042, if py > 2. (4.44)

This corresponds to a so-called simplifying order condition. A method that
satisfies (4.41) - (4.44) is said to have stage order ¢ = min(pg, p1)-

It is directly seen that these order conditions give O(797!) bounds for the
residuals (4.33), (4.34) and also imply Hy = 0 for kK < ¢. By the stability
assumptions, it then follows that also |d,| = O(79t!). For example, for the
RODAS [19], GRK4A and GRKAT [29] methods we have ¢ = 1.

4.5.2 Modified source term treatment

Instead of using the source terms g(t, + a;7) + y7¢'(t,) in the Rosenbrock
method (4.29), we replace these by g, ; with g,, = [g;] chosen as

= wprhgW(t (4.45)

k>0

Here wy = e and the other wy, are free parameter vectors. In the vector notation,
the scheme then becomes

k, =T(\ew, + A\Bk, + > wptr g™ (t,)),
£>0 (4.46)

T
Wpi1 =Wy +b k.

As before, we also consider a perturbed scheme with exact solution values in-
serted,
kX =1(\ew: + ABE: + 3 wrpthg® (t,) + Mp,,)
k>0 (4.47)
wiy = wh+b kL,

We take again w} = w(t,). For k}, it is now convenient to choose
=3 wprt T,
k>0

This gives residuals

P = Z(wk — Bw,_ )" w®(t,), (4.48)
k>1
1
Ty = Z(ﬁ — b w1 Fw® (t,) . (4.49)
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The requirement p,,, 7, = O(79"1) thus leads to the conditions

1
Wi :Bwk—la bka—l = E (k: 1a"'7q)v (450)
that is,
1
wy = Bfe, b'B*le= o k=1...9). (4.51)

Note that if a method is of order p for non-stiff problems, then the condition

1
T pk—1_
b'B e = y
holds for all £k = 1,...,p. Therefore, in order to have a method of order p for
stiff problems, both conditions (4.51) should be fulfilled and we still have to
require
wp=Be, (k=1,...,p). (4.52)
The source term g(¢, + ¢7) can also be replaced by a more general series
expansion

9n=>_ Qg™ (tn + py7), (4.53)
k>0

where Q,, and p, are free parameter matrices and vectors respectively. In this
case the condition (4.52) becomes

k

> (kil),Qzuf*l =Bfe (k=1,...,q). (4.54)
=0 :

While (4.52) requires the first p derivatives ¢g(®)(t,),k = 1,...,p, use of the
source term in the more general form (4.53) may allow less derivatives.

Example 4.5.1 In order to recover one order for stiff problems, that is, to
increase the stage order by one unit, one can use the source term modification
of type (4.45)

2
9. =) Brer*y®(t,),
k=0

which uses the first two derivatives of the source function g(t). One can also
use the modification of type (4.53)

9, = eg(tn) + Brg'(t, + BT) (4.55)

which only requires the value of the first derivative ¢’(t).
To recover two orders, again, one can choose between

g, =Y Brer'g®(t,) (4.56)
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and
g, = eg(t,) + Berg (t,) + B*%¢" (t, + B7). (4.57)

Formula (4.56) cannot be modified such that only the functions g(¢) and ¢'(t)
are used. The attempt to replace (4.56) with

9n = 9(tn +&,7) + Perg'(t, + &,7)

leads to an unsolvable system. O

4.5.3 Effect on the convergence for non-stiff problems

For non-stiff problems (4.28), where A is of moderate size, and using our modified
source term (4.45), we obtain the following expansion for the local error

1
d, = Z (k' - bka_l) *w® (t,)

k>1

-1
+3 Y MW B N w; - Bw; )mR W (t,) . (4.58)

k>2 j=1

We require that this remains O(7P*1), that is, we want the modification (4.45) of
the source term to be such that the classical order of consistency p is recovered.
We are thus left with the order conditions

1

L b' B 7Y (w; — Bw;j_1) =0, (1<j<k<p). (459)

bka_l =
Since wy = e and bT B¥~le = % for [ < p, it follows that these order conditions
are covered by

b’ B* 71w (1<j<k<p). (4.60)

_ 1
I
The standard form of the source term can be expanded as

9tn + ar) +47¢ (tn) = eg(tn) + By (tn) + .a" Fg®(t,),  (4.61)

k>2

which gives

1
wp = e, w1 =, wg = Ea’“, k>2. (4.62)

We know that the use of the source term in the standard form leads to consis-
tency of order p. Thus the coefficients (4.62) satisfy condition (4.60).
If we consider
wp=B"e, (k=1,...,p) (4.63)
then
1

b'BF I 1y, =b" B 'Bile = b" B¥ e = ik (4.64)
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This shows that the choice (4.63) helps us to recover the order of consistency
p for stiff problems and that it also does not affect the order of consistency for
non-stiff problems. If, however, (4.60) holds just for k£ with 1 < j < k < p,
then the order of consistency for non-stiff problems can be lost. For example,
for fourth-order Rosenbrock methods, we loose one order if we use (4.55) for
non-stiff problems and we preserve the order in case of (4.57).

4.6 Numerical experiments

In this section we present numerical results for four test problems. In the first
test problem we consider the order behavior of the RODAS method. Results
for the standard and the modified source term treatment are presented. Along
with the single-rate time integration with time steps of size 7 we perform the
dual-rate time integration, where after each time step of size 27 the solution is
refined at a fixed spatial region by taking two smaller time steps of size 7. For
the other three test problems we use the self-adjusting multirate time stepping
strategy presented in Chapter 1. Given a global time step 7, we compute a
first, tentative approximation at the new time level for all components. For
those components for which the error estimator indicates that smaller steps
are needed, the computation is redone with %7’. The refinement is continued
recursively with local time steps 27!, until the error estimator is below a pre-
scribed tolerance for all components. The numerical results obtained for the
RODAS method are compared with those obtained using second-order ROS2
method [47]. For these tests we also use the source term treatment modifica-
tions suggested in Section 4.5. These modifications used for ROS2 give similar
results with those obtained using the standard source term treatment for these
problems.

4.6.1 A linear parabolic example

As a test model we consider the parabolic equation (also used in [25])
U + auy = dug, —cu+ g(x,t), (4.65a)
for0 <t <T =0.4, -1 < x <1, with initial- and boundary conditions
u(x,0) =0, u(—=1,t) =0, u(l,t) =0. (4.65Db)
The constants and source term are taken as
a=10, d=1, c=10*, g(a,t)=10° cos(%ﬂx)loo sin(7t) . (4.65¢)

The solution at the end time ¢t = 0.4 is illustrated in Figure 2.4 in Chapter 2.
Semi-discretization with second-order differences on a uniform spatial grid

with m points and mesh width h = 2/(m + 1), leads to an ODE system of the

form (4.1). We use for this test m = 400, and the temporal refinements are
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taken for the components corresponding to spatial grid points z; € [—0.2,0.2].
(Spatial grid refinements are not considered here; we use the semi-discrete sys-
tem just as an ODE example.) We solve the problem with the RODAS method
described in Section 4.4.1.

Tables 4.1 and 4.2 show the maximum errors at ¢ = T with respect to a
time-accurate ODE solution. The results are given for the single-rate case with
uniform time steps 7 = T/N and for the multirate case, where each time step
27 is followed by two locally refined steps 7 on part of the spatial domain. For
both cases the standard and the modified source term treatment described in
Section 4.5 are considered.

TABLE 4.1: Errors and orders for problem (4.65), single-rate case

Single-rate without correction || Single-rate with correction
N error order error order
10 || 3.08-107° 3.01-107°
20 || 3.48-107° 3.14 1.35-107° 4.47
40 || 3.60-1077 3.27 6.06-10~8 4.48
80 || 3.45-10°8 3.38 2.92.107° 4.37
160 || 3.07-107° 3.49 1.55-1071° 4.23

TABLE 4.2: Errors and orders for problem (4.65), multirate case

Multirate without correction Multirate with correction
N error order error order
10 || 7.95-107* 8.86-107*
20 || 3.05-107° 4.70 3.17-107° 4.80
40 || 1.96-107° 3.95 8.25-1077 5.26
80 || 3.46-1077 2.50 2.36-10°8 5.12
160 || 7.14-1078 2.27 1.13-107° 4.38

The refinement region —0.2 < x; < 0.2 was only chosen for test purposes; it
is clear from Figure 2.4 that it is not a very good choice. Tables 4.1 and 4.2 show
that for this example we get order reduction for both single-rate and multirate
cases when we use the standard formulation of the Rosenbrock method. With
the modification from Section 4.5 we recover the fourth order of the RODAS
method. One can also see that the errors for the multirate case are somewhat
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larger than the corresponding errors for the single-rate case. This can be ex-
plained by the fact that the solution is active outside the refinement interval and
integration with one time step of size 27 is less accurate than the integration
with two time steps of size 7 for this spatial region.

4.6.2 The inverter chain problem

As a second test example we consider the inverter chain problem from [3]. The
model for m inverters consists of the equations

w4 (t) = Uop = w(t) =Yg (wsa(t), un (1))

wh(t) = Unp — w; (£) — Tg(wj_l(t),wj(t)) . j=2,...,m,
where

g(u,v) = (max(u — Uthres, 0))2 — (max(u — v — Utpres, 0))2. (4.66D)

The coefficient T serves as stiffness parameter. We solve the problem for a
chain of m = 500 inverters with T = 100, Ughres = 1 and Uy, = 5, over the time
interval [0,7], T = 130. The initial condition is

w;(0) = 6.247-107% for j even, w;(0) =5 for j odd. (4.66¢)

The input signal is given by

t—>5 for 5<t¢<10,

Uin (£) = E: for 10<t<15, (4.66d)
5(17—1t) for 15 <t <17,
0 otherwise.

An illustration for some even components of the solution is given in Figure 1.8
in Chapter 1.

In Table 4.3 the maximal errors over all components and all times ¢,, (mea-
sured with respect to an accurate reference solution) are presented for several
tolerances with the single-rate scheme (without local temporal refinements) and
the multirate strategy. As a measure for the amount of work we consider the
total number of linear systems that had to be solved. In addition, the CPU
times (in seconds) are given. In Figure 4.5 the CPU-error diagram is presented,
where the values for the ROS2 method are taken from [47]. It shows that the
multirate RODAS method is more efficient than the multirate version of ROS2.
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FIGURE 4.5: CPU-error diagram for problem (4.66).

TABLE 4.3: Absolute maximal errors, work amount and CPU time with different
tolerances for the inverter chain problem, RODAS

Single-rate Multirate
tol error work CPU error work CPU
5.1071 1.37-107" 49554000 | 17.39 6.60 - 1072 2686848 1.81
1-1074 8.55-1073 69705000 | 24.46 5.43 1073 5120184 3.31
5.107° 5.46 - 1073 85935000 | 30.25 4.72-1073 6742536 4.40
1-107° 1.83-107% | 125031000 | 43.92 1.68-1072 | 12570852 9.88

4.6.3 An ODE system obtained from semi-discretization:

a reaction-diffusion problem with traveling wave so-
lution

For our third test problem we consider the semi-discrete system obtained from
the reaction-diffusion equation

U = €Uy +yu?(1 — u), (4.67)

for 0 <z < L,0 <t <T. The initial- and boundary conditions are given by

u(z,0) = (1+e)‘(271))71,

u.(0,t) = u,(L,t) = 0, (4.68)
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where \ = %\/27/ €. If the spatial domain had been the whole real line, then
the initial profile would have given the traveling wave solution u(x,t) = u(x —
at,0) with velocity a = %\/ﬁ In our problem, with homogeneous Neumann
boundary conditions, the solution will still be very close to this traveling wave,
provided the end time is sufficiently small so that the wave front does not come
close to the boundaries. The parameters are taken as v = 1/e = 100 and L = 5,
T = 3. In space we used a uniform grid of m = 1000 points and standard
second-order differences, leading to an ODE system in R'%%. An illustration of
the semi-discrete solution at various times is given in Figure 1.4 with (spatial)
components horizontally.

——R0OS2
——MRROS2
1073 - = —RODAS
- © -MRRODAS
S 10}
5]
10° .
\ N
\ N N
\ N
9] I I LN I I ]
0 1 2 3 4 5 6 7

FIGURE 4.6: CPU-error diagram for problem (4.67).

In Table 4.4 the errors (in the maximum norm with respect to the reference
ODE solution at time T'), the amount of work (number of linear systems that had
to be solved) and CPU time (in seconds) are presented for different tolerances.
From these results it is seen that a substantial improvement in amount of work
is obtained for this problem. For the single-rate scheme, the amount of work
is almost six times larger. In terms of CPU time we get a speed-up factor four
approximately. Moreover, the error behavior of the multirate scheme is very
good. We have roughly a proportionality of the errors and tolerances, and the
errors of the multirate scheme are approximately the same as for the single-rate
scheme.

In Figure 4.6 the CPU-error diagram is presented, where the values for the
ROS2 method are taken from [47]. It shows that the multirate RODAS method
is more efficient than the multirate version of ROS2.
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TABLE 4.4: Absolute maximal errors, work amount and CPU time with different
tolerances for the traveling wave problem, RODAS

Single-rate Multirate

tol error work CPU error work CPU

.1073 2.56-1073 1213212 0.78 2.67-1073 317648 0.19

-107% 1.41-1073 1417416 0.91 1.16 - 1073 330156 0.26

1.76 - 107* 2396394 1.54 1.11-107* 482694 0.41

-107° 4.09-107° 3417414 2.21 5.11-107° 571782 0.48

= ot = ot =
—_
i
I

-107° 2.28-107° 6582576 4.27 2.65-107° 1030740 0.94

4.6.4 Transmission line problem

The M-dimensional transmission line circuit (obtained from A. Verhoeven, pri-
vate communication) can be described by the system

v () = L (ipsr(t) —ir(t))

(4.69a)
() = 7 (on(t) —ve—1(t) = rin(t)
for k=1,..., M, where ip11(t) = 0, vo(t) = vin (t) + 10%i1(2),
: —11
Vin (£) = 1 if t > 10
10t if t <107
and
un(0)=0,  ix(0)=0, k=1,...,M. (4.69D)

We solve the problem for M = 100 with » = 0.35, c =4 x 1073 and | = 107°.
An illustration of the solution for some of the components is given in Figure 4.7.

For the numerical test, the multirate method based on the second-order
ROS2 described in Chapter 1 and the multirate method based on the fourth-
order RODAS are used. In Tables 4.5 and 4.6, the errors at output time T =
1079, measured in the maximum norm over time and components with respect
to an accurate reference solution, together with the amount of work (number
of linear systems to be solved) and CPU time (in seconds), are presented for
different values of tolerance for the single-rate and the multirate strategies. For
this test we do not get much improvement when using the multirate strategy.
For the single-rate scheme, the amount of work is almost two times larger.
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x10°

o 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x 107

FIGURE 4.7: Solution components v, k = 1,10, 20, 30,40, for problem (4.69).

TABLE 4.5: Errors, work amount and CPU time for problem (4.69), ROS2

Single-rate Multirate

tol error work CPU error work CPU
-107* || 5.49-107* | 38800 | 0.05 || 4.27-107* | 20984 | 0.04
-107° || 3.08-107* | 55600 | 0.07 || 2.66-10"* | 28816 | 0.05
6.88-107° | 122400 | 0.14 || 6.62-107° | 66669 | 0.09
2107 || 3.42-107° | 174000 | 0.23 || 3.67-107° | 96052 | 0.16
2107 || 6.92-107°% | 384800 | 0.44 || 5.60-107° | 206648 | 0.31

= ot = o=
=
9
o

TABLE 4.6: Errors, work amount and CPU time for problem (4.69), RODAS

Single-rate Multirate

tol error work CPU error work CPU
2107* || 1.24-107* | 66000 | 0.07 || 1.32-10"% | 38832 | 0.06
<1077 || 5.26-107° | 82800 | 0.09 || 3.94-107° | 49608 | 0.07
5.30-107% | 139200 | 0.15 || 5.40-107° | 84684 | 0.12
-107% || 2.12-107° | 174000 | 0.23 || 3.06-107° | 103409 | 0.16
21075 || 4.47-1077 | 288000 | 0.32 || 5.45-1077 | 164544 | 0.25

[ S L I Y O
[
9
ot

Improvement in CPU time is smaller due to the extra work required for the
automatic partitioning.

In general, the execution time of a program based on our multirate strategy
is not greater than that of a program based on the single-rate strategy. In
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the case of multirating not leading to an improvement in work, the multirate

strategy automatically takes the same time steps as in the single-rate strategy.
In Figure 4.8 the CPU-error diagram is presented. It shows that the mul-

tirate RODAS method is more efficient than the multirate version of ROS2.

107
——ROS2
—o—MRROS2
- « —RODAS
. - o - MRRODAS
107
2107
()
107°k
1077 Il Il Il Il ]
0 0.1 0.2 0.3 04 045
cPU

FIGURE 4.8: CPU-error diagram for problem (4.69).

FIGURE 4.9: Component-time grid (vg left and iy right) for problem (4.69).

In Figure 4.9 the component-time grids are shown on which the solution was
calculated using the multirate RODAS method with tolerance value tol = 2 - 1073,
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In principle these two grids can be different. However, in the experiments they
are practically the same.

4.7 Conclusions

In this chapter we discussed the main aspects of the construction of higher-order
multirate methods.

As seen from the numerical tests, improper treatment of stiff source terms
and use of lower-order interpolants can lead to an order reduction where we
obtain a lower order of consistency than for non-stiff problems.

We presented a strategy of avoiding the order reduction for problems with a
stiff source term. This strategy helps us to recover the order of consistency for
stiff problems and does not affect the order of consistency for non-stiff problems.

A multirate method based on the fourth-order Rosenbrock method RODAS
and its third-order dense output was designed. The multirate RODAS method
showed good results in the numerical experiments and is clearly more efficient
than the considered second-order multirate methods.
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4.8 Appendix

In Table 4.7 we present the coefficients of the RODAS method, which were
derived following [19, pp. 421|. The coefficients of the built-in dense output
of the RODAS are presented in Table 4.8. These coefficients were chosen to
satisfy the third-order conditions (4.9)-(4.12), the first fourth-order condition
(4.13) and the condition bg(0) = 0, see [19].
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TABLE 4.7: Coefficients of the RODAS method

o1 = 0.386
o = —0.330811503667722
—4.552557186318003
asa = —0.171971509026469
s = —1.855720330929574
v =0.25

Yo1 = —0.3543

v41 = 1.526849173006459
vs51 = 6.981190951784981
Y54 = 0.731806808253845
Y63 = 1.701617798267255
by = 0.348444271286054

by = 0.471320779391497

Qas1

a31 = 0.146074707525418
ag2 = 0.711151025168282
ase = 1.710181363241322
a1 = 2.428633765466978
ags = 0.559835299227375

v31 = —0.133602505268175
va2 = —0.533656288750454
v52 = —2.092930097006103
Yo1 = —2.080189494180926
Vo4 = —0.088514519835879
b2 = 0.213013621911897

bs = —0.128676139927129

a2 = 0.063925292474582
oz = 0.24966047849944
as3 = 4.014347332103150
a2 = —0.382748733764781
ags = 0.25

v32 = —0.012897494731825
va3 = —1.279392884256
v53 = —5.870067663032724
Yo2 = 0.59576235567668
Yo5 = —0.378676139927128
bz = —0.154102532662319
bs = 0.25

TABLE 4.8: Coefficients of the RODAS dense

output

bio = 1.158234160966162
b1z = 5.159891632981919
bao = 4.578307037111220
b31 = —1.897781380424416
bao = —0.945903133634689
baz = 0.219559483199102
bs2 = 0.250580475929419
be1 =0

b1 = 3.888756124907816
bao = 2.048767778074541
boz = —1.477783251430241
bz = 7.357213793345069
b1 = 3.525328088642974
bso = —0.118411751024145
bs3 = 0.319180026450346
be2 =0

b1z = —9.858437647569822
bo1 = —4.936277941843626
bzo = —1.392687054381870
b3z = —4.220847891201125
baa = —2.327663658815888
bs1 = —0.580024891282749
beo = 0.25

bez =0
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