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Chapter 4 

Superconducting properties of 
Ndi.85Ceo.i5Cu04_5 

4.1 Introduction 

It has been widely accepted that the building blocks of the high-Tc superconduc­

tors consist of a superconducting block of antiferromagnetic C u 0 2 layers and the 

charge reservoir block of the other oxides layer. The compound becomes supercon­

ductive when the antiferromagnetic layer is properly doped either by electrons or holes 

through a charge transfer from the charge reservoir block. The superconductivity in 

Nd2_a;CexCu04 appears for 0.13< x <0.18 after oxygen reduction, where x denotes the 

molar concentration of the dopant Ce. This superconductor is known as an electron-

type superconductor because extra electrons instead of holes are supplied to the C11O2 

plane from the Ce-doped reservoir block. It is known that the highest Tc in this system 

is ~ 24 K for £=0.15, although the corresponding oxygen content is rarely mentioned. 

This result has been reported for bulk as well as thin-film samples. Recently Scavini 

et al. [1] showed that superconductivity in Nd1.85Ceo.15CuO4.-a follows the 'universal 

relationship' between Tc/Tc,max and the charge carrier content. The general picture for 

several series of the high-Tc compounds shows that the maximum Tc value is obtained 

for the number of carriers per Cu atom lying between 0.1 and 0.25. In this work, the 

investigation is focused only on the case of x=0.15 with the value for Tc of about 21 K. 

According to the 'universal relation' considered above, the number of carrier/Cu atom 

under investigation is about 0.08. 

The superconducting as well as the normal state of this electron-type superconduc­

tor reveal a number of properties which are different from the other cuprate supercon­

ductors. Among these are the relatively moderate anisotropy (7 = 200) and the low Tc 

(Tc is between 21 and 24 K) which offer a special advantage for the study of a vortex 

state relatively free from the thermal fluctuation effect. Additionally, the transport and 

magnetic properties in the normal state (T > Tc) indicate a perceptible deviation from 

the linear dependency of the resistivity over an extended temperature range above Tc 
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with a higher residual resistivity (p(T = 0)) in the range of 60 - 100 /ufl-cm [3], a high 

resistivity ratio pc/pab ~ 104, and a pronounced anisotropic contribution from the CF 

effects in the magnetic susceptibility. 

It is well known that high-TV superconductors have typical characteristic lengths 

which are different from those of the conventional low-Tc compounds. The shorter 

coherence length. Ç. and the larger penetration depth. A, increase the value of the 

Ginzburg Landau parameter (K = A/Ç). Therefore, in high-Tc compound there is 

a lower critical field, Hcl ~ ^0ln(X/^)/X2, where the vortices start to penetrate the 

superconductor, and a higher upper critical field, HC2 ~ &o/£,2- above which the su­

perconductivity disappears ($o = hc/2e = 2.07 x 10~7 G cm2 is the flux quantum). 

The high Tc value enhances the role of thermal fluctuations near Tc which leads to the 

melting of the vortex lattice and to the existence of a vortex solid as well as a vortex 

liquid. Apart from the thermal fluctuations due to the higher Tc values, the layered 

structure of these compounds induces anisotropics in the vortex state and in other 

physical properties. In this layered superconductor, the supercurrent can flow either in 

the layer or between the layers, depending on the magnetic field direction, and thereby 

creating an Abrikosov vortex or a Josephson vortex, respectively. 

Furthermore, the multi-element composition of the high-Tc compounds make them 

susceptible to structural disorder and defects which can also influence the anisotropy 

and modify the vortex structure. One of the interesting phenomena in connection with 

the disorder-induced vortex pinning effect is the appearance of a second peak in the 

shape of an arrow head in the magnetization curve. This so-called peak effect in the 

low-Tc compounds usually occurs in the vicinity of Hc2 while it occurs generally at low 

field in the cuprate superconductors. Although some of the theoretical models for this 

phenomenon can explain the accumulating experimental data better than others, none 

of them alone provides a complete description of the effect. Even the more promising 

models are still subject to further experimental scrutiny. 

In order to compare the superconducting state of Ndi.gsCeo.isCuO-i-s with that 

of the other high-Tc compounds, the most important characteristics of this type-II 

superconductor are presented in this chapter. The Hao-Clem model [2, 4] is employed 

to estimate the Ginzburg-Landau (G-L) parameter K, the critical field iïC2(0). the 

coherence length £,ab{0) and the penetration depth Aa(,(0) in the dirty as well as the clean 

limit [5]. The vortex state of this compound is investigated by the isothermal magnetic 

hysteresis and the temperature dependence of the resistivity at various temperatures 

and magnetic fields. The results are summarized in a H — T phase diagram. In 

addition, a more comprehensive phase diagram, incorporating the peak effect region in 

this compound, is also presented along with the results of analysis based on existing 

models [6]. For the study of the vortex dynamics involving the peak effect, the magnetic 

relaxation behavior is investigated in the entire range of magnetic fields covering the 

peak-effect region [7]. 
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4.2 Characteristic length of N d i ^ C e a i s C u O ^ derived from 
reversible magnetization 

The Ginzburg-Landau (G-L) parameter, K = A/£, is one of the most important 

characteristics for type-II superconductors from a fundamental as well as a practical 

point of view. Before the advent of high-temperature copper-oxide superconductors, 

this parameter was commonly determined from the magnetization data M according 

to Abrikosov's formula derived from Ginzburg-Landau theory [8] 

_ 4 7 r M =
 H^T^ - H (4.1) 

(2K2 - l)ß : y ' 

where ß is 1.16 for a hexagonal array. Eq.(4.1) is valid in the vicinity of Hc2. In 

the case of the high-Tc cuprate superconductors, most of the available magnetization 

data are limited to the field region far below Hc2, to which Eqs.(4.1) is not applicable. 

For these high-K type-II superconductors, the characteristic behavior of the reversible 

magnetization in the broad intermediate-field region (HA « H « Hc2) is commonly 

described phenomenologically by the well-known formula derived from the London 

model [9], 

•*"-£**?¥>• ( 4 2 ) 

where j] is a constant of order unity. Eq.(4.2) exhibits a linear dependence of M on 

ln(if). This description was initially found to agree reasonably well with the experi­

mental results [10. 11. 12. 13]. 

A closer look at the derivation of Eq.(4.2) by Hao and Clem [2] has revealed, 

however, that the contribution of the core-energy term in the system's free energy 

density was ignored at derivation Eq.(4.2). Upon the inclusion of this additional term, 

the dimensionless G-L free energy per unit volume over a cross-sectional area A in a 

plane perpendicular to the vortices becomes [4] 

F,i/„V 
Z ft ft 

(4.3) 

where ƒ and 7 are the normalized magnitude and phase of the order parameter ip = 

ipofe*1, with the vector potential a and the local magnetic flux density b satisfying 

the standard relations, V • a = 0 and b = V x a. The dimensionless unit used in this 

chapter, corresponds to measuring the magnitude of the order parameter in units of * 0 , 

the length in units of A, the magnetic field in units of \[2EC = h-$0/27rA2, the vector-

potential in units of \/2HcX = K<I>(,/27rA. and the energy in units of H^./A-K. where 

Hc is the thermodynamic critical field ( $ 0 corresponds to 2w/n in the dimensionless 

expression). 
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An expression for the reversible magnetization is obtained by means of a variational 

calculation of F using the trial function 

ƒ 
(p2+a i /2 /« (4.4) 

where p is the radial coordinate measured from the vortex axis, while £„ and f^ are 

the variational parameters, representing the effective core radius of the vortex and the 

depression of the order parameter due to the overlap of the vortices, respectively. For 

the isotropic case, the dimensionless reversible magnetization derived by this method 

from Eq.(4.3) is given by [4] 

-4TTM K&& 

+ 

1 - f2 

+ 1 
1 - f 

J oc 
Jo. 

U 
2«&tfl (ƒ«,£, 
fj(2 + 3BK&) 

2K(2 + BKQY 

BKQ 2 + BKQ (2 + B/sg)2. 
1/2l _ BKÇvK1[MfZ3 + 2BKy/*] 

(fl + 2BKy/2 

(4.5) 

where Kn{x) is a modified Bessel function of the nth order. The magnetization M and 

the magnetic flux density B are related to the thermodynamic magnetic field H by the 

equation B = H + ATTM. Confining ourselves to high-« cases (K > 10). one has 

k. 

f 

1 — 2 ( 1 

•B- 4 

. K _ 

B\2 B 

H J K • ! / 

(4.6) 

(4.7) 

with e,o = V2/K. 
It was shown in the same reference that the main features of the Abrikosov re­

sult can be recovered by this formula at high field. It was further suggested that 

an extension of this formula to the anisotropic case can be readily achieved by the 

introduction of an effective mass tensor or through the simple replacement of K in 

Eqs.(4.5-4.7) by its average value R. This model has been applied successfully to 

the analysis of the reversible magnetization data of a YBa2Cu307 single crystal [4], 

a c-axis-oriented bulk Bi2Sr2Ca2Cu308 [14], a c-axis-oriented bulk YBa2CiL,08 [15], 

a polycrystalline bulk sample of HgBa2Ca2Cu308_.T [16], and a polycrystalline bulk 

sample of Hg0.8Pbo.2BaL5Sr2Cu308_a. [17]. Instead of its application to a high-Tc com­

pounds, here we present the result is used by applying this model to the analysis of 

the reversible magnetization data of a low-Tc Nd1.85Ceo.i5Cu04_(S single crystal. This 

leads to the determination of its G-L parameter, K, as well as the other thermodynamic 

parameters. 

The high-quality single crystal of Nd i . ^Ceo . i sCuO^ (NCCO) studied in this ex-
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Figure 4.1: Temperature dependence of the magnetization in various applied fields be­
tween 2500 and 11250 Oe parallel to the it c axis. 

périment was grown by the Traveling Solvent Floating Zone (TSFZ) technique using 

a four-mirror furnace as explained in chapter 2. As described there, the as-reduced 

crystal is superconducting at Tc ~ 21 K. with a transition width of ATC < 1 K as 

determined from its dc susceptibility curve measured by a commercial Quantum De­

sign MPMS-5 magnetometer in a magnetic field of 10 Oe applied parallel to the c axis. 

The temperature dependence of the magnetization was also measured by the same 

magnetometer in various magnetic fields ranging between 2500 and 11250 Oe. The 

results of these measurements, after subtraction of the paramagnetic background, are 

presented in Fig. 4.1. Notice that the M(T) curves do not exhibit crossover behavior 

typical for high-Tc copper-oxide superconductors as well as that revealed in the low-Tc 

Smi.85Ceo.i5Cu04-i (SCCO) [18] and Pr i .ssCeo. isCuO^ (PCCO) [19]. The absence 

of thermal-fluctuation induced characteristics is apparently related to both the much 

lower Tc and the relatively moderate anisotropy of NCCO compared to the other sys­

tems mentioned above. It is further noted that each of the magnetization curves in 

Fig. 4.1 displays perceptible changes of slope over the entire range of measurement. 

Consequently, the data must be carefully chosen for their analysis on the basis of the 

theoretical description given by Eq.(4.5). Note that Eq.(4.5) is valid for specific temper­

atures and that the temperature dependence of M is hidden in B, which is normalized 

in units of \/2Hc(T). In this case, we restrict our M — T data at each field only to those 

lying in a linear region (satisfying a linear fitting criterion of R2 = 0.99) closest to Tc. 

These data turn out to be in the temperature range 11.25 < T < 19 K as shown in 

Fig.4.2, and fall into the region of the vortex liquid state in the H — T phase diagram 

presented in Ref. [5], and further confirmed by the ZFC-FC measurements above the 

irreversibility temperature Tirr, as presented in Fig. 4.3. 
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Figure 4.2: A close-up view of temperature dependent magnetization close to Tc ex­
tracted from Fig. 4-1 for various fields. The solid lines are linear fits to the data which 
will be used for further analysis. 
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Figure 4.4: Scaling of magnetization and applied field with respect to \fl HC(T), with the 
solid curve representing the Hao-Clem Model fit {or R = 80 for the temperature range 
from 11.25 to 19 K. The error bars on the curve in the inset indicate the standard 
deviations of the corresponding average values of R. 

The ensuing analysis of these data follows the method and procedure described in 

Ref.[4]. According to this method, the magnetic data M and H at each T should 

be scaled by V2HC{T) to yield the normalized data M' = M/V2HC(T) and H' = 

H/\/2Hc(T) (ignoring demagnetization effects) prior to their analysis. To this end. 

the data at each T in the range considered (11.25< T < 19 K) were sampled in the 

form of —A-ïïMijHi ratios for i=l,2,..., so that one obtains the required scaled data 

given by -\T\M\JK\ = -AnMi/Hi. For each of these data corresponding to a certain 

i, Eq.(4.5), combined with the relation H\ = -kïïM[ + B\ and an assumed value of R, 

will lead to an equation which can be solved for the corresponding B[. From the values 

of B[ we further computed the corresponding values of AI- and subsequently the value 

of Hci for the particular temperature T considered. The value of Hcl generally varies 

over the whole set of data points (i=l.2...). However, a systematic search has been 

carried out for the determination of a R value which produces the set of Hci values with 

minimum deviation. This procedure is then repeated for each T in the temperature 

range considered, yielding the corresponding values of M , H . and R. The result of 

this analysis is depicted by the -4irM' vs H' curve in Fig. 4.4 and the K V S T curve in 

its inset. It is clear that all the calculated (—4TTM' ,H' ) data are nicely represented by 

the theoretical curve in the entire temperature range mentioned above, in agreement 

with the result reported in Refs [4. 14, 15. 16. 17]. 

It is interesting to point out. however, that R in the inset remains practically con­

stant over the temperature range considered, in marked contrast to results reported in 

Refs. [14] and [17] for high-Tc and strongly anisotropic compounds, respectively, where 
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T(K) 

Figure 4.5: Temperature dependence of HC(T) obtained from the result of the fitting 
procedure (full square), The solid curve represents Eq. 4.8 with Tc = 20.6 K. Error 
bars on the curve indicate the standard deviations from the corresponding average values 
ofHc(T). 

a drastic departure from mean-field behavior at temperatures close to Tc was observed 

and attributed to thermal-fluctuation and low dimensionality effects not accounted for 

by the model proposed in Ref. [4]. Being a low-Tc material and having a relatively 

moderate anisotropy. our sample appears to be particularly suited for the application 

of this mean-field model. 

The result of the fitting described above gives us both the value of R and the 

temperature -dependent function HC(T) and hence Hc2{T) = Ry/2HC(T). As a further 

test of our result, the values computed for Hc at each T are plotted with respect to T 

in Fig. 4.4 together with the corresponding standard deviations. The theoretical curve 

deduced from the expansion of the order parameter for HC(T) is given by [20] 

HC(T) 
1.7367 1 I) 1 - 0.2730 1 B 0.0949 1 0 (4.8) 

which is also plotted in the same figure, for comparison. An excellent fit of the calcu­

lated data with the theoretical curve shown in the figure is obtained for Hco = Hc(0) 

= (4.80 ± 0.5)TO3 Oe and Tc = 20.6 ± 1.8 K which practically matches the Tc value 

of 21 K determined separately by dc low field susceptibility measurement. These near 

perfect fits in the relatively wide field and temperature ranges in Fig. 4.3 and Fig. 4.4 

also attest to the appropriateness of our criterion in the choice of data to be analyzed 

in addition to the validity of the model adopted for the analysis. 

The estimate of the coherence length in the ab plane. Çab. at zero temperature 

can be made, assuming isotropy in the plane, on the basis of the relation, Hc2\\c(0) = 

^o/27T^6(0), while Hc2(0) is determined according to the expression [21] 
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ffc2(0) = 0.5758 ^ Tc ^ , (4.9) 

where « I ( 0 ) / K = 1.20 in the dirty limit [22], and K I ( 0 ) / K = 1.26 in the clean limit [23]. 

The slope dHc2/dT can be obtained from Fig. 4.5 with the help of the relation Hc2{T) ~ 

KV2HC(T). The value of this slope at Tc is (-4.50 ± 0.5)-104 Oe/K. Substituting these 

values into Eq.(4.9) yields estimates for the coherence length and the penetration depth, 

namely Hc2(Q) = (6.47 ± 1.27)-105 Oe. U ( 0 ) = (22.91 ± 2.27) A. Xab(Q) = (1651 ± 

181) A in the dirty limit and ifc2(0) = (6.79 ± 1.33)105 Oe, U ( 0 ) = (22.36 ± 2.21) A, 

Aoi)(0) = (1788 ± 178) A in the clean limit. It is noteworthy that the values obtained 

in this study are considerably larger than the values of Aa(,(0) ~ 1000 Ä determined by 

other methods [24. 25]. This discrepancy should be a subject of further investigation. 

We further conclude that the near perfect theoretical description as demonstrated 

in our case, in contrast to previous cases involving high-Tc samples, together with the 

absence of thermal-fluctuation effects as evidenced by the absence of a crossover in 

our M — T curves, clearly suggests the particular applicability of the Hao-Clem model 

to low-Tc and moderately anisotropic copper oxide superconductors such as the one 

studied in this work. It would be interesting to see if the same quality of fitting could 

be attained from the data on SCCO and PCCO reported in Refs. [18] and [19], where 

an unexpected high degree of anisotropy is suggested for the sample. 

4.3 Vortex State 

4.3.1 G e n e r a l p r o p e r t i e s 

In contrast to conventional type-II superconductors, the high-Tc superconductors 

have a broad resistive transition in applied magnetic field H. The effect of thermal 

fluctuations has lead to the existence of a vortex liquid originating from a vortex solid. 

The presence of disorder transforms the vortex lattice into a vortex glass while the 

vortex liquid remains vortex liquid with some new features due to the pinning effect 

induced by disorder. Due to the large value of K and the anisotropy, the melting line is 

suppressed far below the associated Hc2 [26] and modifies the H — T phase diagram of 

the Abrikosov mean-field version. In this phase diagram, the vortex state is determined 

by competition of several energy scales such as the vortex interaction energy, elastic 

energy, pinning energy, and thermal energy. 

The Ndi.85Ceo.i5Cu04_^ superconductor with relatively low Tc and moderate aniso­

tropy has a relatively insignificant thermal effect. However, the thermal fluctuation in 

NCCO may still influence the pinning effect on the vortices even when the activa-
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tioii energy is much bigger than thermal fluctuation. U » T. as featured by their 

superconducting resistive transition in magnetic field. At small external current den­

sity (j < jc) the vortex system shows ohmic behavior with an exponentially small 

resistance p{T) ~ p0 exp(-J7/T) known as thermally-activated-flux-flow (TAFF) [27]. 

which occurs in the high temperature regime. This is different from the behaviors of the 

BSCCO system and the untwined YBCO single crystals in which TAFF is observed in 

the low temperature regime which changes over to the free-flux-flow (FFF) as U < T. 

Concerning the TAFF mechanism, several models for the activation energy have been 

proposed in the past. Noteworthy among these are the flux creep model of Yeshurun 

and Malozemoff [29] and its extension by Tinkham [28] in which they proposed a pin­

ning barrier given by U ~ l/H. and the model of Geshkenbein et al. [30] where the 

vortex system was considered in the plastic state with the plastic barrier U ~ H1/2, 

as well as the so-called 3D vortex liquid by Qiu et ai. and a model of quasi-2D vortex 

liquid with U ~ hi H [31]. 

In this study, the thermally-activated-flux-flow is investigated by the Arrhenius 

plot of the resistivity (lnp— 1/T). The measurement was conducted on a single crystal 

grown by the traveling solvent floating zone method using a four-mirror furnace from 

the Crystal System Inc. The as-grown crystal was cut into two samples each measuring 

~ 1.1x5.2x1.5-mm:i by size and ~ 56.76 mg by weight (labelled as sample-I) and ~ 

1.5x1.5x0.25 mm3 by size and ~ 3.51 mg by weight (labeled as sample-II). Both as-

grown crystals were annealed in flowing Ar
2 to become a superconductor at Tc ~ 21 K 

with ATC < 1 K. The four contacts on sample I were made by attaching the lead wires 

with silver paint to the dry silver paint on the sample surface after being annealed in air 

at 300 °C for 3 hours, yielding contact resistances of a few ohms per pair. The transport 

properties were measured with Commercial PPMS Quantum Design with a current of 1 

niA. In all of the measurements, the magnetic field was applied parallel to the crystalline 

c axis in the field range 3000 <H< 20 000 Oe. Each measurement was started after 

zero-field cooling (ZFC) to 2 K. Meanwhile, an isothermal magnetization measurement 

was conducted on sample-II to determine the irreversibility line of the system in order 

to verify the liquid region. The measurement was carried out using a commercial 

Quantum Design MPMS-5 magnetometer in the temperature range 5<T<19 K with 

the magnetic field applied along the c axis. Each measurement was started after the 

sample was ZFC to a predetermined temperature. The measurements were carried out 

with the scan length set of 4 cm. 

Figure 4.6 shows the Arrhenius plot of the temperature dependence of pab under dif­

ferent perpendicular fields. It clearly reveals for each field two distinct parts where hip 

shows linear dependence upon \/T with different slopes. In each of the Arrhenius plots 

two characteristic temperatures denoted by TA and TB are defined at the upper end of 

each of the linear segments. The two linear regimes in the Arrhenius plot are similar 

to those found in multilayer low-Tc superconductors such as Mo/Si [32] , MoGe/Ge 
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Figure 4.6: The Arrhenius plot of temperature dependence of pab in various applied 
fields between 3000 and 20000 Oe parallel to the c axis. 

[33]. and NbGe/Ge[34] as well as the high-Tc YBCO thin film [31]. In addition to the 

Arrhenius plots. Figs 4.7-4.8 show the isothermal magnetic-hysteresis loops M(H) at 

various temperatures between 5 and 19 K. with the associated penetration field Hp and 

irreversible field Hirr. It is noted that the temperatures TA and TB are well above the 

irreversibility line. This indicates that the Arrhenius plots represent vortex behaviors 

in the liquid state. These results are summarized in an H — T phase diagram shown 

in Fig. 4.9. 

The linear relationship displayed in the Arrhenius plots indicates the validity of 

linear temperature dependence of the form U = U0(l — T/Tc) for U(T). From the 

slopes of these plots, the activation energy U0 at each H is obtained for the two different 

temperature regimes, and the results are shown in Fig. 4.10, as function of H. The 

best fit gives U0 ~ H~a for the low field regimes below 20 kOe with a equal to 0.66 and 

0.93 for the high-temperature (High R) and low-temperature (Low R) resistive regime, 

respectively, although UQ ~ In H also gives a reasonably good fit for both temperature 

regimes between 20 kOe and 6250 Oe. For H > 20 kOe however, the data can only 

be fitted by the logarithmic law U0 ~ In if. Apparently, the crossover from power-law 

to logarithmic law takes place between 6250 Oe and 20 kOe. The value of a in the 

low-temperature and low-field regime is close to 1 indicating that the vortex dynamics 

in this system can be described by the model proposed by Yeshurun and Malozemoff 

[29]. However the value of a at high temperature and low field differs considerably from 

the estimated value for vortex dynamics with plastic barrier (a = 0.5). The a value of 

0.66 in this experiment is on the other hand very close to 0.67 obtained by Graybeal 

and Beasley [35] in 2D superconducting film of amorphous Mo-Ge. It is also important 

to note that the high-temperature regime is narrower than the low-temperature one. 

A further clarification is needed for the occurrence of the logarithmic law at high 
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Figure 4.7: The Isothermal magnetic-hysteresis loops of NCCO single crystal at various 
temperature between 15 and 18 K. 
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Figure 4.8: The Isothermal magnetic-hysteresis loops of NCCO single crystal at various 
temperature between 5 and 13 K. 
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field. This behavior of the flux motion activation energy has been experimentally 

demonstrated as a feature associated with a quasi-2D vortex state in oxygen deficient 

YBCO at low field [36, 31]. Theoretically, this field dependent characteristics has 

also been explained on the basis of thermally activated unbinding of vortex-antivortex 

pairs taking place above the Berezinskii-Kosterlitz-Thouless (BKT) transition tem­

perature [37]. According to this model, the energy for this to happen is given by 

UQ ~ IC4>1/2TTJJ.OX2 In ( A / 0 O / B / C ) . In our case, as indicated in the H — T phase diagram 

of Fig. 4.9 the 2D characteristics is expected to occur instead at the higher field ( 3> 

H-21) ~ 1400 Oe ). Hence the logarithmic law is naturally best fitted for the high field 

data. This apparent contradiction on the field regimes where the 2D characteristics 

occurs in the oxygen deficient YBCO and NCCO sample may have its origin in the 

higher anisotropy in the former case. In other words, the former is basically a 2D 

system even in the weak field, whereas the latter would become quasi 2D only in the 

high field. This may also explain the relatively broad crossover region found in this 

case. 

4.3.2 P e a k effect 

I n t r o d u c t i o n 

The peak effect is now recognized as a general phenomenon in type-II superconduc­

tors. It appears as a second peak after the penetration peak in the magnetization curve. 

In the conventional low-Tc compounds, this phenomenon occurs at high field close to 

the upper critical-field (H^) whereas in the high-Tc compounds, it occurs at low field 

in the magnetization curve. Since its discovery in a single-crystalline YBa2Cu307_,5 

(YBCO) [38], the second peak has now been observed in relatively clean single crys­

tals of Tl 2 Ba 2 Cu0 6 (TBCO) [39], Bi2Sr2CaCu208 (BSCCO) [40, 41], La2_.TSr,:Cu04_«5 

(LSCO) [42] and Ndi.s5Ceo.15 Cu04_* (NCCO) [24], This anomalous effect has been 

extensively studied, and attributed to mechanisms varying from collective pinning [43], 

surface barriers [39, 40, 24], lattice matching between vortex and defect structure [44], 

three dimensional-two dimensional (3D-2D) dimensional crossover [45], crossover be­

tween elastic and plastic states [46] and to crossover between quasilattice vortex glass 

and disordered vortex glass [47, 48, 49]. None of these models provides a complete 

description of the effect. Apparently, further theoretical development requires more 

complete and high-quality experimental data than what have been available to date. 

For instance, the fact that most of the available data are obtained by bulk measure­

ments of the magnetization loop, may somehow suppress the salient feature of a sharp 

transition in the peak effect. Furthermore, while generally reported with a clear on-
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set temperature below Tc. most of the data fail to delineate the temperature range 

in which this remarkable effect persists. An exception to this has been reported on 

BSCCO [50, 51] for which a temperature range of 22 to 28 K was cited for the obser­

vation of the peak effect. Added to these shortcomings are the non-uniform quality of 

samples studied so far. As a consequence, additional experimental data and related 

phenomenological analysis are needed before a comprehensive and definitive picture of 

the associated vortex phase diagram may emerge from these studies. 

The relatively moderate anisotropy (-) = 200) [52] and the low Tc value (Tc between 

21 and 24 K) of NCCO offer a special advantage for the study of those putative transi­

tional effects, as the phenomena are expected to be relatively free from thermal compli­

cations and to be within an easily accessible range for magnetic measurements. In this 

section, the result of magnetic-hysteresis loop measurements on a Ndi.ssCeo.isCuO^-à 

single crystal are reported which definitely show the second peak effect. In contrast 

to the results reported by Andrade et al. [53], a clearly reproducible peak effect is ob­

served within a limited temperature range, showing a discernible sign of disappearance 

of the arrow head at lower temperature in conjunction with a number of other effects. 

Analysis of these coincidental effects suggests a relatively comprehensive picture of the 

vortex states covering the peak-effect region and its surrounding area in the H — T 

phase diagram. 

E x p e r i m e n t s 

The experiments were performed on a single crystal of Ndi.85Ceo.i5Cu04_i grown 

by the travelling solvent floating zone (TSFZ) method using a four-mirror furnace 

from Crystal System Inc. The crystal with dimensions of ~ 1.5 x 2.5 x 0.01 mm3 

and mass of 1.6 mg was obtained by cleaving the as-cut crystal along the ab plane in 

air. The crystal has typically different dimensions from those reported in the previous 

section. The as-grown crystal was not a superconductor. It became superconducting 

below Tc ~21 K (with ATC ~ 1 K) after being annealed in flowing N2 gas at 900 °C 

for 30 h and subsequently quenched to room temperature. The superconductivity 

can be easily removed by annealing the superconducting crystal at 900 °C in air. 

The elemental composition of the crystal was examined by means of Electron Micro 

Probe Analysis (EPMA). and the result shows that the molar ratios are given by 

Nd:Ce:Cu:O=1.98:0.15:1:3.59 which is relatively rich in Nd. 

Isothermal magnetic-hysteresis loops were measured with the magnetic field H ap­

plied parallel to the c axis of the crystal using a commercial Quantum Design MPMS-5 

magnetometer. The measurements were carried out in the temperature range 5<T<20 

K, with field steps of W<H<50 Oe and 50<i7<350 Oe below and above the second 

peak, respectively. Each measurement was started after the sample was ZFC to a 

predetermined temperature with the scan length set at 4 cm. 
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Figure 4.11: Isothermal magnetic-hysteresis loops of a NCCO single crystal at various 
temperatures between 18 and 20 K. 

Results and discussion 

Figs. 4.11 - 4.13 show the magnetic-hysteresis loops M(H) in the low-field region 

with the penetration field Hp. onset field for the second peak Hon. the second peak 

Hsp, and the irreversible field Hirr indicated on the curves. The curves exhibit the 

following features : (1) An onset temperature of the second peak at T ~19.5 K. which 

is very close to Tc. with Hon ~100 Oe, in reasonable agreement with an observation 

reported previously [53. 54]. (2) A discernible disappearance of the second peak below 

about T ~10 K (T/Tc <0.5). in clear contrast to results reported in Refs. [53] and 

[54]. (3) An abrupt increase of the penetration field at about 10 K. where the second 

peak disappears. It must be stressed that in all high T c cases reported so far. the onset 

temperature of the peak effect generally lies far below Tc (T/Tc <0.5). Furthermore, 

the disappearance of the effect was not commonly reported, except in the case of a 

BSCCO crystal for which a temperature range between 22 and 28 K was cited for the 

observation of the effect [50, 51]. 

Following the scaling treatment introduced previously for a BSCCO crystal [55], 

the M(H) curves at various temperatures presented in Figs. 4.11-4.13 are similarly 

treated here. For each curve, the field and moment are scaled with the magnetic mo­

ment (TO*) and the magnetic field (h*) at the first penetration point indicated in the 
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Figure 4.12: Isothermal magnetic-hysteresis loops of a NCCO single crystal at various 
temperatures between 11 and 11 K. 

figure. The results are presented separately in Fig. 4.14 and Fig. 4.15 for different 

temperature ranges. Figure 4.14 shows the normalized magnetization curves at tem­

peratures between 5 and 10 K. which are below the temperature range of the second 

peak. A remarkable scaling behavior is displayed over the entire range of the hysteresis 

loop for 5,6 and 7 K. It is further observed that a distinct deviation from the scaling 

behavior begins to show up at 9 K which is around the lower end of the temperature 

range of the second peak. In this temperature range the scaling characteristics is almost 

completely lost: it is retained only in the very narrow region far below h* as depicted 

in Fig. 4.15. Unfortunately, it is impossible to investigate the expected recovery of the 

scaling behavior at the high-temperature end of the peak-effect (T ~19.5 K). as the 

interval between this temperature and the critical-transition temperature is simply too 

narrow to allow a meaningful comparison of distinctly different magnetization curves. 

Another important aspect revealed by Figs. 4.14 and 4.15 is the onset and dis­

appearance in the different temperature regions, of the symmetry between the two 

branches of the hysteresis loop. It is apparent that a pronounced asymmetry features 

in the scaled data at temperatures below 10 K. To a lesser extent, a similar feature is 

also perceptible for the data at 20 K represented by the innermost curve in Fig. 4.15. 

On the other hand, a symmetrical shape of the hysteresis loops is consistently displayed 

in the figure for all curves with T lying within the temperature range of the peak effect. 
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Figure 4.13: Isothermal magnetic-hysteresis loops of a NCCO single crystal at various 
temperatures between 5 and 10 K. 

Similar behavior has previously been reported for a BSCCO [50, 51]. It is important 

at this point to recall that the symmetrical shape of the hysteresis loop is supposed 

to indicate a dominant role of the bulk pinning mechanism, while the decrease of the 

symmetry is understood to signify the increasing role of the surface or the geometrical 

barriers in the pinning mechanism [51]. Hence, it is natural to suggest on this general 

ground that the second-peak effect is expected to appear in a temperature and field 

regime where the bulk pinning effect is dominant and to disappear outside this regime 

due to suppression of the pinning mechanism. This general picture appears to be well 

in line with the suggestion offered in Ref. [55]. A more detailed description will emerge 

in the following discussion. 

For the purpose of further analysis, the experimental M — H curves in Figs. 4.11-

4.13 are converted to H — T semilog plots in Fig. 4.16. This conversion is carried out 

by taking for each temperature T, the values of Hp at the first minimum, Hon at the 

first maximum, Hsp at the second minimum of the associated magnetization curves in 

Figs. 4.11-4.13 which are then transferred to the corresponding points in Fig. 4.16. 

The data points for Hirr in the same figure are obtained, again for each T, from the 

corresponding points of splitting between the lower and upper branches of the M — H 

curves in Figs. 4.11 - 4.13. This transformation of data allows a better description 

and a more convenient study of the temperature and field dependent behaviors of the 
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Figure 4.16: H — T phase diagram f or a NCCO single crystal with fits of the temperature 
dependence of Hp, Hon, Hsp and Hirr. See text for the discussion. 

sample on the basis of available theoretical models, and thus paving the way for the 

construction of the associated phase diagram. 

In Fig. 4.16, the data are presented together with the theoretical fits. One of the 

noticeable features in the H — T diagram is the appearance of an apparently well-

confined region for the peak effect, corresponding to the region containing the "rising" 

part of the magnetic response (or the descending part of the associated magnetization 

curve pertaining to the second peak). This region is limited on the left hand and right 

hand sides by 11 and 19.5 K. respectively, as alluded earlier. It is bounded below 

by the Hon curve corresponding to the onset fields of the second peak, and bounded 

above by the Hsp curve representing the fields at the peaks. In accordance with the 

order-disorder transition model for the peak effect [47, 48], Hon is supposed to represent 

the boundary for the transition from the vortex-lattice state to the vortex-glass state, 

which was recently suggested to be an entangled solid phase of the vortices [49]. It 

is important to point out however, that in contrast to previous reports [53, 54], our 

data for Hon do not fully confirm the characteristic temperature dependency expressed 

by Hm(T) = Hon{l))(l - (T/T c)4)3 / 2 as proposed by Giller et al. [54], particularly for 

T/Tc > 0.8. Nor do we observe a dramatic rise of Hon at low temperature as reported by 

Andrade et al. [53]. The upper boundary Hsp marks the turning point corresponding 

to the sharp reversal of the magnetic response of the sample, which is presumably a 

consequence of a sudden weakening of the pinning strength. One potential mechanism 

responsible for this change of pinning strength at relatively high magnetic fields is 
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a dimensional crossover from a 3D to a 2D vortex state. This 2D vortex state may 

exist below the vortex melting line Hirr(T) as a result of the pancake-vortex layer 

decoupling at relatively high fields. An estimate of the dimensional crossover field 

based on the approximate formula [56] H2D{0) ~ 4$ 0 / ( ' )d) 2 with anisotropy [52] -) = 

200, and interlayer spacing d = 12A yields a value of about 1400 Oe for H2D(0) as 

indicated on the field axis in Fig. 4.15. The fact that this value of i?2o(0) is closer to 

the value commonly cited for BSCCO than to that for YBCO may well be related to the 

higher anisotropy compared to YBCO, due to the absence of apical oxygen in NCCO. 

A straight line drawn from that point intersects the Hsp curves near its upper end, at 

T ~ 11 K, suggesting that our Hsp curve may signify the harbinger of a dimensional 

crossover in the higher-temperature region. It must be stressed that the boundary 

of dimensional crossover, which is commonly indicated by a straight horizontal line 

drawn from _ff2D(0), is strictly valid only in the low-temperature region far away from 

Tc. On general grounds, it is expected to curve down, due to the weakening of interlayer 

coupling at higher temperature, perhaps similar to the way Hsp decreases towards Tc. 

One notes further that this so-called second-peak field Hsp exhibits a temperature 

dependence described very closely by Hsp(T) = H0(l — T/Tc)
125, with H0 = 2650 Oe. 

resembling the high-temperature part of Hirr to be discussed below. Unfortunately 

this interesting observation has so far remained unexplained. 

It is important to note at this point that the Hon curve in Fig. 4.16 is located slightly 

above the penetration field curve Hp, supporting our view that the peak effect occurs in 

a state where an effective penetration of the external field as well as the formation of a 

quasilattice structure have taken place in the sample, by which the pinning mechanism 

becomes operative. Further, an abrupt upward shift of Hp occurs at T around the lower 

limit of the temperature range of the second peak. In other words, effective formation 

of the vortex state in the sample will only take place at these higher magnetic fields 

below 10 K. It is then interesting to note that this lower-temperature part of the Hp 

curve is located above the i/2D(0) line. This implies that such a strong increase in 

magnetic field will take the vortex right into the 2D regime where no vortex lattice 

structure can be supported [57] and hence no lattice-glass transition or second-peak 

effect is expected to occur. This explains quite naturally the disappearance of the 

second peak below 11 K. It is understood that Hp is mostly determined by barrier 

effects, and this effect is presumably enhanced at lower temperature, explaining the 

need of a higher external field for its effective penetration into the sample. Ignoring the 

relaxation effect, a surface-barrier model for pancake vortices [58] has been proposed 

to be characterized by Hp ~ Hcexp(—T/T0). As seen in Fig. 4.16, the low-temperature 

part of Hp fits very well with the data for Hc = 6800 Oe and T0 = 6.2 K. On the other 

hand, the higher-temperature part of Hp fits only partially with the theoretical curve 

(using H* = 1000 Oe). exhibiting a distinct deviation at temperatures close to Tc. A 

vortex-line model with its prediction of Hp ~ (Tc — T)3^2/T does not work either for 
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this part of the data. We suspect that an additional effect of geometrical barriers may 

play a greater role at higher temperature [60, 61]. 

Turning our attention to the irreversibility line in Fig. 4.16, we note immediately 

that the data are clearly divided into two parts. The high-temperature part ( U K 

< T < 19.5 K) displays an excellent fit to the theoretical curve given by Hirr = 

Hm(l - T/T,,)1-5 with Hm = 13500 Oe, which was supposed to be a consequence of 

depinning of the vortices or the combined effect of thermal and quantum fluctuations 

[62]. We note once again that Andrade et al. [53] have reported a fit of their data with 

basically the same form with H„, = 23000 Oe and an exponent of 2.4. One further 

observes that below 10 K. the irreversible line is better characterized by an exponential 

law. Hirr = H*mexp(b0/T) where H*n = 2500 Oe and b0 = 10 K. This behavior has 

been suggested in the Josephson-coupled layer-superconductor model with moderate 

anisotropy [63]. A similar change of the temperature-dependent behavior of H,Tr was 

also observed in a single crystal of BSCCO [63, 41, 64. 65, 66] and TBCO [67]. In 

contrast to that observation however, the discontinuity found here involves the value 

of Hlrr instead of merely its slope. Furthermore, a change in sign of the slope was 

observed at the onset temperature in the case of the BSCCO and TBCO systems. In 

our case, this change can not be observed since the onset temperature at the higher 

end is too close to Tc to allow such a detailed analysis. It is conceivable to expect 

however, that some change in Hirr should occur at both ends of the temperature range 

of the peak effect. In our case for instance, the discontinuity at lower temperature and 

higher magnetic field could perhaps be attributed to some change in the interlayer-

coupling mechanism, while the change at temperatures close to Tc may well be due to 

fluctuation-induced depinning effects. It is nevertheless too early at this stage to pin 

down on the exact nature of the changes. In fact, the theoretical model mentioned 

above was formulated for a 3D-like vortex fluctuation at H«.H2D{0). which is not 

exactly the condition met in our experiment. But the fact that it occurs concurrently 

with the onset or disappearance of the peak effect should provide an important clue 

for unraveling its underlying mechanism. 

Finally, a note of comparison with the vortex-phase-transition picture proposed 

recently by Ciller et al. [54] will be in order. We note in the first place that their H — T 

diagram does not indicate the existence of a low-temperature limit for the entangled 

solid phase as revealed by our experimental data and indicated in the vortex phase 

diagram. We should also point out that in our proposed phase diagram, a "buffer" 

vortex phase of 2D or quasi-2D character appears between the phase boundary of 

the entangled solid and the vortex melting line Hirr{T). In addition to this, detailed 

temperature-dependent behavior of the various "phase" boundaries obtained from our 

data is also at variance with theirs. 
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Conclusion 

We have presented magnetization data on a NCCO single crystal at various temper­

atures, which show for the first time in this system a clear temperature delineation on 

both ends for the second-peak effect and an abrupt increase of the penetration field 

at its lower end. Analysis of the data on the basis of some of the existing models 

has led to a suggested vortex-state phase diagram for the sample. It also confirms the 

crucial role of pinning with weak disorder in the peak effect, and suggests the necessary 

condition of effective penetration by the external field along with the formation of a 

quasilattice vortex state which is only possible in the 3D vortex regime. Lacking any 

of these factors will simply lead to an unfavorable condition for the appearance of the 

peak effect. We have further found a compelling reason to include a quasi-2D vortex 

regime in our H — T diagram in order to understand the important characteristics of 

our data. Our H -T phase diagram also reveals a number of features in conjunction 

with the appearance of this anomalous effect which requires a more comprehensive and 

coherent explanation. Finally it is important to point out that our data do not agree 

very well with those obtained by the other groups on the same basic system, prepared 

however by different processes. 

4.3.3 R e l a x a t i o n in t h e p e a k effect r eg ime 

I n t r o d u c t i o n 

The phenomenon of magnetic relaxation arising from thermally activated flux creep 

has been most intensively studied in high temperature superconductors since its first 

observation in YBCO [29]. Aside from the effect of temperature enhancement, the 

so called 'giant flux creep' in this new class of cuprate oxide superconductors is also 

known to work on a novel pinning mechanism different from the model formulated by 

Anderson and Kim [68]. It has recently been shown that a similar effect is observed in 

the lower temperature species including LSCO [69] and NCCO [70]. We report here the 

result of magnetic relaxation measurement on a high quality NCCO single crystal in 

connection with the temperature variation of the second peak effect reported previously 

[5]. Further analysis on the pinning barrier will also be conducted on the basis of the 

collective flux creep model [71]. 

E x p e r i m e n t s 

Our sample was a single crystal of Nd1.85Ce0.i5CuO4_(j grown in a four-mirror furnace 

of Crystal System Inc. as described in Chapter 2. The magnetization measurements 
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Figure 4.17: Time dependence of magnetization in the FS mode at various temperature 
between 5 and 17 K at 750 Oe. The Unes are guides to the eyes. 

were performed in a magnetic field. H. applied along c axis in a Quantum Design 

SQUID magnetometer with a scan length of 4 cm, and over a temperature range of 5 

< T < 17 K. For the measurement of relaxation data, the sample was first zero field 

cooled (ZFC) to 5 K, and then heated to a desired measuring temperature within the 

temperature range mentioned above. The magnetic field was then ramped up from 0 

to 750 Oe and kept fixed during the measurement, this will later be called the forward-

sweep (FS). As reverse-sweep (RS), the applied field is initially raised up to 25 kOe 

in order to ensure full penetration of the flux into the sample at the measurement 

temperature, then lowered to 750 Oe prior to measurement. The applied field strength 

was chosen to probe the second peak region in the H - T phase diagram described in 

the previous section [5]. The time window for data sampling is 200 s and the entire 

time span of each measurement is about 3 hours. The data are shown in Figs. 4.17 

and 4.18. 

Resu l t s a n d discussion 

The data of the remanent magnetization M(t) were measured isothermally as func­

tion of the time t at various temperatures. We note that the remanent magnetization 

in the higher temperature regime decays at progressively faster rates as evidenced by 

its increasing deviation from the linear dependence on ln(t). This is illustrated by the 

temperature dependence of the relaxation rate S = -dln{M)/dln(t) obtained from 

forward-sweep and reverse-sweep measurements as plotted in Fig. 4.19. We observe 

further from the figure that the two curves exhibit qualitative similarity for T < 15 
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K, and oven coincide at T= 14 K. Beyond 15 K, their variations with respect to T 

are marked by distinctly different characteristics. This means that apart from the 

small temperature range in the vicinity of T ~ 14 K. the relaxation processes in the 

reverse-sweep and forward-sweep cases generally proceed in an asymmetric manner. 

This dissimilar relaxation behavior may well signify the presence of a surface barrier 

effect [72] in the sample, although further clarification is required on this point. 

Further, it is interesting to compare the temperature dependent behavior of S(T) 

with those reported on other cuprate superconductors. In particular, compared with 

that of YBCO. both curves for T < 15 K appear to share the general qualitative char­

acteristics of a near monotonie rise with the temperature except for some interruption 

of the trend in the low and intermediate temperature regions. A closer look, however, 

reveals that the interruptions in these cases occur as narrow and shallow valleys in­

stead of the broad plateau commonly observed in YBCO [73]. In this respect, it is 

rather similar to data on BSCCO [74] and TBCCO [75] which also show no plateau, 

while exhibiting a maximum or double peak in S{T). This similarity is particularly 

remarkable in the forward-sweep data depicted in Fig.4.19 which displays two broad 

maxima around the second peak region, although it differs in quantitative detail from 

that reported in Ref. [74, 75]. This relative suppression of S(T) in the second peak 

region is reminiscent of previous observations reported on BSCCO [76]. All these par­

ticular behaviors are supposed to be the outcome of an intricate interplay between the 

pinning mechanism and the thermal effect, with further complication from the surface 

or geometrical barrier effect. 

In order to compare the data with some of the existing models, the method of 
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Figure 4.21: Flux creep activation energy from FS measurement for temperatures from. 
5 to 11 K determined by Maley's method. The results of fitting between 8 to 16 K are 
indicated in the inset. 

Male}' et al. [77] is applied for determination of the flux creep activation energy as a 

function of magnetization or screening current density. The results for reverse-sweep 

and forward-sweep data are shown respectively in Fig.4.20 and 4.21 as the set of Uefj 

vs - (M — Meq) segments for various temperatures, with Meq is the associated average 

of ascending and descending magnetization. Here, the effective activation energy is 

written as U, eff -T\n\dMJdt\ + T0 with To is an additive constant. The segments are 

scaled into a "universal curve" after introduction of a temperature dependent additive 

constant varying from 40 to 60 K. In both RS and FS data, the segments can only 

be scaled onto a "universal curve" with a single additive constant for temperatures 

between 8 K and 12 K. This is clearly indicated in the figure which are different from 

the smooth and continuous curves obtained in many cases. On the other hand, a similar 

feature has been noted before in ZFC data of BSCCO [76], and it was attributed to a 

surface or geometrical barrier effect. Nevertheless, an attempt made to fit these curves 

between 8 and 15 K with the collective creep model [71] U(j) ~ Uc/ß{{jc/jY
 — !)• 

leads to the result depicted in the insets of the respective figures for which a disc shape 

has been assumed for the sample. Estimation from the fit yields a glassy exponent of 

about ß = 0.5 for both RS and FS data in roughly the same temperature range between 

8 and 11 K, while giving a much smaller value of ji = 0.01 in the temperature range 

between 11 and 15 K. This abrupt change of \i can be interpreted as a crossover from 

a ''rigid" to a ''soft'7 vortex glass as we move from the lower to the higher temperature 

regimes of the peak effect. The change of \i in the peak effect regime has also been 

reported by Giller et al. [54] although it differs in quantitative details from our result. 

Admittedly, in view of the possible complication from surface or geometrical barrier 
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effect as reflected by the ''imperfection" of our Maley plots, this analysis is subject to 

further clarification. 

Conc lus ion 

The result of magnetic relaxation measurements on a NCCO single crystal has indi­

cated asymmetrical behaviors of the relaxation rates S(T) for RS and FS data except 

in a narrow temperature range around 14 K. Instead of a broad plateau, both S(T) 

curves display a broad and weak maximum at low or intermediate temperature before 

the peak effect temperature region, with the FS curve showing an additional maximum 

at 16 K . Analysis of the data employing the Maley mapping method has suggested 

a crossover of pinning mechanism in the temperature range considered, although the 

picture is complicated by the surface and geometrical barrier effects. 
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