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Abstract. We present measurements of the structure func-
tion F» in e*p scattering at HERA in the range®Ge\? <

Q? < 5000 Ge\t. A new reconstruction method has allowed
a significant improvement in the resolution of the kinematic
variables and an extension of the kinematic region covered
by the experiment. AR? < 35 Ge\* the range iz now
spans @-107° < = < 0.08 providing overlap with mea-
surements from fixed target experiments. At valueséf
above 1000 Ge¥the = range extends to 0.5. Systematic
errors below 5% have been achieved for most of the kine-
matic region. The structure function rises xaglecreases;
the rise becomes more pronounced@sincreases. The be-
haviour of the structure function data is well described by
next-to-leading order perturbative QCD as implemented in
the DGLAP evolution equations.

1 Introduction

Measurements of neutral current (NC) deep inelastic scatter-
ing (DIS) at HERA [1, 2] have revealed a rapid rise of the
proton structure functiort;, as Bjorkenx decreases below
10~2. Extensions of these measurements to Q& have

29 also at University of Hamburg, Alexander von Humboldt Research Award shown that this rise persists down @)’- values as low as

30 now at Lawrence Berkeley Laboratory, Berkeley
31 now at Yale University, New Haven, CT
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1.5 GeVf [3, 4].
In this report we present a new measuremenkpfrom
a DIS event sample eight times larger than that used in our

34 present address: Tokyo Metropolitan College of Allied Medical Sciences,Previous analysis [1]. The increase in statistics combined

Tokyo 116, Japan

with a new method that provides a substantially more precise

35 supported by the Polish State Committee for Scientific Research, granteconstruction of the event kinematics has allowed us to

No. 2P03B09308

36 supported by the Polish State Committee for Scientific Research, gran
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extend the range of the measurementx iy an order of
hagnitude and to decrease the systematic uncertaintiés of

@ supported by the Natural Sciences and Engineering Research Council J?y rothIy a factor of three.

Canada (NSERC)
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New data onF» with similar statistics in a similar kine-
matic range have recently been presented by H1 [4].
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2 Experimental conditions of 20 x 20 cn? at the center of the RCAL and SRTD ac-

) commodates the beampipe. The SRTD signals resolve single
The data presented here were taken with the ZEUS detegninimum ionizing particles and provide a position resolu-

tor at HERA in 1994. HERA operated with 153 colliding tion of 0.3 cm. The time resolution is less than 2 ns for a
bunches of 820 GeV protons and 27.5 GeV positrons, with aninimum ionizing particle.

time between bunches of 96 ns. Additional unpaired positron The |uminosity is measured via the positron_proton
(15) and proton (17) bunches circulated, which are usethremsstrahlung processy — evp, using a lead-scintillator
to determine beam related backgrounds. The proton buncBalorimeter (LUMI) [10] which accepts photons at angles
length was approximately 20 cm (r.m.s.) while the positron< 0.5 mrad with respect to the positron beam direction.
bunch length was negligible in comparison which, togetherrhe LUMI photon calorimeter is also used to tag photons
with run-to-run variations of the mean interaction position, from initial state radiation in DIS events. It is positioned
leads to a length of the interaction region of 12 cm (r.m.s.)at Z = —107 m and has an energy resolution of £ =
centered around=+6 cm.* The data of this analysis cor- 18964/E(GeV) under test beam conditions. In its operating
respond to a luminosity of 2.560.04 pb. Approximately  position, however, it is shielded from synchrotron radiation
5% of the proton current was contained in satellite bunchespy a carbon-lead filter and has an energy resolution/df =
which were shifted by 4.8 ns with respect to the primary 26.5%4/F(GeV), as determined from bremsstrahlung data.
bunch crossing time, resulting in a fraction of theinter-  The position resolution is 0.2 cm X andY. In addition,
actions occurring atZ) = +78 cm. an electromagnetic calorimeter positionedzat —35 m is

A description of the ZEUS detector can be found in [5, ysed for tagging positrons scattered at small angles.
6]. The components used in this analysis are briefly dis-

cussed. The uranium-scintillator calorimeter (CAL) [7] cov-
ers 99.7% of the total solid angle. It consists of the 1 Triggering
barrel calorimeter (BCAL) covering the range.36 < 6

< 1291° in polar angle, the forward calorimeter (FCAL) gyents were filtered online by a three level trigger sys-
covering 26° < ¢ < 36.7° and the rear calorimeter (RCAL) (o [6]. At the first level, the events are selected by the

covering 1291° < § < 1762°. The FCAL and RCAL are ogica| OR of the following conditions (further details can
divided in two halves to allow retraction during beam in- 5" und in [11]):

jection. Each calorimeter part is segmented in electromag-
netic (EMC) and hadronic (HAC) sections. Each section — Total EMC energy deposit in the BCAL is greater than

is further subdivided into cells of typically 5 20 cn? 4.8 GeV.

(10 x 20 cn? in the RCAL) for the EMC and 2& 20 cnt — Total EMC energy deposit in the RCAL, excluding the
for the HAC sections. Each cell is viewed by two photomul- region closest to the rear beampipe, is greater than 3.4
tipliers (PMTs). Under test beam conditions the calorimeter GeV.

has an energy resolution of £ = 18%//E(GeV) for elec-  _ |n the RCAL, the isolated positron condition (ISO-e) is

trons ando/E = 35%»h/E(GeV) for hadrons. The timing fulfilled. The 1SO-e condition requires that the isolated
resolution of a calorimeter cell is less than 1 ns for en-  EMC energy deposit be greater than 2.5 GeV and that
ergy deposits greater than 4.5 GeV. In order to minimise  the corresponding HAC energy be less than 0.95 GeV
the effects of noise due to the uranium radioactivity on the  or no more than a third of the EMC energy. The above
measurements all EMC(HAC) cells with an energy deposit  condition is ANDed with the requirement that the total

of less than 60(110) MeV are discarded from the analysis. energy deposit in RCAL EMC is greater than 3.8 GeV.
For cells with isolated energy deposits this cut was increased

to 100(150) MeV. Events where the positron is scattered in the direction of the

The tracking system consists of a vertex detector (VXD)FCAL are triggered efficiently, by the hadronic final state,
[8], a central tracking chamber (CTD) [9], and a rear track-with the above requirements.
ing detector (RTD) [6] enclosed in a 1.43 T solenoidal mag-  Backgrounds from protons interacting outside the detec-
netic field. The interaction vertex is measured with a typ-tor were rejected using the time measurement of the energy
ical resolution along (transverse to) the beam direction ofdeposits in upstream veto counters and the SRTD. The av-
0.4 (0.1) cm. For high momentum tracks ¥ 5 GeV) the  erage trigger efficiency for events that pass the off-line se-
extrapolated position on the inner face of the calorimeters idection cuts (see Sect. 6) is above 99%, as determined from
known with a typical resolution of 0.3 cm. independent triggers and MC simulation.

The position of positrons scattered at small angles to Inthe second level trigger (SLT), background was further
the positron beam direction is measured using the small anreduced using the measured times of energy deposits and
gle rear tracking detector (SRTD) which is attached to thethe summed energies from the calorimeter. The events were
front face of the RCAL. The SRTD consists of two planes accepted if:
of scintillator strips, 1 cm wide and 0.5 cm thick, arranged
in orthogonal directions and read out via optical fibers anddszr = »_ Ei(1— cost;) > (24— 2E,)  (GeV) 1)
photo-multiplier tubes. It covers the region of 6868 cn? i
in X andY and is positioned aZ = —148 cm. A hole  here E; and 6; are the energies and polar angles (with

1 The ZEUS coordinate system is defined as right handed witt? taeis respect toX =Y =2 =0 Cm) of calorimeter cells, and

pointing in the proton beam direction, and theaxis horizontal, pointing £ i$ the energy deposit measured in .the LL_JMl PhOton
towards the centre of HERA calorimeter. For perfect detector resolutidiz,,r is twice
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the positron beam energy (55 GeV) for fully contained DIS cross sections according to the ALLM parameterisation [25].
events while for photoproduction events, where the scattere@hotoproduction events corresponding to an integrated lu-
positron escapes down the beampifg, peaks at much minosity of 250 nb! were generated with a photon-proton
lower values. Proton beam-gas events which originate frontenter-of-mass energy = 190 GeV. Events with smalléi
inside the detector have energy flows which are concentratedalues do not contribute to the photoproduction background
in the forward direction and so also have small values ofdue to the requirement oh(see Sect. 6).
dsrT-

The full event information was available at the third
Igvel trigger (TLT). Tighter timing cuts as well as algo- 4 Energy and angle measurements
rithms to remove beam-halo muons and cosmic muons
were applied. The quantityr,r was determined in the o i .
same way asisrr. The events were required to have In the dete_rmlnatlon of the D_IS kinematics, th_e CAL_en-
étrr > (25— 2E.,) (GeV). Finally, events were accepted if €9y deposits are separated into those associated with the
a scattered positron candidate of energy greater than 4 Geldentified scattered positron, and all other energy deposits.

was found. In total 900853 NC DIS candidates satisfied thel h€ latter is defined as energy from the hadronic system, or
above trigger conditions. hadronic energy. The kinematics of the event is then deter-

mined from:

— The energy E!) and polar angleé.) of the scattered
positron.
— The hadronic energy in terms of

3 Monte Carlo simulation

Monte Carlo (MC) event simulation is used to correct for
detector acceptance and smearing effects. The detector simu-

lation is based on the GEANT program [12] and incorporates by = Z(Eh —pzn) @)
our understanding of the detector, the trigger and test beam h

results. Neutral current DIS events are simulated using the gpg

HERACLES program [13] which includes photon aud

exchanges and first order electroweak radiative corrections. _

The hadronic final state is simulated using the colour-dipole ~ ?7" = \/(Z pxn)?+ (Zth)z @)
model CDMBGF [14] including all leading order QCD dia- h h

grams as implemented in ARIADNE [15] for the QCD cas-  \yhere the sums run over all CAL energy deposits not
cade and JI_ETSET [16] for the .ha.dronlsanon. The ARIADNE  5osociated with the scattered positron.

model provides the best description of the observed DIS non-

diffractive hadronic final state [17]. Diffractive events which The hadronic energy flow is characterised by the ‘ang|g’
have been observed in the data [18, 19] by the occurrencdefined by:

of a large rapidity gap in the detector are simulated within
ARIADNE by assuming that the struck quark belongs to cosy
a colourless state having only a small fraction of the pro- "
ton’s momentum. The parameters of the model are adjusted , .
to be consistent with recent ZEUS measurements [20]. Thd? the naive quark parton model picture of DIS the angle
MRSA [21] parton density parameterisations, modified atcOrresponds to the polar angle of the struck quark.

low Q? as described in [22], are used. For the final accep-

tance corrections, the events are reweighted with the help

of a NLO QCD fit to the data in an iterative procedure as4.1 Positron identification and efficiency

described in Sect. 7. For systematic checks, a sample of

events was also generated using the LEPTO Matrix Elemenﬂ]e : ; e ; ;
. ; X positron identification algorithm (SINISTRA94) is based
and Parton Shower (MEPS) [23] final state simulation. on a neural network using information from the CAL [26].

_The shape of the vertex distribution used in the sSimu-t heyork separates deposits in the calorimeter which are
'?"0” is taken from non-diffractive photoprodluctlon.e.vents,.due to electromagnetically showering particles from those
since for these events the vertex reconstruction efficiency ISyhich are of hadronic origin, by assigning a ‘positron-

found to be both high~+ 90%) and independent of the . hapility'. A cut on this probability allows a clean identi-

position of the interaction. . o _ fication of the scattered positr@riThe efficiency for finding
_The effects of the uranium radioactivity were simulated o seattered positron was determined from MC simulations
using distributions obtained from randomly t(lggered events,, increase from 80% at 10 GeV to greater than 99% for
AMC event slamplezcorrespondmg to an integrated Iu.m"energies above 15 GeV. The efficiency was checked by us-
nosity of 2.5 pb* for Q* > 1.8 GeV? was generated. Th's, ing QED-Compton events and by comparing results from
sample was supplemented by an additional sample eqUIVapig algorithm with other positron finding algorithms [1] and

1 \pji 2
lent to 2.5 pb with Q2 > 20 GeV/, . found to be consistent with expectations.
The main source of background in the data comes from

the _few photoproduction |ntera_ct|ons‘ Wh!Ch Iead_ tO, the de- 2 Contrary to the previous analysis [3], in this analysis we allow the cut
tection Qf a fake Scattere(_i positron. M'mmum bias phOfIO- on the probability to vary with the calorimeter energy associated with the
production events were simulated using PYTHIA [24] with positron

- p%’h - 6i2L (4)
2 + 52 .
DPpp T O
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Since the transverse sizes of the beams are smaller than the

é *, é“’ﬂ “ resolutions for theX andY coordinates of the vertex, the
8100 7 a) ® 100t N c) beam X andY positions averaged over a single beam-fill
200} SN b N are used. For events which do not have a tracking vertex, the
N N 50 + + . . . o . .
— N . - . Z coordinate is set to the nominal position of the interaction
0 Y. L L b= S I L d =2 H —_
e A,{CAL) (em) 2 T Uy Groyemy  POINt (Z=+6cm).
£500f N b) £ ; d) The probability of finding a vertex depends on the num-
8,000 A 8100 1t 1 ber of particles which traverse the tracking detectors and
Y + thus mainly on the hadronic angte,. Figure le, which
200F >, “~ 50 + . >
_J’_!' \. R .. shows the fraction of events having a reconstructed vertex
Ol e e e as a function ofy,,, exhibits the expected behaviour. For
A%CAL (cm) A(SRTD) %cm)

Yy

verteé efficienc

o

Fig.

v, > 70° the vertex finding efficiency is greater than 95%.
It decreases to around 50% for events wijth ~ 20°. The

(cm)

| MC simulation reproduces the observed behaviour reason-

™
2
T

ably well. Relative differences of the order of 5-10% are
observed in the region below, = 30°. The drop in vertex
finding efficiency in the region aroung,, = 174 results
from the combination of the characteristics of the DIS final
states and the acceptance of the CTD in the rear direction.
. The effect is not fully reproduced by the MC simulation. All
differences between data and MC simulation are taken into

N
T

f)

vertex resolution
o
:

2
o
T

T TR account in the determination of the systematic uncertainties
20 40 60 80 100 120 140 160 180 20 40 B0 80 100 120 140 160 180 .
vy (deg.) v, (deg) on the final results.
Figure 1f shows theZ resolution of the vertex recon-

1. Distance (in cm) between track and RCAL positiim X, b and Y. struction as a function of,,. Fory,, > 40° the resolution

Distance (in cm) between track and SRTD positidn X, d and Y.e Vertex is Ut;“k = 0.2 cm, while for events withy,, close to zerd
reconstruction efficiency as a functionf; (points: data; histogram: MC).  jt becomesst"¢“* = 2.5+ 0.4 cm. For events where no ver-
zZ

f Vertex resolution along the beam (in cm) as a functiony gf

tex is reconstructed, the effective resolution is determined by
the length of the interaction region, whichdgw’” =12cm.

4.2 Positron angle measurement It is also possible to determine tt# coordinate of the ver-

tex from the measurements of the arrival times of energy

The scattering angle of the positron is determined either byeposits in the FCAL [1]. In this measurement the resolu-
measurement of its impact position on the CAL inner face to-tion is g“mmg =17 cm, and it is only used for studies of
gether with the event vertex, or, fér < 135, from the pa- systemat|c errors.

rameters of a reconstructed track matched with the positron For polar angles 45< 0. < 135 and positron trans-
impact position. verse momentgpr. > 5 GeV the tracking efficiency is

The impact position of the scattered positron at thegreater than 98%. Thus when the positron angle, as deter-

calorimeter is reconstructed using the CAL or the SRTD.mined by the CAL, is smaller than 134 track is required to
When both CAL and SRTD information are available, the match the positron identified in the CAL and the polar angle
SRTD reconstruction is used. is taken from the track parameters. A successful match is

obtained when the distance between the extrapolated impact
d)omt of the track on the face of the CAL and the posmon
right PMTs and between neighbouring cells. The posi- determined by the CAL is less than 05 cm. In this region
tion resolution on the face of the CAL is about 1 cm. The the matchlng efficiency is above 97 % and the combined
position measurement was checked by matching track§ffl
and positron candidates. The resolution of the track-CAL S;_Th[? resolution of the scattering angle measurement is
matching is found to be 1.1 cm and systematic biases aré¢. = 2.0 mrad for positrons reconstructed in the SRTD,
less than 2 mm (see Fig. 1a and b). QCAL ~ 6.8 mrad for positrons determined by the CAL and
SRTD - The position in the SRTD is determined from a”"“"" ~ 3.4 mrad for positrons with a matched track. For
the centres of gravity of the pulse-heights of the stnpsevents without a tracking vertex there is an additional error
in the X and Y planes of the SRTD. The measured of gvf’m’a‘ ~ 80 (sind.) mrad.

SRTD position resolution is 0.3 cm. For a subset of these

positrons the position measured by the SRTD can be

compared to the result from the track measurement. The&.3 Positron energy determination

resolution of the track-SRTD matching is measured to

be 0.5 cm and systematic deviations are less than 0.1 ciihe scattered positron loses energy in the passive material
(see Fig. 1c and d). in front of the CAL. In the region relevant for this analysis

The coordinates of the event vertex are determined fron*h's passive material constitutes about 1.5 radiation lengths

CAL — The position of a shower in the CAL can be de-
termined using the pulse-height sharing between left an

tracks reCOI'lSU’U_Cted With_the CTD and VXD. Thecoor- . 3 The lines of constant,, in the @, @?)-plane are given in Fig. 7b for
dinate ¢yertez) is determined on an event-by-event basis.~,, =40°,90° and 135
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except in areas around the rear beampipe,170°, and the ~ Where the KP method and the track method corrections can
solenoid support structure, 13§ 6 < 145°, where it is up  both be applied, consistent results are found.
to 2.5 radiation lengths. In the analysis, the measurement of The resolution of the positron energy measurement can
the scattered positron energy by the CAL is corrected forbe determined from the data using QED Compton, 1S
the energy loss in the passive material. and KP events, and is found to be in the rangeF =
The correction for the CAL measurement of the scattered20 — 27)%/+/E (GeV), depending on the trajectory of the
positrons can be determined directly from the data using thgpositron through the passive material in front of the CAL.
following subsamples. Studies identical to those described above for the data
were also performed with MC event samples. The result-
— At low y, the scattered positron energy is kinematically ing corrections were applied to the DIS MC sample. Thus,
constrained to be close to the positron beam energy anany difference in the CAL response between MC simulation
to be primarily a function of the scattering angle. For and data is absorbed in the corrections. The resolution of
these events, called Kinematic Peak (KP) events, thdhe positron energy measurements in the MC simulation is
mean positron energy is determined from the scatteringdjusted to reproduce the results found from the data.
angle ¢! ~ (1_2ch§9p)) to within 0.5%. The KP events ; Theds((jeptaratlia potsr,:tr%n tener.gy t(.:orreitztlolnsélfor Mﬁbsupula—
— 6 : ion and data allow the determination of relative calibrations
are s.elecFed by r/equmn%B " 2m S 0.04,>and provide for the CAL in MC simulation and data. Before determining
a calibration at, ~ E, = 27.5 GeV for¢ 2 135 the hadronic energy, adjustments, based on the difference in
— For QED Compton events:f — eyp) observed in the  the magnitude, position dependence and energy dependence
main detector, energies of the positron and the photoryt \ic and data corrections, are made to bring the energy

can be predicted precisely from the measurement of theig.51e for data and MC simulation into agreement.
scattering angles since the transverse momentum of the

scattered proton is small. QED Compton events provide
a calibration at & E; < 20 GeV andf 2 160°. 4.4 Hadronic energy determination
— In events from DISp® production,ep — epp°® (p° —
7*n~), the angle of the positron and the momenta of theThe hadronic energies, unlike the case of the positron en-
7" and7~, as measured with the CTD, give a precise ergy, are not corrected for energy loss in the passive material.
determination of the positron energy. DiSevents pro-  |nstead, the transverse momentum of the positpen, cal-
vide a calibration at 2 E. < 25 GeV andd 2 160°. culated using the positron energy corrected as described in
— In the range 30 < 6 < 150°, momenta of the positrons the last section, is compared to the; of the hadrons in
can be determined by the CTD. Although the CAL en- both the detector simulation and data. From this comparison,
ergy resolution at!, > 10 GeV is superior to the mo- uncertainties in the determination of the hadronic energy are
mentum resolution of the CTD, the track momenta aver-estimated. The meaPFT"h as a function ofy,, agrees within
aged over several events give an independent check 089 between MC simuiation and data for the entire range of
the energy measurement of the CAL. kinematics covered in this paper. THg" distributions in
o bins of v,, are compared (see Sect. 6) for MC simulation
In the fiducial volume of the SRTD), 2 167", the corre- 514 data, and are in good agreement. An uncertainty3sh

lation between the energy lost in the passive material ing assigned to the hadronic energy measurement, based on
front of the calorimeter and the energy deposited in thehege comparisons.

SRTD is used to correct the calorimeter energy measure-
ment (SRTD method). The corrections are determined using
the QED Compton and the KP samples. The PfSevents 5 kinematic reconstruction
are used as checks on the correction. This procedure is de-

scribed in detail elsewhere [3]. In deep inelastic scattering(k)+p(P) — e(k’)+X, the pro-
In the RCAL outside the SRTD fiducial volume, 39 ¢ ton structure functions are expressed in terms of the negative

< 167, the observed energy shift of KP positrons from the of the four-momentum transfer squaregf, and Bjorkenz.
value expected from kinematics, combined with test beamn the absence of QED radiation,

results of the energy loss of electrons in passive material, are , .
used to determine the correction (KP method). This proce-Q =—¢=—(k-FK), ®)
dure is described in detail elsewhere [1]. Using the data from Q2
regions where both the KP method and the SRTD method: = , (6)
can be applied, the uncertainty in the KP method of correc- 2P -q
tion is found to be the same as that of the SRTD method. wherek and P are the four-momenta of the incoming par-
The uncertainty in the energy determination in the RCAL ticles andk’ is the four-momentum of the scattered lepton.
after these corrections is 2% at 10 GeV linearly decreasindhe fractional energy transferred to the proton in its rest
to 1% at 27.5 GeV. frame isy = Q?/(sz) wheres is the square of the total cen-
In the region covered by BCAL and FCAI, < 130°, ter of mass energy of the lepton-proton collisian=(90200
comparison with the measured mean CTD momentum isGe\?).
used to correct the CAL energy measurement (track method). The ZEUS detector measures both the scattered positron
The energies corrected by the track method have an unand the hadronic system. The four independent measured
certainty of 2% independent of the energy of the positron.quantitiesE’, 6., 6, andpr;, as described in the previous
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section, over-constrain the kinematic variabteand Q? (or Q?, the noise in the CAL, which affects bothy;, andé;, has
equivalently,y and Q?). a large effect orQiA andy, ,. This region was avoided in
In order to optimise the reconstruction of the kinematic our previous analyses, which used the DA method, by im-
variables, both the resolution and robustness against possibfsing the cuy,,, > 0.04.
systematic shifts (stability) of each measured quantity must
be considered.
For the present analysis, a new method (PT) is used t®.2 PT method
reconstruct the kinematic variables. The PT method achieves
both superior resolution and stability inand@? in the full ~ The PT method provides an improved measuremeny of
kinematic range covered, in comparison with reconstructiorand @ by an efficacious combination of the information
methods used in our previous structure function measurefrom the measurements of both the hadronic system and the
ments. positron.
This is done in two steps. In the first step, the transverse
momentum balance between the positron and the hadron sys-
5.1 Characteristics of standard reconstruction methods ~ tem is used event by event to correct the hadronic energy
measurement of by using a functional form derived from
As discussed in Sect. 4, the positron variablg,and 6, the MC simulation. In the second step, _the a}dvantag.es of
are measured with high precision, and the systematic uncef® EL, JB and DA methods are combined into a single
tainties are small. The kinematic variables calculated from'&construction method for the full kinematic range.
these quantities are given by:
/

El .
ye=1— 2Ee (1— cosf,), ) 5.2.1 The measurement gfat low y. In an ideal detector,

transverse momentum conservation requies = pr. up
Q2 = 2E,E' (1 + cosh,). 8) to the negligible transverse momentum carried by QED ini-
tial state radiation. Since the positron is measured in the
This method of reconstruction, the electron (EL) method,calorimeter, energy carried by QED final state radiation is
gives good results at high whereE! is significantly differ-  mostly included in the measured positron energy. Sirge
ent from the positron beam energ@y, but at lowy (y < 0.1) is a precisely measured quantity (see aboyg), — pre
both the resolution and stability @f become poor. gives, for each event, the difference between the measured
The Jacquet-Blondel (JB) method [27] of kinematic re- and the true hadronic transverse momentum. The difference
construction only uses information from the hadronic energycan result from hadronic energy loss through the beam hole

flow of the event: and/or in the passive material in front of CAL, as well as
5 from the finite energy resolution of CAL. In first approx-
Yy = 2 9) imation the hadronic energy mismeasurement affects both
62 prr, andéy, in the same way. Indeed, if the hadronic system
2 — Prn consisted of the proton remnant carrying no transverse mo-
QL . (20) ) !
1-y,, mentum and a well collimated current jet, then an accurate

Q2 has better resolution thap? = over the entire kinematic measurement of would be obtained by:

range while at lowy (y < 0.04), y,, has superior resolu- Y = ¥,,/(77"). (13)

:;?en 'g sﬁcr)c?:lp?r:vlasgsnurve\/&heyﬁ"[ Tr?gvg\rﬁrr’ ur;(l)ﬂ;g (t)f;ethce:}aﬁz d?gniln this idealised case, a precise measuremepgt®tchieved
P ' 9y By determining the hadronic energy correction directly from

system in the passive material in front of the CAL and the .
loss through the beam holes have to be determined using g&jg{%éw an event by event basis) rather than by a MC

simulation of the DIS final states and of the detector effects. In standard DIS events, in addition to a current jet, there

This introduces substantial systematic uncertainties. is hadronic energy flow in the region between the current

The Double-Angle (DA) method [28] combines the in- . P
formation from thegsca(ttergd lepton \Evitr]1 that from the |oro—]et and the d|re<_:t|on c.)f th_e proton remnant [17]. As a resul_t,
duced hadronic svstem: the simple relationship given by (13) no longer holds and is
y ' replaced by:

(1)  ww=v,s/C (14)

sind,(1 — cosy,)) where ¢ is a correction function. In the PT method; is

= . + N 0 " o) (12) determined from MC simulation of final states convoluted
siny,, +sinfe — sin(y, +0c) with the detector simulation, as a function of the measured

In this method the hadronic measurement enters the kineguantities?”", pr;, and~y,, giving ¢ (?™" , pr,v,,)-

matic reconstruction through the variablg (see (4)), which The ratio /77 averaged ovepry, (/77 ), as obtained
depends on the ratio of the measured quantdjeandpri.  from the Mcyé%ulation, is shown in ZIlzglg 2 as a function
As a result, uncertainties in the hadronic energy measureg; Py o is the generated value of The lower limit
ment tend to cancel leading to a good stability of the recon-"_ P7e’ ) Y.n
structed kinematic variables. At the highesthowever,y,  ©f prn is typically 1.5 GeV. For small values of,, (" )

has better resolution thay, ,. At low y ( < 0.04), and low  rises almost linearly Witﬁ;;h’ . This behaviour is as expected

Q2 = 4m? siny,, (1 + cosh.)
pa ¢sinvy,, +sinf. —sin(y,, +6.)’

Ypa
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nl-6 Application of the correction function, (14), determines
= y based on theneasuredralues off}j’; , prn, and-y,,, which
\;*” reduces the dependence of themeasurement on the MC

~
T

simulation. At the same time, by compensating for the de-
viations of the hadronic energy measurement from the true
values for each event individually, the resolution of the
measurement is improved. It will be shown in Sect. 7.1,
in the studies of systematic uncertainties, that the structure
function results do not depend strongly on the details of the
MC simulation of the DIS final states used in determining
the correction function.

o Pey, <28 5.2.2 Kinematic measurement in the fulkange. When the
0e [ o 20<y,< 4@ current jet points in the backwards directiop, (2 90°), cor-
- " A0<y, < 60 responding to the region of high the hadronic system be-

o 60’<y, <120 . .
s 120<y, <180 comes less collimated, and the particle loss through the rear

S N R Y N AR B A beam hole is not negligible. These particles carry a small

0o 0o 07 e B R R e 1 amount of transverse momentum but make a large contribu-
Pt fre tion to the decrease ify, and therefore to the decrease in

y,5- As aresult the ratid;; " is less effective for determin-

ing the correction to the hadronic measuremeni;of his

can be seen in Fig. 2, where for, > 120°, there is little

dependence o@fn> on b1,

The measurement o from the positron (see (7)) at
from (13) and follows from the fact that the hadronic energy high y does not suffer from these deficiencies and provides
deposit comes mainly from the current jet whgnis small.  an accurate measurement. Applying thecorrection, first
Note that the quantitiegr;, andy,, are rather insensitive introduced in ref. [29] and used by H1 [2}) andy. are
to the energy loss in the forward beam hole. The observedombined:
positive offset from unity of i“i ) at 7" =1 results from 1
the CAL noise.* 1 YO TID, 1y,

As v, increases<;jjt> falls below unity mainly due
to energy loss in the passive material in the detector. Witr}_ne
increasing~y,, an increasing fraction opr;, is carried by
particles produced in the region between the current jet an
the proton remnant. The energy loss of these particles enter
directly into the measurement pf-;, but to a lesser extent PZTe — 4E§y(22)
into the measurement gf, , (see (2) and (9)). This leads to COSYpr =
a less linear dependence @f’2 ) on ?7",

Ygen DPTe . . ..

As pry, increases the energy flow between the currentSince the Double-Angle method is the method least sensitive
jet and the remnant becomes relatively less in comparisofi® €nergy scales, the k_mematlc vanab.les are calculated using
to the energy flow in the current jet. Thus, as a function of(11) and (12) substituting,,. for ~,, which leads to the new
increasingprs, the P dependence of > becomes more Variablesy,., and@?  andz,, = Q2 /y., /s

! PTe Ygen

linear (not shown in figure). siny, (1 + cosd.)

Fig. 2. The ratio ;JJB averaged ovepry, as a function of*‘;?h for several
gen e
ranges ofy,, . The curves show the correction functi@m(f;h s PThs Y )
e
averaged ovepr, as a function of];? for several ranges ify,,
e

(15)

At this stage, the best estimate for the transverse mo-
ntum of the hadronic systemjig. and for the hadronic
um)_, (En — pzn) is 2E.y). This allows the redefinition

Sf the hadronic angle (see (4)) as follows:

: (16)
p%e + 4E§y(22)

. A . . 2 - yR? 17

. The correction functiorz (;;: , PThy Vyy) !s parameter|§ed Qrr “siny,,. +sinfd, —sin(y,, +0.)’ (17)
using second order polynomials to describe the MC simula- sinf.(1 — cosy,.,.)
tion of Y2 in the range ® < P7* < 1.5 which contains ~ ¥p; = _. - o : (18)

Ygen Pre o siny,,. +sinf. — sin(y,,. +6.)
approximately 90% of the events. The curves in Fig. 2 show
¢, averaged ovepry, as a function of’;? for several Figure 3a shows the distributions éSfB , y"“) , yy‘2> and
e gen gen gen

values ofy,, . Yrr for several ranges iny,,. By construction, the correc-

Ygen

tion fromy,,, to y) centers the distribution around unity,
4 As an example of the effect of calorimeter noise (qufj atlow  while the further corrections yield improvements in resolu-
7., consider the measurement of an event with ue 0.01 and true  tion. Figure 3b shows the distributions g)‘fT together with
Ygen

Q? = 10 Ge\?. If one calorimeter cell in the RCAL produces a noise y, , e . L, Tgen

signal of 100 MeV, the contribution to the measuged, amounts roughly — ygc,, and Ygen ' The corresponding distributions for ﬂ@z

to “SoMeY = 0.004. Ignoring the effects of energy loss and smearing, reconstruction are shown in Fig. 3c. Bothgnand Q? the

is reconstructed 40% larger than the trueThe contribution of the same  resolution of the PT method is superior to all other meth-

noise signal to the measurgg;,, on the other hand, is smak (0.1 GeV) . . . P2
in comparison with the trupr = Qv/(1 — y) = 3.15 GeV ods. Also shown in Fig. 3c is the result fé}fz)(_ 1552,2)).
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- S <yy<30° | L g O <k Fig. 3. a The distributions of /7>  (dashed-dotted),

i i y(“ (dashed), y(z) (dotted) andyf;T (solid) for sev-

[ [ eral ranges |rryH ‘as determined from the MC simula-

— — tion. b The distributions of Ye (dotted) UDA (dashed)

i i and yPT (solid) for several ranges ||‘7H as obtained

i i ‘ ‘ from the MC simulationc The correspondlng distribu-
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a) ¥ecc/ygen b) ¥echgen c) (jeccl Qgen and Qéi(z) (dashed-dotted)
gen
The resolution of this alternative method to reconsti@ét — E! > 10 GeV, whereE! is the corrected positron en-
is inferior to the resolution of the PT method. ergy. This cut ensures high and well understood positron
For largey one can check the method by comparing finding efficiency and suppresses background from pho-

Ypp With y.. Figure 4a and b show the dlstr|but|0ns%TT toproduction.
for the regions 140< v,, < 160° and 160 < v, < 180° — 38 GeV < 6 < 65 GeV, whered = > .(E; — pz:).
wherey, is expected to give a reasonable estimatg oAlso Here the sum runs ovell calorimeter cells, i.e. includ-
shown in Fig. 4 are the expectations from the MC simulation.  ing those belonging to the identified positron. This cut
The r.m.s. widths« = 9% for 160 < ~v,, < 18C¢° ando = removes events with large initial state radiation and fur-
20% for 140 < ~,, < 160°) of the distributions are in good ther reduces the background from photoproduction.
agreement with the MC simulation and are dominated by the — A track match for6 < 135°. This condition suppresses
error on the measurement gf . There are small shifts of events from cosmic rays, halo-muons, photoproduction
about 2% between the data and MC simulation. These shifts and DIS events where an electromagnetic shower has
are included in the study of the systematic uncertainties. been falsely identified as the scattered positron.

— 5. < 0.95. This condition removes events where fake
positrons are found in the FCAL.

6 Event selection A total of 680283 events pass the above cuts.

The following cuts were used to select NC DIS events: ~ — Box cut. Events with a scattered positron impact point
in the RCAL inside a box of 26 cnx 26 cm around

— A positron candidate identified as described in Sect. 4.1. the beampipe are rejected. This ensures that the impact
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Fig. 4. The distributions oszT for a 140° < v, < 160° andb 160° <

g
vy < 18C°. The points show the data and the shaded histograms show th
results from the MC simulation

Fig. 5. Distributions ofa positron energyp positron anglet Zyertes,

Bt ’;)5: for different ranges ofy,, . The vertical lines irc—f indicate the

positions of the cuts used in the analysis. Hef the cut values are shown

for the central value ofy,, in each bin (see text). The MC distributions are
point is at least 2.5 cm away from the edge of the RCAL normalised to the integrated luminosity of the data
and therefore guarantees full containment of the electro-
magnetic shower in the calorimeter.

— =50 €m < Zyenex < 100 cm. This cut is performed of P where the?" cut was removed, for three ranges
for events with a reconstructed tracking vertex and sup+p, VHE- The energy, aphgle, vertex and transverse momentum
presses beam-gas background events and the small fragjstriputions are well reproduced by the MC simulation (also
tion of the events where the vertex position is incorrectly ingicated in the figures). To obtain these distributions the
measured. Events without a tracking vertex are assigneic events have been reweighted to the structure function

the mean verteXZ position and are accepted. obtained from the QCD NLO fit described below.
After these additional cuts a sample of 443421 events re-  Figure 6 shows the distributions ..., .., Q2. and
mains. v together with the MC distributions normalised to the in-

: tegrated luminosity of the data. Good agreement is obtained
- 1;? > 0.3-0.001y;, (v, in degrees). For the PT method ex?:ept for the regxilon aroungl ~ 1072 W?lere the MC un-
to yield a reliable measurement efand Q? the loss in  dershoots the data by up to 5%. Equivalent deviations
hadronic transverse momentum must be limited. Thereare observed in the,, and~, . distributions. This differ-
are events where a substantial part of the current jet reence is not concentrated at a specific valug)dfand has

mains in the forward beampipe. These events, which arg negligible effect on the values of the extracted structure
produced at small,, , can be falsely reconstructed at fynction.

large~y,, due to the CAL noise. This cut suppresses such

events. Figure 7a shows the distribution of events in tiegJ?)

plane. The X,Q?) bins used for the determination of the
A total of 400627 events pass all the above selectiorstructure function are shown in Fig. 7b. The bins have been

cuts. For the accepted events Fig. 5a,b show, respectivelghosen commensurate with the resolutions. At lapgeand

the measured energy and scattering angle of the positroralso at lowy larger bin sizes have been chosen to obtain

Figure 5c shows the reconstructed vertex distribution beforeadequate statistics in each bin and to minimise bin-to-bin

applying the vertex cut and Fig. 5d-f show the distribution migrations as a result of the non-Gaussian tails. Furthermore,
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2] 2]
$ 12000 F©) S 10000 = )
> F > [
® 10000 |- ® 8000 | _
r L Table 1. The measured values. The values of and Q2 at which F,
8000 6000 [ are determined are shown outside the brackets, while the bin boundaries
6000 [ r are shown inside the brackets. The number of events in each bin as well as
r 4000 - the estimated number of background events are given. The corrections for
4000 F r Fr,, 61, (see (20)), are also given
2000 [ 2000 [ ¢ s
r F z(range) Nevw  Npg F+ stat_ o 61, %
0 Gl ol il e 0 Cooafiod vl vl vl L
107 162 10 1 10° 107" 107 10210 Q?=135 (32— 4.0) GeV? 0083
Yor Xpr 63(0-80)10° 2196 101 0875+0052'515 7.8
2 - B a000 = 10(0.8—13)104 3721 128 0.939+0.040°00% 2.4
c = L
g 104? $ 12000 | K Q?=45 (40— 50) Ge\?
© i: © g 1.0(08—1.3)104 5131 211 1.030+ o.ozs_*%;%% 45
107 10000 ¢ 1.6(L3—2.0)10% 4671 103 1.038+ 0.028,*8;8% 15
i 8000 f 25(0-32)104 2967 39 0932+0029°5955 05
20 L
107 8000 1 Q2=65 (50 — 7.0) Ge\?
¥ 4000 1.00.8—1.3)104 3192 179 1.221+ 0.036:§:§2§ 118
10 ¢ 2006 16(13—2.0)104 8529 245 1.138+ 0'021:8:8% 3.6
1 ‘ N | | | 25(20-3.2)104 9101 150 1.038+ 0.018,*8;8%(i 1.2
1 " L \HH’\‘\O\ \\\\\1\\02\ \HH’\‘\OS\ Ll 104 O O L1l \50\ Ll \"OO\ Ll \"50\ L 4.0(3.275.0)104 6911 50 0A951i0.019:88§g 0.4
4 +0!
Q@ (GeV? Yor (degrees) 63(50-80)10% 5909 60 08414001875 ¢, 02

. o ) 1.0(0.8—-1.3)10% 5278 10 0.776+ 0'017*8'833 0.1
F|g._ 6. The dlstrlbutlo_ns of) Ypr, b)_a:PT, c) _QPT andd) vp, for.data _ 16(L3—2.0)103 4655 20 0.753+ 0.019%‘030 0.0
(points) compared with the distributions obtained from the MC simulation 5 ’

Q?=6.5 (50— 9.0) Ge\?

(shaded histograms). The MC distributions are normalised to the integrated +0.032
luminosity of the data 25(20-32)10% 9522 90 0.645+ 0.012 75004 0.0
+0.

4.0(32-80)103 15723 40 0.629+ 0009 gess 00

. 1.6(08—32)102 16255 20 0.495+ o.ooejg;%8 0.0

large acceptanced( > 20%) and purity P > 30%) ° are 0.403-13)101 1736 0 0403+0.019°5573 00
required for each bin. The lowest values of acceptance occur Q2 =85 (7.0 — 9.0) Ge\2

at the lowest? values where the box cut becomes effective. 1.6(13 — 2.0)104 3666 109 1.337+ o.o37j§;§§$ 7.1

The bins with lowest purity occur at the lowaswalues. In 25(20-32)104 6502 132 1151+ o.024j8;853 2.3

the majority of bins the acceptance is greater than 80% and*0(32—5.010% 6000 77 0.993+ 0'021*:8:813 0.8

the purity is greater than 50%. 6.3(50-80)104 5983 40 0920+ 0019 007 03

. S . — 1.0(008—-1.3)10% 5827 50 0.831+0.018" 0.1
LHT —Lgen .
Flgure 8 shows the distributions in ( Tgen ) and 1.6(13—20)10% 4657 30 0.704 0_017:§:§§§ 0.0

2 "2 . .
(Q”gz @uen for a number of bins in thex(Q?) plane, where Q%=100 (9.0 - 11.0) GeV? »
gen ) 16(L3—20)104 870 35 1.359+ o.o75j§;87g 10.9
Lgen and Qgen are the generated values ofand Q . The 2.5(2.0 — 3.2)10 4 3004 106 1.231+ 0032:88%8 3.4
+0:

resolutions vary smoothly witk and Q2. The resolution in ~ 40(32—-5.0)10% 4415 57 1.136+0.02 o 1)

~ 259 =@ ~ 109 6.3(50—-8.0)10% 4479 28 0.968+0.022 0.4

x decreases from,, 25_/0 fpr IC;V\_/y W=7 tc; o, = 10% 10(08—13)10° 4370 48 0.857+ 0.02 1;%3% 01

for largey. The resolution NG is ogz ~ 10% for large 16013200103 3737 10 07922 0.021f8i8§§ oL
+0.

y and improves targ. ~ 5% for intermediate and lowy. 25(20-32)10% 3971 50 0.715+0.018°502 0.0

At _the lowesty values_ta|ls appear due to the vertex finding Q2 =100 (9.0 — 130) Ge\?

efficiency and resolution. . 6332-80)10° 12284 40 0593£0008°3%% 0.0
The numbers of events in each of the bins are given in1.6(0.8—3.2)102 15549 30 0.5174+ 0.007,*8;883 0.0

Table 1. 0.8(0.3—-13)101 3685 0 0.395+0.010 5oz 0.0
The final sample contains a small number of background ©?=120 (110 — 13.0) Ge\?

events which are not due to deep inelastic neutral current2.5(20—3.2)104 2311 94 1.300+ o.o42_*§;§§2 5.4

scattering: 40(32-50)10% 3052 50 1.128+ 0'031:81856 17

+0.

6.3(50—8.0)104 3339 20 1.102+0.027° w06
— Non-ep background. The level of background not asso- 1.0(0.8—13)10% 3242 40 0.903+ 0.023,*2;3Eg 0.2
ciated withep collisions is determined from the number 1.6(13-2.0)10° 2668 70 0.789+ 0'023*:8:838 0.1
of events observed in unpaired or empty bunches. This25(20—-32)10° 2849 10 0746+002175g, 00
background is subtracted statistically taking into account @Q%=150 (130 — 16.0) Ge\?
the appropriate ratios of bunch currents and numbers 0f25(20—3.2)10* 1463 84 1559+ 0065;%23;% 9.5
bunches. It amounts to less than 1% in all bins. For 40(32-50)10% 3247 62 1338+0035/gcze 2.9
events in the bins 062 > 1000 Ge\? all events were ~ 83(:0-80)107 3421 65 109240027 g5 10

; 10(08—13)103 3487 20 0.992+ 0.025° 0.3
scanned visually and no namp-events were found. 16(13_20)10° 2978 20 0908+ 0_024:%% o1
+0.

. ) . . 2.5(2.0 - 3.2)10 3 3022 0 0.793+ 0.021 0.0
5 .
Acceptance is defined as the ratio of the number of events which are6.3(3.2 8.0)10 3 5535 10 0.6624+ 0.014 +§§g§ 0.0

reconstructed to the number of generated events in a bin. Purity is defined
as the fraction of reconstructed events in a bin which originated from the
same bin
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Table 1. (continued). The measurdg, values

+ sys
F,+ stat_ g,

Q2 =150 (130 - 20.0) Ge\?

z(range) Nev  Npg
1.6(0.8—3.2)102 14175 50
0.8(0.3-1.3)10' 5160 O
Q?%=180 (160 —
40(32-50)104 2672 85
6.3(50—8.0104 3006 87
1.0(08—1.3)10°% 3118 39
1.6(L3—2.0)10% 2682 29
25(20-3.2)10% 2737 10
6.3(32—-8.0010% 4755 0
Q2%=220(200—
4.0(3.2-50)104 1363 50
6.3(50—-8.01104 2568 60
1.0(0.8—1.3)103 2498 8
1.6(1.3—2.0)103 2136 20
25(20-3.2)10% 2240 ©
40(32-50)103% 1892 0
6.3(50—8.0110% 2003 O
Q?=220 (200 —
1.0(0.8 - 1.3)102 3613 O
25(13—-5.0102 9701 O
0.8(05—-1.3)101 2325 0
Q?%=270(250—
6.3(5.0 —8.0010% 2314 60
1.0(0.8 —1.3)103 2356 35
1.6(L3—2.0)10% 2060 O
25(20—-3.2)10% 1854 11
40(32-50)103 1695 8
6.3(50—8.0)10°% 1709 2
Q?=350(320—
6.3(50—8.0104 966 35
1.0(0.8 —1.3)10% 1756 25
1.6(L3—20)10% 1543 8
25(20-32)10% 1631 O
4.0(32-50)103% 1423 0
6.3(50—-8.0110% 1306 0
1.0(0.8—1.3)102 1307 10
Q2%=350(320—
1.6(L3—-20)102 2026 O
25(20—-5.00102 3845 0
0.8(05—1.3)101 2323 0
Q2% =450 (400 —
1.0(0.8 —1.3)10°% 1431 25
1.6(1.3—20)10°% 1293 33
25(20—-3.2)10% 1390 11
4.032-5.0)10°% 1172 10
6.3(5.0-8.0010% 1129 0
1.0(0.8 - 1.3)102 1108 O
Q2% =600 (500 —
1.0(0.8—1.3)103 790 8
1.6(1.3—-20)103 1250 8
25(20-3.2)10% 1294 8
40(32-50)103% 1166 0
6.3(50—8.010% 1118 0
1.0(0.8 - 1.3)102 952 0
1.6(1.3—20)10%2 760 0
25(20-5.0102 1719 0
0.8(05—-1.3)101 1391 0

0.553+ o.oo7j§j§i§
0.370+ 0.008 "5 053
20.0) Ge\2

1.438+ 0.041j§j§§2
1.166+ 0.031,*8;8%;
1.015+ 0.028f8j8%§
0.9324+ 0.026j8;85§
0.879+ 0'024:818%
0.629+ 0.013 0055

25.0) Ge\?

1507+ 0.058j§j§§§
1.324+ 0'037:818%
1.081+ 0.028:8j8§%
0.930+ 0.026_*8:858
0.906+ 0.025181%8
0.749+ 0.022*7

8:833
0.701+ 0.021 5555

32.0) Ge\2
0.601+ 0.01310-018
0.4904+ 0.007_*8‘EHg

8:8%
0.338+ 0.009 5 o6

32.0) Ge\?

1.460+ 0.041 %0047
1.194+ o.oszjgjgég
1.140+ 0.03318384213
0.928+ 0.028,:8;8511
0765 0.024 7 oy

0.674+ 0.021 (' o19

40.0) GeV? 0.066
1.5654 0.073*%

1370+ 0.044,:%%2
11494 0.038 T pop
1.018+ 0.032:'8:83%
0.887+ 0~030;3§833
0.749:+ 0.027 4 g1

0.681+ 0.025_ " 036

50.0) Ge\?

0.604+ 0.017j§;§§é
0.570+ 0.012j81887
0.4614 0.013 *5.8%2

50.0) Ge\?
1441+ 0.053j§j§§§
1.178+ 0'045*+838‘1‘E’
1.071+ 0.037183833
0.894+ 0'034:818%3
0.804+ 0.031 %y

8:833
0.745+ 0.029 5033

65.0) Ge\?

1553+ o.o73j§j§§§
1.339+ 0.050_+8j8%§
1.100+ 0.040183838
1.012+ 0.039181813[
0.890+ 0'03518:838
0.6724 0.028f8j8%§
0.6144+ 0.029,*8;856
0627+ 0.020 "gaio
0.521+ 0.019 "5 025

61, %

0.0
0.0

4.5
15
0.5
0.2
0.1
0.0

7.5
2.3
0.8
0.3
0.1
0.0
0.0

0.0
0.0
0.0

3.8
12
0.4
0.2
0.1
0.0

7.3
2.2
0.7
0.3
0.1
0.0
0.0

0.0
0.0
0.0

3.9
1.3
0.4
0.2
0.1
0.0

8.0
2.5
0.8
0.3
0.1
0.0
0.0
0.0
0.0

Table 1. (continued). The measurdg, values

z(range)

F, =+ stat® *Y®

—sYs

Q2 =700 (650 — 85.0) Ge\2

1.6(13—2.0)103
25(20—3.2)10°3
4.0(32—5.0)103
6.3(50—8.0)103
1.0(0.8 — 1.3)10 2
1.6(13 — 2.0)10 2
2.5(2.0 — 5.0)10 2
0.8(05—1.3)10 1

1.318+ 0.062.*2-98
1.228+ 0.049_*%%%
0917+ 0'039:8:833
0.887+ 0.040_*8;83}
0.774+ 0.035j8;8§g
0.697+ 0.037,*818%3
0607+ 0.021 g oo

0.484+ 0.018_ o5

Q% =900 (850 — 1100) GeV?

1.6(1.3 —2.0)10°3
2.5(20—3.2)103
4.0(32—5.0)103
6.3(5.0 — 8.0)10 3
1.0(0.8 — 1.3)10 2
1.6(13 — 2.0)10 2
2.5(20 — 3.2)10 2
4.0(32—5.0)102
0.8(0.5—1.3)10 1
20(13—3.2)101

1.363+ 0.101 0114
1.275+ 0.063,*%;%3%
1.068+ 0.054,*8;8%%
0.974+ 0.049,*8;8%8
0.845+ 0.043,*8;8%
0.619+ 0‘037:8838
0.556+ 0‘033:8:8%8
0.526+ 0.031_*8;833
0.453+ 0.019 %

8:853
0.2554 0.029 "5 o3

@Q? = 1200 (1100 — 1400) Ge\?

25(20—3.2)10°3
4.0(32—5.0)103
6.3(50—8.0)10 3
1.0(0.8 — 1.3)10 2
1.6(13 — 2.0)10 2
2.5(20 — 3.2)10 2
4.0(32 —5.0)102
0.8(0.5 — 1.3)10
2.0(13—-3.2)101

1467+ o.093_*§;§§§
1.176+ 0'073:8:85%
11124 0.066181833
0.836+ 0.051,*8;8%?
0.610+ 0.043,*8;8%8
0.653+ 0.045,*8;8%3
0.519+ o.ossjg;gﬂ
0.451+ 0‘022:8:8}8
0.207+ 0.022 75353

Q? = 1500 (1400 — 1850) Ge\?

2.5(20 —3.2)103
4.0(32—-5.0)103
6.3(5.0 — 8.0)10 3
1.0(0.8 — 1.3)10 2
1.6(1.3 —2.0)10 2
2.5(2.0 — 3.2)10 2
4.0(3.2—5.0)10 2
0.8(05—1.3)10 1
2.0(13-3.2)101

1275+ o.130f§;§§2
1.013+ 0.070,*8;8%8
0.991+ 0.063_+8:8§§
0.835+ 0.056_*81858
0.685+ 0.050_*81%8
0.719+ 0.054,*8;8%5
0.5224+ 0.039ﬁ8;81§
0.420+ 0.022,*8;883
0.288- 0.026 ooz

Q% = 2000 (1850 — 2400) Ge\?

4.0(32—5.0)103
6.3(5.0 — 8.0)10 3
1.0(0.8 — 1.3)10 2
1.6(1.3—2.0)102
2.5(20—3.2)102
4.0(3.2—5.0)10 2
0.8(05—1.3)101
2.0(1.3-3.2)101

1.035+ o.ogsjgj‘égi
1.041+ 0.084,*8;85%
0.8324+ 0.067,*8;8%
0.720+ 0.062:'8:8%5
0.631+ o.oeojg;gﬁ
0.541+ 0‘050:8:818
0.410+ 0.027_*8;895
0.271+0.025 5014

Q? = 2500 (2400 — 3100) Ge\?

4.0(32—5.0)103
6.3(5.0 — 8.0)10 3
1.0(0.8 — 1.3)10 2
1.6(1.3 —2.0)102
2.5(20—3.2)102
4.0(32—5.0)102
0.8(0.5—1.3)101
2.0(1.3-3.2)101

A@v A&g
862 25
1107 20
885 0
852 10
816 0
616 0
1390 0
1244 0
299 0
746 8
702 8
689 0
667 0
456 0
468 0
473 0
987 0
122 0
477 8
519 17
520 0
466 0
321 0
366 0
345 0
716 0
125 0
159 0
376 8
418 0
382 0
316 0
314 0
297 0
573 0
204 0
186 0
267 0
258 0
230 0
189 0
194 0
372 0
178 0
67 0
184 0
200 0
147 0
127 0
148 0
275 0
148 0

1.353+ o.219_+§;§§‘8‘
1176+ 0-116:8:8%
0.916+ 0.085_*8;858
0.699+ 0‘074:81818
0.544+ 0.061,*8;8%8
0.583+ 0.063,*8;8%8
0.435+ 0.034,*8;8}?
0.267+ 0.027 5011

61, %

3.6
12
0.4
0.1
0.0
0.0
0.0
0.0

6.6
21
0.7
0.2
0.1
0.0
0.0
0.0
0.0
0.0

4.1
13
0.4
0.1
0.0
0.0
0.0
0.0
0.0

7.1
21
0.7
0.2
0.1
0.0
0.0
0.0
0.0

4.2
13
0.4
0.1
0.0
0.0
0.0
0.0

7.2
21
0.6
0.2
0.1
0.0
0.0
0.0
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Table 1. (continued). The measurdg, values

z(range) New  Npg F, + statizzz 61,% % 1o 43_
Q2 = 3500 (3100 — 4100) Ge\2 2
6.3(50—8.0)10% 129 0 1107+ 0.1271535‘3‘%‘ 48 o
1.0(08—-1.3)102 144 0 0.814+ 0.086_*8;EHS 13 1ot
1.6(13-20)102 120 0 0.661+ 0.076,*8&g 0.4 E
25(20-32)102 95 0 0446+ 0.05518;883 0.1 )
4.0(32-5.0)102 103 0 0672+ 0089;8:8%8 0.0 I
0.8(05—13)101 199 0 0414+ 0.037,*8;%11 0.0 o
+0.

2.0(1.3-32)101 130 0 0.262+0.029 53 0.0

Q2 = 4500 (4100 — 5300) Ge\?
6350-8.0)10% 51 0 1722+ 0.348j§;§§§ 8.7
1.0(08—13)102 89 0 0929+ 0.128j8;838 2.4
16(13-2.0)102 84 0 0864+ 0.125j8;838 0.7
25(20-32)102 89 0 0688+ 0.095,*8;8%9 0.2
40(32-50)102 52 0 0435+ 0'075:8:85(‘3 0.1
08(05—13)10% 148 0 0.455+ 0.048_+8;8ﬂ 0.0
20(13-32)101 115 0 0.348+0043°00% 00 !

Q2 = 6500 (5300 — 7100) Ge\? L
1.0(08 - 1.3)102 76 0 1067+ 0.163_+§;§§i 5.7 10e ot 102 1072 s
16(13-20)102 71 0 0897+ 0'142:818%9 16 X
25(20-3.2)102 78 0 0728+ 0'109:838%3 0.5

4032-50)102 43 10 0471+ 0'102:88%? 0.1 S el X
0.8(05—13)101 104 0 0445+ 0.056,*8;8%8 0.0 & ¢ A
2.0(1L3-32)101 96 0 0.344+0.046 555 00 ~ I S~
Q% =18000 (7100 — 900.0) Ge\? © L .

1.0(08—1.3)102 22 0 0.890+ 0.241_+§;§§§ 9.3 1031 (17 1
1.6(13-20)102 40 0 0819+ 0.169_*8;833 2.6 f b) ,, o7
25(20-32)102 48 0 0657+ 0.12218;8%8; 0.8 i S 5
40(32-50)102 32 0 0512+ 0.115,*8;SH 0.2 i - —P
0.8(05-13)10 54 0 0293+ 0.048j8;888 0.0 102k - i
2.0(13-32)10! 45 0 0227400417555 0.0 g
— Photoproduction background. The events from the pho-

toproduction MC code PYTHIA were analysed in the 10 ¢

same way as the data and the number of events passing | l

the selection cuts in each bin was determined. This num- —

ber is subtracted taking into account the ratio of equiv-

alent luminosity of the data and the MC samples. As

a check thes distributions for each of the bins were Y N

fitted to a shape extracted from MC DIS events and a 107° 10 107!

Gaussian shape, which parameterises the photoproduc- X

tion events (the procedure is described in [1]). The o ) X X
distribution fory < 0.2 is shown in Fig. 9. Also given Fig. 7. aThe distribution of the events in the,(Q<) plane.b The &,Q°)-
bins used in the structure function determination. Also indicated are lines of

are the MC expe:\ctatlons for D_IS (SOIId h|stogram) a_nd constanty and of constant,, . The~,, values for this figure are calculated
for photoproduction (dashed histogram). The flatteninggirectly from = and Q2

of the MC prediction for photoproduction at< 38 GeV

is artificial and results from the cut di” > 190 GeV o o

applied at the generator level. In the regibr: 38 GeV The total background contribution to each bin is given

the photoproduction contribution can be measured diin Table 1. The maximum background fraction of about 6%

rectly through events tagged by the LUMI positron tag- 0ccurs in bins of higty.

ger (the acceptance for these events tends to zero for

6 > 40 GeV). The result of this measurement is shown

in Fig. 9. Also shown is the result of the fit to the data 7 proton structure function F»

(dashed-dotted curve) using the shape from the DIS MC

distribution plus a Gaussian contribution (dotted curve) ) ) _ ) )

for the photoproduction background. The Gaussian conln deep inelastic scattering the double differential cross sec-

tribution agrees with the MC photoproduction estimatetion for inclusive e"p scattering is given in terms of the

for § > 38 GeV and with the measured photoproduc- Structure functionst;:

tion background. Fof)? > 1000 GeV}, the visual scan 2o oral

found at most two events showing topologies consistent = [YiFo(z, Q%) — y°F, (z, Q?)
. . d d 2 4 I y L I

with photoproduction events. z dQ zQ

~Y_aF3(z, Q)] (1 +6,(z, Q%) (19)
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ulation (solid histogram), photoproduction (PHP) MC simulation (dashed
histogram) and LUMI tagged photoproduction data (open squares). The
o5 07 | PHP distribution is valid fo”; (E; —pz;) > 38 GeV. The result of the fit
i § to the data, described in the text, is shown as the dashed-dotted curve and
§ the photoproduction contribution to this fit is indicated by the dotted curve
- I
ke
QZ
3 5 1 L= Zem + QZ innt + Q4 szk
b) Fx=1.61 107° x=4 1077 o (QZ + M%) (QZ + M%)Z
(XPT-Xgen) /Xgen 3 : = = F2€TYL(1 + 62) (21)
3 3 b whereMy is the mass of th&° and 5™, F3** and Fi"™t are
. . the contributions td*, due to photon exchang&, exchange
L and~Z° interference respectively. We finally write:
F x=2,52 10 Ex=1.01 10 FX=6.32 107 fo
E E 3 © d?o _ 2nalY, Fem
3 ] 3 L dr dQ? zQ4 2
E = = (o4
‘ ‘ ‘ x(L+6,)(L—06, —63)(L +6,). (22)
-1 Q0 17 =1 0 1 -1 0 1
o107 | s o PEERCEN B T=IRTEa The correctionsy,. , 3., , are functions ok and@Q? but are,
5 3 3 3 3 to a good approximation, independent B, i.e. they are
3 g 3 3 M insensitive to the parton density distributions.
s 3 g © In this analysis we determine the structure functign
I B i T p e In the Standard Model the difference betwderand F5™ is
N expected to be less than 1% for valuegf< 1000 Ge\f.

Fig. 8. aThe distributions of 7 ~“9¢" for different &,Q2) bins, obtained At higher @” the difference becomes progressively larger. In
_ _ o e 02 Q2 this region therefore we present the valuestgf* as well
by MC simulation.b The distributions of szmge” for the samex,Q?) as F». These are extracted froifl, through the correction
bins . 6z using the MRSA [21] parton distribution functions.
In order to extract the structure functiét the measured
whereYy = 1+ (1 — y)2 andx and Q? are defined at the number of events in every, Q? bin is_ corrected for accep-
hadronic vertex . In this equatioff, is the longitudinal tance and detector effects. For this purpose Monte Carlo

structure function,F is the parity violating term arising ©VeNts are generated according to (19) and passed through

from the Z° exchange and, is the electroweak radiative the full detector simulation chain, incorporating transverse
ks

correction. Since all of these contributions to the cross sec&nd longitudinal photon and® contributions as well as ra-
tion are expected to be small in the kinematic region of thediative effects. In the first step, the acceptance corrections are
present measurement, this can be rewritten as: taken from the MC simulation which uses the parton distri-

butions given by MRSA. In order to reduce the dependence
d?c _ 2malYs ) of the corrections on the input structure functions an iterative
dv dQ? - wQ? Foz, Q)1 -6, —63)(1+6,).  (20) procedure is used. In each step of the iteration the vali of
in a bin is obtained from the ratio of observed events in the
The F> structure function itself contains contributions data to the number of events observed in the MC simulation
from virtual photon andZ° exchange: and the calculated values 6f , 3, . The result forF, from
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comparisons with othef, measurements. Using alternative
parametrisations for this correction has negligible effect on
the measureds. It should be noted that the QCD NLO fit

is used here only as a parameterisation to obtain a stable
acceptance correction and not to perform a detailed QCD
analysis.

The statistical errors of the, values are calculated from
the number of events measured in the bins, including those
from the background subtraction, and the statistical error
from the MC simulation. Since we are using bin by bin
corrections, the correlations of statistical errors between the
F, measurements enter only via the finite statistics of the MC
sample. The correlations are small given the relatively large
MC sample used in this analysis. A correlation between the
F; values of neighbouring bins is present due to acceptance
and smearing effects. The sensitivity of the measurgtb
these effects has been checked by comparindhebtained
from the first iteration with the final value. The changes were
within the statistical errors of the findl, values.

The correctiord, is determined using the QCD prescrip-
tion for F', [35] and the parton distributions from the QCD
NLO fit. It is significant only in the region of largg where
it reaches 12% (see Table 1). The andds corrections are
calculated from the MRSA parametrisation of the parton dis-
tributions. These corrections are negligible for value$)éf
below 1000 Ge¥. For values ofQ? above 1000 Ge¥/they
strongly increase with increasing? and have a slight de-
pendence oly. For the two highesf)? bins the corrections

-0.2 ;m\ Ll il are.
10’ 10?0

] = ST T B |

11077 1072

71‘ ! "
10 y  Q2=3000 GeV,

= : = +49 = +50

Fig. 10. Relative systematic errors as a functionyofor different cate- r _ 832 gz _ +‘51(§) ang? _ +gof)
gories of systematic uncertainties for bins wiff < 100 Ge\%. The total T =UUe. 0, = 0 andos = 0
systematic and statistical errors are also given. The bottom two plots show Q2 = 5000 Ge\?,
total systematic and statistical errors for bins wif > 100 Ge\?. In cat- x=0.20:6, = +7.5% anddz = +11%
egories 4) and 5), and the total systematic error plotJdr< 100 Ge\?, z=0.08:6, = +8% andss = +22%.
the four lowesty points are off-scale and are not shown z

The F5, values are corrected for higher order QED radia-
the first step is used for a QCD fit using the DGLAP [30] tive effects not included in HERACLES. These corrections,

evolution equations in next-to-leading order (QCD NLO fit) including soft photon exponentiation, were evaluated using
in a manner very similar to that described in [31]. The evo-the program HECTOR in the leading log approximation [36].
lution uses massless quarks of three flavours in the protod hey vary smoothly with)= between 0.2% and 0.5%.

and the charm quark coefficient functions from references

[32, 33] to ensure a smooth crossing of the charm threshold. ) o

The NMC [34] data forQ? > 4 Ge\? are used to constrain /-1 Systematic uncertainties

the QCD NLO fit at highz ( 2 1072). The fit also includes

the low Q2 1994 data from this experiment [3]. The parton Several factors contribute to the systematic uncertainties in
distributions from the QCD NLO fit are used to recalculate the measurements af,. In the following they are subdi-

the cross section, including the nek, contribution as a vided into six independent categories. For each category we
function ofx and Q2. The MC events are reweighted using summarise the checks that have been performed to estimate
the calculated cross sections and the true hadroaiod Q2. the size of the uncertainty. Figure 10 shows the size of the
This reweighted MC is then used to perform the acceptancéystematic uncertainties plotted as a functioly ér the six
correction bin by bin to the data, leading to a new estimatecategories and also the total systematic error. For reference
of F>, specified at the mean valuesofndQ? in each bin.  (see appendix) each test applicablec¥t < 100 GeV* or

The procedure is repeated until the values from two con- ¥ < 0.01 is numbered; the number is given in brackgts
secutive iterations change by less than 0.5%. The final resu
is reached in three iterations. We note that the difference
between theF, values from the first and second step are — The positron identification efficiency is varied within the
already smaller than their statistical errors. The functional uncertainty found in the QED Compton study which is
form of the QCD NLO fit is used to quote the results f6r ~3% for positron energie®’ = 10 GeV and negligible
at » and Q? values which are chosen to be convenient for  for energies above 14 GeYA,2}. The effects onF, are

é[ Positron finding and efficiency
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Table 2. The measured?, and F;™ values forQ? > 1000 GeV (see
text). The values of: and Q2 at which F, and F5™ are determined are

shown outside the brackets, while the bin boundaries are shown inside the
brackets. The number of events in each bin as well as the estimated number
of background events are given. The correctionsHgr 67, (see (20)), are

also given
z(range) New Nog Fo F§™+ statfj’; 61, %
@2 = 12000 (9000 — 13000) Ge\?
16(13—-20)102 34 0 0645 0.634+ 0.135_*§;§§§ 6.8
25(20-3.2)102 41 0 0.652 0.641+ 0.12818;Bﬂ 1.9
40(32-50)102 32 0 0586 0.577+ 0.132,*8;8%8 05
08(05—13)101 54 0 0.3210.316+ 0.052,*8;8}9 0.1
20(13-3.2)101 48 0 0.308 0.304+ 0.057,*8;88j§ 0.0
51(32—-80)101 11 0 0.056 0.055+ 0.020*50%> 0.0
Q2 = 15000 (13000 — 18000) Ge\?
2520-50)102 52 0 0614 0.601+ 0.105j§;§§§ 32
08(05—13)101 46 0 0.605 0.593+ o.119j8;8%3 0.1
20(13-32)101 29 0 0216 0.212+0.048 302 0.0
Q2 = 20000 (18000 — 25000) Ge\?
40(20-50)102 28 0 0.704 0.682+ 0.169,*535%‘ 1.7
08(05—13)101 19 0 0.362 0.351+ 0.099j8;Eﬁg 0.2
20(13-32)101 25 0 04120401+ 0110730 0.0
Q2 = 30000 (25000 — 35000) Ge\?
0.8002-13)101 15 0 0.2380.227+ 0.06713;5%? 0.5
20(13-80)101 26 0 0479 0.458+0.127 007 0.0
@2 = 50000 (35000 — 150000) Ge\2
0.8(02—1.3)101 12 0 0.613 0.558+ 0.209_+§;§§§ 1.7
2.0(13-80)101 17 0 0.2110.19440.056 5g0r 0.1

negligible except in the lowest bins where they reach
~3%.

The parameters of SINISTRA94 are varied to check
the effects from overlaps of energy deposits from the
hadronic final state with those of the scattered positron
{1}. This results in changes df, of ~4%, again in the
lowestx bins.

For 6. < 135, where a track is required to match with
the CAL positron position, a comparison of the number
of rejected events in MC and data can accommodate a
possible mismatch in efficiency of at mas2.5%.

In addition, an alternative electron finder employed in
a previous analysis is used [1]. Consistent results are
obtained over the full energy range.

2 Positron scattering angle

Changing the box cut from 26 crm 26 cm to 28 cm

x 28 cm in both data and M€3,4} has a small effect on
the I, at low values ofQ?(< 15 GeV) and are negligible
elsewhere.

The systematic uncertainty in the position of the scattered
positron is estimated from the difference between the
extrapolated track position at the face of the CAL and
the position found from the CAL or the SRTD. In the
region of the SRTD these uncertainties are about 1 mm.

For positron angles measured by the tracking detector,
the scattering anglé, is changed by the estimated sys-
tematic uncertainty of the track angle &0.2°.

These changes were made in the data while leaving the
MC simulation unchanged. This had an effect of about
1% on the measuref.

The absolute vertex reconstruction efficiency in the MC
simulation is decreased by 1% over&d} or increased

by 3% for v, < 40° {10}. These changes are moti-
vated by the study of the efficiency as a function of
the hadronic angle (see Fig. 1e). Also, the cut on the
Zyertex POSItion is tightened by demanding —28 cm
Zvertes < 40cm to estimate a possible uncertainty from
the luminosity of the events in the satellite buncti}.
Effects on the measure, are typically 1-2%.

As an additional check, we required that the vertex de-
termined from the CAL timing was —40 cm 2.9

< 30 cm for the events that had no tracking vertex. The
effects on the measurd@ are similar to those described
above and are not included in the final systematic uncer-
tainties.

3 Positron energy scale

— The systematic uncertainties i due to the uncertain-

ties in the absolute calorimeter energy calibration for
scattered positrons is estimated by changing the energy
scale in the RCAL in the MC simulation by 2% at 10
GeV linearly decreasing to 1% at 27.5 GeV. For BCAL
the energy scale is modified b¥2%. The magnitude

of these shifts represents our present understanding of
the positron energy measurement (see Secf{12)13}.
Systematic variations i, of 1-2% are observed.

4 Hadronic energy measurement

— The energy scale in the MC simulation is changed by

+3% while leaving the positron energy scale unchanged
{14,15. The value of 3% is based on detailed compar-
isons of the distributions of the quanti@i’: from data
and MC (see Fig. 5d-f) and on the deviation of the mean
of y;f from unity for highy (see Fig. 4). The effects
on F; are typically 4% in the bins at very high and very
low y, while the effects are about 1% at modergte

In addition the energy scales of the different calorimeter
parts are changed independently by 3% in t{t6-19},
which resulted in similar effects of>.

The noise cut on isolated EMC(HAC) cells of 100(150)
MeV was changed in the MC simulation hyl0 MeV
which reflects the uncertainty in the MC simulation of
low energy deposits in the CAL and the modeling of the
uranium radioactivity{ 20,21}. Variations inF, of up to
25% are observed in the bins at very lgwElsewhere
the variations inF, are within 2%.

They are 2 mm outside the SRTD. The largest systematig adronic energy flow

error is obtained if the relative distance between the two
halves of the RCAL is changed b¥2 mm {5,6}.

For positions determined by the RCAL we additionally
changed the distance of the measured impact point with
respect to the beam-line b2 mm {7,8}.

— The correction function%’(f)zh,pTh,’yH), depends on

the hadronic energy flow. The correction function was
also determined using a MC simulation which uses the
LEPTO MEPS model for the description of the hadronic



F,(x,Q%)

o]

0.5

0.5

0.5

0.5

0.5

0.5

0.5

0.5

final state, instead of CDMBGF. This model also pro-
vides a reasonable description of the hadronic energy in F% are typically 2% in all bins.
flow in DIS events [17]. The new correction function was
applied to the data. Acceptance corrections were then— The hadronic energy flow for diffractive events is differ-
made with the sample of CDMBGF MC events with the
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Fig. 11. Structure functionF, as a function ofx for fixed values ofQ?

(1.5 Ge\® < Q2 < 22 Ge\A) a, of Q2 (27 Ge\® < Q2 < 350 Ge\?) b

andc structure functionFy (F5™ for Q? > 1000 GeV) as a function of

x for fixed values of@? (450 GeV? < Q? < 5000 GeV?). The solid dots
correspond to the data from this analysis. The “ISR” (open squares) and
“SVX” (open triangles) data show the ZEUS results obtained previously.
The inner thick error bars represent the statistical error, the full error bars
correspond to the statistical and systematic errors added in quadrature. The
results from NMC are also shown (open circles). The solid lines indicate
the QCD NLO fit to the data used for the acceptance correction.Ghe
values are indicated in units of G&V

original correction function applied22}. The changes

ent to that for non-diffractive events. To investigate the
sensitivity of the PT method to the size of the diffrac-
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squares) and “SVX” (open triangles) data show the ZEUS results obtaine(]rhe solid dOtS“ corr?spond tq the data from this analysis. The “ISR” (open
previously. The solid line indicates the QCD NLO fit to the data used for squares) and "SVX" (open triangles) data show the ZEUS results obtained

acceptance correction. Also indicated are the MRS3RV94 and CTEQ3 previously. The inner thick error bal_'s‘represent the stgtlstlcal error, thg
parameterisations full error bars correspond to the statistical and systematic errors added in

quadrature. The results from NMC, E665, BCDMS and SLAC are also
shown (open circles). The solid line indicates the QCD NLO fit to the data
used for acceptance correction. Also indicated are the MRGRV94 and

tive component we reweighted the diffractive scatteringCTEQS parameterisations. Tigg? values are given in Gel/
cross section in the MC simulation such that it agrees
with the measurements of [37] while leaving the correc-6 Background subtraction

tion function ¢° unchanged{23}. As a separate check, . .
to allow for possible additional diffractive-like events we — AS described above, the photoproduction background as

increased the diffractive cross section by an additional ~ 91Ven by the PYTHIA MC simulation agrees with the

100%{24}. Effects at the 2% level irF; are observed determination from the fitting procedure described in
in each check. Sect. 6 (see Fig. 9), which in turn agrees with the photo-

production contribution extracted from events tagged by
— The fraction of events removed by t¢" cut is sensi- the LUMI positron detector. Uncertainties in the LUMI
tive to the amount opry, lost in the forward beampipe positron detection efficiency, the assumed shape in the
and so also to the details of the fragmentation. We re- fitting procedure and the positron misidentification in the
moved thei;’: cut, while extending the correction curves PYTHIA MC simulation lead to an overall uncertainty in
to include the region of very lo”" {25}. This resulted the photoproduction background #50%({28,29. This
in changes of 3% percent at |0y§“ results in an uncertainty i, which is at most 3% for

. ) ) . ) highy and negligible elsewhere.
— We determined the correction functions without allowing

for a dependence opy, {26}, resulting in changes of The total systematic uncertainty for all bins is determined
less than 2% inF, . Reducing, by a factor of two, the DY adding in quadrature separately the positive and negative
size ofy,, intervals in which the correction function is deviations from the above mentioned categories.

determined resulted in changes of typically 1-2%%}. At high Q* (> 100 GeV), a significant contribution
to the apparent systematic deviations is due to the limited

number of events in the data. From the lowg region we
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The solid line indicates the QCD NLO fit to the data used for acceptance—
correction. Also indicated are the MRSAGRV94 and CTEQ3 parameter-

isations. TheR? values are given in GE&/

know that the systematic uncertainties depend mainly.on

Therefore, all bins with)? > 100 Ge\* andy > 0.01 are

combined, for the systematic error determination, in fixed
y intervals. The uncertainty in the track matching efficiency
contributes only af)? > 350 Ge\f and is taken into account

separately.

Figure 10 shows the positive and negative systematic 0

errors for each bin witl)? < 100 GeV as a function ofy.

For the majority of the bins the total systematic uncer-

tainty is below 5%. Ag/ increases abovg = 0.5 the uncer-

tainty grows to around 10%. Far < 0.01 the uncertainty

increases mainly because of the CAL noise.
The combined results for the bins wifp? > 100 Ge\?
are also shown.

The systematic errors do not include the uncertainty in

the measurement of the integrated luminosityl 6%), the

overall trigger efficiency £1.0%) or the uncertainty due

to higher order electroweak radiative correctiod).6%).

These effects lead to a combined uncertainty of 2% on the

overall normalisation of.
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Table 4. The parameters of the functions describing the different classes ob Conclusions
systematic uncertainties df, (see text)

Checks contri-

Class buting to class acjqss belass Celass
A 11;5;7 2.34 0.96 0
-A 6;8;9 -1.94 -0.83 0
B 1;29 0.126 0 0
-B 2;28 —0.085 0 0
C 12;14 0.153 4.410°8 0
—C 3;4;13;15;27 -0.145 -3.410°3 0
D 10;16;26;25 0.132 4.310°3 0.69

-1.29
0
0
0
0

We have presented new measurements of the proton struc-
ture functionF;, from an analysis of inelastic positron proton
neutral current scattering using data obtained with the ZEUS
detector at HERA during 1994. A new method for determin-
ing the event kinematics has allowed us to meagyrever
a substantially larger phase space than before by this exper-
iment and with systematic uncertainties reduced to below
5% in most of the X, Q?) space. The data cové)? values
between 3.2 and 15000 Gé¥ndx values between 3.0~°
and Q8.

At large x values andQ? values up to 70 Ge¥/ where
the new data reach therange covered by fixed-target exper-
iments, good agreement with these experiments is observed.
g’he data show the rise df, towards smallx with much
improved precision. Strong scaling violations are observed
for z < 0.02. The measured-Q? behaviour of F, can be
described by QCD using NLO DGLAP evolution in the full
kinematic range.

-D  17;22;24;23 -0.146 -7.410°3
E 21 1.62 0.39
-E 20 -3.05 -0.77
F 18 1.00 0.79
-F 19 -1.05 -0.83

In addition to the above studies a complete analysis wa
done using the electron (EL) method of kinematic recon-
struction. In the region of higly, where this method is reli-
able, the results were compatible with this analysis.

8 Results AcknowledgementsThe strong support and encouragement of the DESY
Directorate has been invaluable. The experiment was made possible by the

. . .. inventiveness and the diligent efforts of the HERA machine group. The
The values off; are given in Tables 1 and 2 together with design, construction and installation of the ZEUS detector have been made

their systematic and statistical uncertainties. In the appendi¥ossible by the ingenuity and dedicated efforts of many people from inside
we give theF, values with@Q? < 100 GeVf or y < 0.01 DESY and from the home institutes who are not listed as authors. Their
obtained from each systematic check used in the calculatiogontributions are acknowledged with great appreciation. Useful conversa-
of the systematic uncertainties. Also shown in Tables 1 andions with J. Bimlein, S. Riemersma, H. Spiesberger and J. Smith are also
2 are the number of events and the estimated number dfatefully acknowledged.
background events in each bin as well as the correction due
to the longitudinal structure functio®, . The F; values are . . o .
displayed versus for fixed values ofQ? in Fig. 11 together Appendlx A Systematic uncertainties and their correla-
with the lowQ? data from our experiment [3] and the high ~ tlons
results from NMC [34]. The rise aof, for x — 0 is measured
with much improved precision. Also shown is the result of In Sect. 7.1, the determination of the systematic uncertainties
the QCD NLO fit used for the acceptance determination. Thedf the /%, values was discussed. The resulting systematic
data from this analysis at largereach thex range covered errors are given in Tables 1 and 2. Bin to bin correlations
by the fixed target experiments. In the overlap region theexist for the systematic errors. Given the small statistical and
agreement is good. The results agree well with the recentlgystematic uncertainties of the present measurement these
published results of the H1 collaboration [4] in the kinematic correlations should be taken into account when performing
region where the data sets overlap. fits.

Figure 12 shows thé values as a function of)? for
fixed x. Scaling violations are observed, which decrease as
x increases. Th&)?-range of the ZEUS data has increasedA.1 F, values resulting from systematic checks
substantially with respect to our previous data. The data now

span more than a decade @F for x values as low ag = Taples 3a and 3b give th® values obtained for each of the
4-107" and almost three decadesaatc 0.1. 29 different checks of systematic uncertainties described in
('jf? t[:'g- 13} tgs\/%ifa[:g]e 5202’;]’” ;[\(I)I?(e)ther W'tht the ’t\_”—o Sect. 7.18 As noted above, the systematic uncertainties for
predictions o and the parameterisations 2 _Q?
, : the F», measurements & > 100 GeV andy = . > 001
gﬂngﬁmEri]se[lgg igEﬁs 4[132?]ér£h§s?)a;?1:vt/r:h,eb\tﬂlxed tahrget are small compared to the statistical errors. Tﬁérefore, these
P > L9 TV, T - At lafea F5 values are given only for the data wif? < 100 Ge\?
parameterisations represent the data well. oK 45 Ge\ ory < 0.01
CIZEQ:S&E derqu%gtg mgsrx,ei\s/ggﬁ o\(;?slutehse Igattgeb erli-vv In the calculation of the total systematic uncertainty
9 AT ; given in Tables 1 and 2, the deviations from the central

= 3 2 2 < -
:Q;Ch ogtg_ thaét I(?;’:f @(262< 188'2 eG\lze\:%’(jV;hirigiGg\ﬁ%%/g value for each check were added in quadrature, except for

NLO fit reproduces the data over the full kinematic rangethe two checks concerning diffractively produced events (n

|nd|ca_t|n_g that NLO DGLAP evol_ut|0n can give a consistent s tys taple and a short description of its recommended usage is available
_descrlptlon Of_the data. The details of this fit will be included in electronic form from the ZEUS WWW page whose current address is
in a forthcoming paper. http://www-zeus.desy.de. It can also be obtained by contacting the authors
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23, 24) whose contributions were calculated from the maxi-Q? < 100 GeV or y < 0.01 given in this paper. Outside
mum offset, positive or negative, produced by the checks othis kinematic region, the systematic errors given in Table 1
n° 23 and 24. can be treated as uncorrelated errors.

Fits to theF;, data, which take the systematic error cor- The systematic deviations of th& values as described
relations into account, may be performed in the following by the 6+6 classes determined can be added to the central
way. First theF> values with their statistical errors as given values of F> to produce 12 sets of, data. These 12 sets
in Tables 1 and 2 are fitted. This yields the standard values ofmay be used, in the same way as described in Sect. A.1 for
the fit parametersaf) and their statistical errorsr((stat)). the 29 sets, to determine the effect of correlated uncertainties
The fit is then repeated for each of the 29 setdplalues  on fits to F>.
listed in Tables 3a and 3b resulting in 29 different sets of These functions have been tested using the QCD NLO
fit parameter&{ , f =1—29. An estimate of the systematic fit described in Sect. 7. The systematic uncertainties of the
errors of the fit parameters may be obtained by adding irfit parameters are consistent with the more complete treat-
quadrature, for each fit parameter, the differences from thénent described in Sect. A.1. It should be noted, however,

central parameter values;(syst) = \/ > f(a{ — a;)2.

that the simplification of the systematic correlations results
in some loss of information; e.g. the point to point system-

Note that the overall normalisation error of 2% (see atic errors are on average about 20-40% smaller than those

Sect. 7.1) must be taken into account separately.

obtained from the 29 tests. Therefore, the use of the full

treatment described in Sect. A.1 is recommended if the most
reliable estimates of the effect of correlated uncertainties are

A.2 Compact parametrisation of uncertainty correlations

Although we recommend the use of Tables 3a and 3b, in de-
termining the effect of correlated uncertainties in a fitfQ
the large number of systematic checks involved may make

this a cumbersome process. Therefore, a somewhat moreq.

compact representation of the correlated systematic uncer-

tainties is provided below. 2.

We have investigated the dependenceyoand Q? of
the relative deviations/A(F»)/F», of the F, values listed in
Tables 3a and 3b from the central valuestef These devi-
ations can be grouped in six different classes of systematic

behaviour, one of which is a function @2 only and the 6.

others are functions aj only. 7.
Az 2D %] = ay —ba - logyQ° .
B: 20 [%] = ap/|logyyl® 9.
C: A%?) [%] = ac/|10G;0y[* — be - |l0gyoyl”

D: 24P [%] = ap/|logyy|* +bp - [logiy” — cp ﬁ
B AgZ) [%] = ag - |logyyl* — be - [log;ey[* ig

Ag:z) [%] = —ar +bp - 1095y

The deviations produced by the systematic checks fall into4.

one of the classes listed above (positive class) or into a
class (negative class) where the signs of the coefficients are
reversed (these classes are denoted by, e.g. —A). The pa-
rameters are determined by fitting the deviations produced
by each check separately to the appropriate functional form; s
For each class the parameters obtained from each fit are then
added in quadrature.
The results for the six classes of systematic errors are
given in Table 4 and their dependence @3 and y are
displayed graphically in Fig. 14 Note that these functions

only represent the systematic errors within the kinematiciq n1 collab.. T. Ahmed et al.. Nucl. Phys. B429 (1994) 477.

20.
These functional forms may be used for systematic2i.

range of the present, measurements.

studies to reproduce the offsets of the valuesFéf for

16.

17.

required.
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