UNIVERSITY OF AMSTERDAM
X

UvA-DARE (Digital Academic Repository)

Measurement of the diffractive cross section in deep inelastic scattering

Derrick(et al.), M.; Botje, M.A.J.; Chlebana, F.S.; Engelen, J.J.; de Kamps, M.; Kooijman,
P.M.; Kruse, A.; van Sighem, A.l.; Tiecke, H.G.J.M.; Verkerke, W.; Vossebeld, J.H.;
Vreeswijk, M.; Wiggers, L.W.; de Wolf, E.; van Woudenberg, R.

DOI
10.1007/s002880050118

Publication date
1996

Published in
Zeitschrift fur Physik. C, Particles and Fields

Link to publication

Citation for published version (APA):

Derrick(et al.), M., Botje, M. A. J., Chlebana, F. S., Engelen, J. J., de Kamps, M., Kooijman, P.
M., Kruse, A., van Sighem, A. I., Tiecke, H. G. J. M., Verkerke, W., Vossebeld, J. H.,
Vreeswijk, M., Wiggers, L. W., de Wolf, E., & van Woudenberg, R. (1996). Measurement of
the diffractive cross section in deep inelastic scattering. Zeitschrift flir Physik. C, Particles and
Fields, 70, 391. https://doi.org/10.1007/s002880050118

General rights

It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations

If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

UVA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)
Download date:09 Mar 2023


https://doi.org/10.1007/s002880050118
https://dare.uva.nl/personal/pure/en/publications/measurement-of-the-diffractive-cross-section-in-deep-inelastic-scattering(dc1b5cc5-372f-46df-aed4-ddcf83f86b6b).html
https://doi.org/10.1007/s002880050118

Z. Phys. C 70, 391-412 (1996) ZE'TSCHR":T
FUR PHYSIK C

© Springer-Verlag 1996

Measurement of the diffractive cross section
in deep inelastic scattering

ZEUS Collaboration

M. Derrick, D. Krakauer, S. Magill, D. Mikunas, B. Musgrave, J.R. Okrasinski, J. Repond, R. Stanek,
R.L. Talaga, H. Zhang
Argonne National Laboratory, Argonne, IL, USA

M.C.K. Mattingly
Andrews University, Berrien Springs, MI, USA

G. Bari, M. Basile, L. Bellagamba, D. Boscherini, A. Bruni, G. Bruni, P. Bruni, G. Cara Romeo, G. Castdlli@ifarelli?,
F. Cindolo, A. Contin, M. Corradi, I. Gialas, P. Giusti, G. lacobucci, G. Laurenti, G. Levi, A. Margotti, T. Massam,
R. Nania, F. Palmonari, A. Polini, G. Sartorelli, Y. Zamora Gatcia Zichichi

University and INFN Bologna, Bologna, Ita{ly

C. Amelung, A. Bornheim, J. Crittenden, T. Doekel. Eckert, L. Feld, A. Frey, M. Geerts, M. Grothe, H. Hartmann,
K. Heinloth, L. Heinz, E. Hilger, H.-P. Jakob, U.F. Katz, S. Mengel, J. MSlléa. Paul, M. Pfeiffer, Ch. Rembser,

D. Schramm, J. Stamm, R. Wedemeyer

Physikalisches Institut der UniverattBonn, Bonn, Germafly

S. Campbell-Robson, A. Cassidy, W.N. Cottingham, N. Dyce, B. Foster, S. George, M.E. Hayes, G.P. Heath, H.F. Heath,
D. Piccioni, D.G. Roff, R.J. Tapper, R. Yoshida
H.H. Wills Physics Laboratory, University of Bristol, Bristol, UX.

M. Arneodd, R. Ayad, M. Capua, A. Garfagnini, L. lannotti, M. Schioppa, G. Susinno
Calabria University, Physics Dept.and INFN, Cosenza, fItaly

A. Caldwell’, N. Cartiglia, Z. Jing, W. Liu, J.A. Parsons, S. KitF. Sciulli, P.B. Straub, L. W8j S. Yand®, Q. Zhu

Columbia University, Nevis Labs., Irvington on Hudson, N.Y., USA

P. Borzemski, J. Chwastowski, A. Eskreys, M. Zachara, L. Zawiejski
Inst. of Nuclear Physics, Cracow, Poland

L. Adamczyk, B. Bednarek, K. Jdie D. Kisielewska, T. Kowalski, M. Przybyame E. Rulikowska-Zafeska, L. Suszycki,
J. Zajx

Faculty of Physics and Nuclear Techniques, Academy of Mining and Metallurgy, Cracow, Poland

A. Kotanski
Jagellonian Univ., Dept. of Physics, Cracow, Pofand

L.A.T. Bauerdick, U. Behrens, H. Beier, J.K. Bienlein, O. Deppe, K. Desler, G. Drews, M.ABk$| D.J. Gilkinson,
C. Glasman, P. @tlicher, J. GroRe-Knetter, T. Haas, W. Hain, D. Hasell, H. HeRling, Y. Iga, K.F. JokhdenJoos,
M. Kasemann, R. Klanner, W. Koch, U.dtz, H. Kowalski, J. Labs, A. Ladage, Bohr, M. Lowe, D. Lilke, J. MainuscH,
O. Mahczak, T. Monteird*, J.S.T. Ng, D. Notz, K. Ohrenberg, K. Piotrzkowski, M. Roco, M. Rohde, J. &uld

U. Schneekloth, W. Schulz, F. Selonke, B. Surrow, T. Vol3, D. Westphal, G. Wolf, C. Youngman, W. Zeuner
Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

H.J. Grabosch, A. Kharchila¥3 S.M. Marit®, A. Meyer, S. Schlenstedt, N. Wulff
DESY-IfH Zeuthen, Zeuthen, Germany

G. Barbagli, E. Gallo, P. Pelfer
University and INFN, Florence, Itafly

G. Maccarrone, S. De Pasquale, L. Votano
INFN, Laboratori Nazionali di Frascati, Frascati, Ilfaly



392

A. Bamberger, S. Eisenhardt, T. Trefzger, Solfhé
Fakul@ét fur Physik der Universitt Freiburg i.Br., Freiburg i.Br., Germahy

J.T. Bromley, N.H. Brook, P.J. Bussey, A.T. Doyle, D.H. Saxon, L.E. Sinclair, M.L. Utley,
A.S. Wilson
Dept. of Physics and Astronomy, University of Glasgow, Glasgow, ¥.K.

A. Dannemann, U. Holm, D. Horstmann, R. Sinkus, K. Wick
Hamburg University, |. Institute of Exp. Physics, Hamburg, Gernfiany

B.D. Burow!’, L. Haggeé?®, E. Lohrmann, J. Milewski, N. Pavel, G. Poelz, W. Schott, F. Zetsche
Hamburg University, II. Institute of Exp. Physics, Hamburg, Gernfany

T.C. Bacon, N. Biammer, |. Butterworth, V.L. Harris, G. Howell, B.H.Y. Hung, L. LambéftiK.R. Long, D.B. Miller,
A. Priniag®, J.K. Sedgbeer, D. Sideris, A.F. Whitfield
Imperial College London, High Energy Nuclear Physics Group, London, U.K.

U. Mallik, M.Z. Wang, S.M. Wang, J.T. Wu
University of lowa, Physics and Astronomy Dept., lowa City, Usa

P. Cloth, D. Filges
Forschungszentruriilich, Institut fir Kernphysik, dlich, Germany

S.H. An, G.H. Cho, B.J. Ko, S.B. Lee, S.W. Nam, H.S. Park, S.K. Park

Korea University, Seoul, Kor8a

S. Kartik, H.-J. Kim, R.R. McNeil, W. Metcalf, V.K. Nadendla
Louisiana State University, Dept. of Physics and Astronomy, Baton Rouge, LAPUSA

F. Barreiro, G. Cases, J.P. Fernandez, R. Graciani, J.M.ardaz, L. Her@s, L. Labarga, M. Martinez, J. del Peso,
J. Puga, J. Terron, J.F. de Towiz
Univer. Autbnoma Madrid, Depto deifica Teérica, Madrid, Spaif

F. Corriveau, D.S. Hanna, J. Hartmann, L.W. Hung, J.N. Lim, C.G. MattffewsM. Patel, M. Riveline, D.G. Stairs,
M. St-Laurent, R. Ullmann, G. Zacek
McGill University, Dept. of Physics, Mongal, Qebec, Canada b

T. Tsurugai
Meiji Gakuin University, Faculty of General Education, Yokohama, Japan

V. Bashkirov, B.A. Dolgoshein, A. Stifutkin
Moscow Engineering Physics Institute, Moscow, Rudsia

G.L. Bashindzhagyah, P.F. Ermolov, L.K. Gladilin, Yu.A. Golubkov, V.D. Kobrin, I.A. Korzhavina, V.A. Kuzmin,
O.Yu. Lukina, A.S. Proskuryakov, A.A. Savin, L.M. Shcheglova, A.N. Solomin,

N.P. Zotov

Moscow State University, Institute of Nuclear Physics, Moscow, Rlssia

M. Botje, F. Chlebana, J. Engelen, M. de Kamps, P. Kooijman, A. Kruse, A. van Sighem, H. Tiecke, W. Verkerke,
J. Vossebeld, M. Vreeswijk, L. Wiggers, E. de Wolf, R. van Wouderi3erg
NIKHEF and University of Amsterdam, Netherlahds

D. Acosta, B. Bylsma, L.S. Durkin, J. Gilmore, C. Li, T.Y. Ling, P. Nylander, I.H. Park, T.A. RomandWski
Ohio State University, Physics Department, Columbus, Ohio, USA

D.S. Bailey, R.J. Cashmote A.M. Cooper-Sarkar, R.C.E. Devenish, N. Harnew, M. Lancaster, L. Lindemann, J.D. McFall,
C. Nath, V.A. Noye¥’, A. Quadt, J.R. Tickner, H. Uijterwaal, R. Walczak, D.S. Waters, F.F. Wilson, T. Yip
Department of Physics, University of Oxford, Oxford, LPK.

G. Abbiendi, A. Bertolin, R. Brugnera, R. Carlin, F. Dal Corso, M. De Giorgi, U. Dosselli, S. Limentani, M. Morandin,
M. Posocco, L. Stanco, R. Stroili, C. Voci, F. Zuin
Dipartimento di Fisica dell’ Universita and INFN, Padova, Ifaly

J. Bulmahn, R.G. Feifd, B.Y. Oh, J.J. Whitmore
Pennsylvania State University, Dept. of Physics, University Park, PA,USA

G. D'Agostini, G. Marini, A. Nigro, E. Tassi
Dipartimento di Fisica, Univ. 'La Sapienza’ and INFN, Rome, Ifaly

J.C. Hart, N.A. McCubbin, T.P. Shah



393

Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, UK.

E. Barberis, T. Dubbs, C. Heusch, M. Van Hook, W. Lockman, J.T. Rahn, H.F.-W. Sadrozinski, A. Seiden, D.C. Williams
University of California, Santa Cruz, CA, USA

J. Biltzinger, R.J. Seifert, O. Schwarzer, A.H. Walenta, G. Zech
Fachbereich Physik der UniveiitGesamthochschule Siegen, Gernfany

H. Abramowicz, G. Briskin, S. Dagdh A. Levy?!
School of Physics, Tel-Aviv University, Tel Aviv, Israél

J.I. Fleck’?, M. Inuzuka, T. Ishii, M. Kuze, S. Mine, M. Nakao, I. Suzuki, K. Tokushuku, K. Umemori, S. Yamada,
Y. Yamazaki
Institute for Nuclear Study, University of Tokyo, Tokyo, JaBan

M. Chiba, R. Hamatsu, T. Hirose, K. Homma, S. Kitanfra. Matsushita, K. Yamauchi
Tokyo Metropolitan University, Dept. of Physics, Tokyo, Japan

R. Cirio, M. Costa, M.l. Ferrero, S. Maselli, C. Peroni, R. Sacchi, A. Solano, A. Staiano
Universita di Torino, Dipartimento di Fisica Sperimentale and INFN, Torino,fltaly

M. Dardo
Il Faculty of Sciences, Torino University and INFN - Alessandria, ftaly

D.C. Bailey, F. Benard, M. Brkic, G.F. Hartner, K.K. Joo, G.M. Levman, J.F. Martin, R.S. Orr, S. Polenz, C.R. Sampson,
D. Simmons, R.J. Teuscher
University of Toronto, Dept. of Physics, Toronto, Ont., Carfada

J.M. Butterworth, C.D. Catterall, T.W. Jones, P.B. Kaziewicz, J.B. Lane, R.L. Saunders, J. Shulman, M.R. Sutton
University College London, Physics and Astronomy Dept., London, U.K.

B. Lu, L.W. Mo
Virginia Polytechnic Inst. and State University, Physics Dept., Blacksburg, VA, USA

W. Bogusz, J. Ciborowski, J. Gajewski, G. GrzéfakM. Kasprzak, M. Krzganowski, K. MuchorowsRP, R.J. Nowak,
J.M. Pawlak, T. Tymieniecka, A.K. Vidblewski, J.A. Zakrzewski, A.FZarnecki
Warsaw University, Institute of Experimental Physics, Warsaw, Péland

M. Adamus

Institute for Nuclear Studies, Warsaw, Polhnd

C. Coldewey, Y. Eisenbef§ U. Karshor®, D. Revet®, D. Zer-Zion

Weizmann Institute, Particle Physics Dept., Rehovot, Grael

W.F. Badgett, J. Breitweg, D. Chapin, R. Cross, S. Dasu, C. Foudas, R.J. Loveless, S. Mattingly, D.D. Reeder, S. Silverstein,
W.H. Smith, A. Vaiciulis, M. Wodarczyk
University of Wisconsin, Dept. of Physics, Madison, W1, USA

S. Bhadra, M.L. Cardy, C.-P. Fagerstroem, W.R. Frisken, M. Khakzad, W.N. Murray, W.B. Schmidke
York University, Dept. of Physics, North York, Ont., Candda

Received: 6 February 1996



1 also at IROE Florence, ltaly

2 now at Univ. of Salerno and INFN Napoli, Italy

3 supported by Worldlab, Lausanne, Switzerland

4 now as MINERVA-Fellow at Tel-Aviv University

5 now at ELEKLUFT, Bonn

6 also at University of Torino

7 Alexander von Humboldt Fellow

8 Alfred P. Sloan Foundation Fellow

9 now at University of Washington, Seattle

10 now at California Institute of Technology, Los Angeles

11 now at Inst. of Computer Science, Jagellonian Univ., Cracow
12 yisitor from Florida State University

13 now at DESY Computer Center

14 supported by European Community Program PRAXIS XXI
15 now at Univ. de Strasbourg

393

16 present address: Dipartimento di Fisica, Univ. "La Sapienza”, Rome

17 also supported by NSERC, Canada

18 supported by an EC fellowship

19 PPARC Post-doctoral Fellow

20 now at Park Medical Systems Inc., Lachine, Canada

21 partially supported by DESY

22 now at Philips Natlab, Eindhoven, NL

23 now at Department of Energy, Washington

24 also at University of Hamburg, Alexander von Humboldt Research Award
25 now at Yale University, New Haven, CT

26 supported by a MINERVA Fellowship

27 supported by the Japan Society for the Promotion of Science (JSPS)
28 present address: Tokyo Metropolitan College of Allied Medical Sciences,
Tokyo 116, Japan

29 supported by the Polish State Committee for Scientific Research, grant



394

Abstract. Diffractive scattering ofy*p — X + N, whereN 1 Introduction

is either a proton or a nucleonic system withy < 4 GeV

has been measured in deep inelastic scattering (DIS) dh deep-inelastic electron-proton scattering (DIS)p —
HERA. The cross section was determined by a novel method~ + anything (Fig. 1), a new class of events was observed
as a function of they*p c.m. energyW between 60 and by ZEUS [1, 2, 3] and H1 [4] characterized by a large rapid-
245 GeV and of the mas¥/ x of the systemX up to 15 GeV ity gap (LRG) between the direction of the proton beam and
at average? values of 14 and 31 GeV The diffractive  the angle of the first significant energy deposition in the de-
cross sectionlo®// /dMx is, within errors, found to rise tector. The properties of these events indicate a diffractive
linearly with . Parameterizing th&/’ dependence by the and leading twist production mechanism. The observation
form do%i/t JdMy x (W2)@2r =2 the DIS data yield for of jet production demonstrated that there is a hard scattering

the pomeron trajectony,, = 1.2340.02(stat) + 0.04(syst) component in virtual—p.hoton proton interactio_ns leading to
averaged over in the measured kinematic range assum-LRG events. A comparison of the energy flow in events with
ing the longitudinal photon contribution to be zero. This and without a large rapidity gap showed that in LRG events
value for the pomeron trajectory is substantially larger thanthe QCD radiative processes are suppressed.

«,, extracted from soft interactions. The valuecof mea- _ The diffractive contribution to the proton structure_func—
sured in this analysis suggests that a substantial part dfon 2 was measured by H1 [5] and ZEUS [6]. The diffrac-
the diffractive DIS cross section originates from processedive electron-proton cross section was found to be consistent
which can be described by perturbative QCD. From thewith factorising in_to a term describing the flux _of a coloqr-
measured diffractive cross sections the diffractive structurdess component in the proton and a term which describes
function of the protoanD(S)(ﬁ,Qz,xﬂ,) has been deter- the cross section for scattering of this colourless object on

mined, whereg is the momentum fraction of the struck an electron. LRG events were also observed in photoproduc-
quark in the pomeron. The forsz(?’) = constant-(1/z,)*  ton [7, 8]. A combined analysis of the diffractive part of the

; : ; 2 ; proton structure functiot, and the diffractive photoproduc-
Sl\ief 4:36 iog %llétt;t)tleot'dggtz;jgt)a@ and @ intervals with tion of jets indicated that a large fraction of the momentum
of the colourless object carried by partons is due to hard
gluons [9].
One of the most interesting questions raised by these
LRG events is the precisd’ dependence of the cross sec-
tion for diffractive scattering of virtual photons on protons,
v*p — Xp. Here,W is the~v*p c.m. energy and the com-
parison should be done at fixed mass squared of the virtual

No. 2P03B09308 photon,—Q?. In the Regge picture, the elastic and diffrac-
30 supported by the Polish State Committee for Scientific Research, grantive cross sections in the forward direction are expected to
No. 2P03B09208 :

ehave as (see e.g. [10]):
@ supported by the Natural Sciences and Engineering Research Council ol? ( 9 [ ])
Canada (NSERC) do(t = 0)/dt (W?2ar0-2 (1)

b supported by the FCAR of @bec, Canada .
¢ supported by the German Federal Ministry for Education and ScienceWheret is the square of the four-momentum transferred from

Research and Technology (BMBF), under contract numbers 056BN19Ithe virtual photon to the incoming proton. From elastic and

d056FR19P, 056HH19I, 056HH29I, 056SI179I total cross section measurements for hadron-hadron scatter-
supported by the MINERVA Gesellschatirf Forschung GmbH, and by ing the interceptalp (0) of the pomeron trajectoryylp(t)

the Israel Academy of Science .

€ supported by the German Israeli Foundation, and by the Israel Academ as found to be 1'.08 [1.1]' A. Slml!ar. engrgy dependence

of Science as observed for diffractive dissociation in hadron-hadron

f supported by the Italian National Institute for Nuclear Physics (INFN) ~ Scattering of the typéih, — hy X, for a fixed massi/x of

9 supported by the Japanese Ministry of Education, Science and Cultur¢he diffractively produced systet¥ (see e.g. [12, 13]). For

(the Monbusho) and its grants for Scientific Research DIS, with dominantly hard partonic interactions, the BFKL

h supported by the Korean Ministry of Education and Korea Science andigrmalism [14] leads to a pomeron intercept @f,(0) ~

Engineering Foundation g 2 . .
' supported by the Netherlands Foundation for Research on Matter (FOM):I'-i-(:I'2 In Zhs/w ~ 15 atQ = 20 GeV* which could |mply

I supported by the Polish State Committee for Scientific Research, grant§ 'apid rise of the diffractive cross section with [15, 16].

No. 115/E-343/SPUB/P03/109/95, 2P03B 244 08p02, p03, p04 and po5, In the previous determinations of the diffractive struc-
and the Foundation for Polish-German Collaboration (proj. No. 506/92) ture function, the subtraction of the nondiffractive contribu-
K supported by the Polish State Committee for Scientific Research (grantion relied on specific models [5, 6]. In the present analysis
No. 2 PO3B 083 08) the separation is based on the data. The diffractive contri-

! partiall ted by the G Federal Ministry for Education and .\ " ;
e o o Teihnsﬂ)rg?"(BGBir)a ISy for =ducation 8y, ition is extracted by a new method which uses the mass

m supported by the German Federal Ministry for Education and Science M x of the _SySte.mX’ measurgd in .the dete_Ctor_’ to sep-
Research and Technology (BMBF), and the Fund of Fundamental Researcrate the diffractive and nondiffractive contributions. The
of Russian Ministry of Science and Education and by INTAS-Grant No. distribution in In}M% exhibits, for the nondiffractive com-
93-63 _ o _ _ ponent, an exponential fall-off towards smallif?. values,
supported by the Spanish Ministry of Education and Science tthUgthnondsz/dm M)Z( - exp(b InM§), a property which is

funds provided by CICYT . . .
© supported by the Particle Physics and Astronomy Research Council predlcted by QCD'based models for nondiffractive DIS (See

P supported by the US Department of Energy e.g. [17, 18]). The parametérof this exponential fall-off is
9 supported by the US National Science Foundation determined from the data and is assumed to be valid in the
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Fig. 1. lllustration of deep inelastic scattering: nondiffractive scattering
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background.

The cross section for diffractive production by virtual
photons on protonsy*p — XN, is determined integrated
overt. The systemV is either a proton or a nucleonic system
with massM < 4 GeV. The 4 GeV mass limit results from
the acceptance of the detector.
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the cross sections are analyzed in terms of the diffractive
structure function of the proton.

2 Experimental setup

The experiment was performed at the electron-proton col-
lider HERA using the ZEUS detector. The analysis used
data taken in 1993 where electrons6f = 26.7 GeV col-
lided with protons of&, = 820 GeV. HERA is designed
to run with 210 bunches in each of the electron and proton
rings. In 1993, 84 paired bunches were filled for each beam
and in addition 10 electron and 6 proton bunches were left
unpaired for background studies. The integrated luminosity
was 543 nb!. Details on the operation of HERA and the
detector can be found in [19].

2.1 ZEUS detector

The analysis relies mainly on the high-resolution depleted-
uranium scintillator calorimeter and the central tracking de-
tectors. The calorimeter covers 99.7% of the solid angle.
It is divided into three parts, forward (FCAL) covering the
pseudorapidity region 43 > > 1.1, barrel (BCAL) cov-
ering the central region.1 > n > —0.75 and rear (RCAL)
covering the backward regior0.75 > n > —3.8. Holes

of 20 x 20 cn? in the center of FCAL and RCAL are re-
quired to accommodate the HERA beam pipe. The calorime-
ter parts are subdivided into towers of typically2@0 cn?
transverse dimensions, which in turn are segmented in depth
into electromagnetic (EMC) and hadronic (HAC) sections.
To improve spatial resolution, the electromagnetic sections
are subdivided transversely into cells of typically 30 cn?
(10x 20 cn? for the rear calorimeter). Each cell is read out by
two photomultiplier tubes, providing redundancy and a posi-
tion measurement within the cell. Under test beam conditions
[20], the calorimeter has an energy resolutien, given by
op/E = 18%/VE for electrons andrp/E = 35%/VE

for hadrons, wherer is in units of GeV. In addition, the

The prime goal of this analysis is the determination of calorimeter cells provide time measurements with a time res-

the W dependence of the diffractive*p cross section in
the range 60< W < 245 GeV, Mx < 15 GeV and

olution below 1 ns for energy deposits greater than 4.5 GeV,
a property used in background rejection. The calorimeter

10 < Q? < 56 Ge\2. The paper begins with a brief in- noise, dominated by the uranium radioactivity, in average is
troduction to the experimental setup and the event selectiolf! the range 15-19 MeV for electromagnetic cells and 24-
procedure followed by a description of the determination of30 l\/'le.V for hadronic cells. The calorimeter is described in
the massMy. Using the measured/y distributions, the ~detail in [20]. o

widely different behaviour of the nondiffractive and diffrac- _ Charged particle detection is performed by two concen-
tive contributions is demonstrated: production of events withfic cylindrical drift chambers, the vertex detector (VXD)
low masses\/y is dominated by diffractive scattering while @nd the central tracking detector (CTD) occupying the space
nondiffractive events are concentrated at laigg values. —Petween the beam pipe and the superconducting coil of the
These observations lead to a straightforward procedure fofl@gnet. The detector was operated with a magnetic field
extrapolating the nondiffractive background into the low ©f 1.43 T. The CTD consists of 72 cylindrical drift cham-
mass region and extracting the diffractive contribution. AnPer layers organized into 9 superlayers [21]. In events with
unfolding procedure is used to correct the resulting num-charged particle tracks, using the combined data from both

- - ; N
ber Oftdlf'fraCtIVde eyeni.s In](?fx,tVV, g ) bIPhS for detfcéor 1 The ZEUS coordinate system is right-handed with fhexis pointing
acceptance and migration efrects. From the corrécted nump ,q proton beam direction, hereafter referred to as forward, andthe

ber _Of events the cross SeCtiODS for diﬁrac_tive productionayis horizontal, pointing towards the center of HERA. The pseudorapidity
by virtual-photon proton scattering are obtained andWhe 7 is defined as- In(tan), where the polar anglé is taken with respect
dependence of diffractive scattering is determined. Finallyto the proton beam direction from the nominal interaction point
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chambers, resolutions oficm inZ and 01 cm in radial di-  p, = (px, py, pz) Was assigned to each célwith energyE
rection in theX'Y plane are obtained for the primary vertex in such a way thap? = E2. The cell angles were calculated
reconstruction. From Gaussian fits to tHevertex distribu-  from the geometric center of the cell and the vertex position
tion, the rms spread is found to be.20cm in agreement of the event. The angley was calculated according to
with the expectation from the proton bunch length. 2 2 2

The luminosity is determined by measuring the ratecosy; = Q)™+ 0y pv)” = (B — p2) ©)

i i - o px)2+ CCn py)? + G4 (E — p2))?

of energetic bremsstrahlung photons produced in the pro h PX r PY h bz

cessep — cpy [22]. The photons are detected in a lead- \yhere the sumsy”,, here and in the following, run over all
scintillator calorimeter placed & = —107 m. The back-  cajorimeter cells: which were not assigned to the scattered

ground rate from collisions with the residual gas in the beamg|eciron. The cells were required to have energy deposits
pipe was subtracted using the unpaired electron and protogp,ve 60 MeV in the EMC section and 110 MeV in the

bunches. HAC section and to have energy deposits above 140 MeV
(160 MeV) in the EMC (HAC) sections, if these energy de-
) ) posits were isolated. The last two cuts remove noise caused
2.2 Kinematics by the uranium radioactivity which affects the reconstruction
of the DA variables at low\/x .
The basic quantities used for the description of inclusive |n the double angle method, in order that the hadronic

deep inelastic scattering system be well measured, it is necessary to require a mini-

©) + (P ) + thi mum of hadronic activity in the calorimeter away from the
e(k) +p(P) = ek) + anything forward direction. A suitable quantity for this purpose is the
are: hadronic estimator of the variable[24], defined by
Q?=—=—(k—K) , ) _ 2 (E—p2)

2 Y = . (9)
9 @) 2Fe
xTr = 5
2P -q We study below events of the type

y:J;Z , (4) ep — e+ X +rest,

, Q¥1-1) , Q2 where X denotes the hadronic system observed in the detec-
we = . + M, ~ . forz <1 (5) tor andrest the particle system escaping detection through

the beam holes. The ma&sy of the systenX is determined

wherek and%’ are the four-momenta of the initial and final from the energy deposited in the CAL cells according to:
state electronsP is the initial state proton four-momentum,

M, is the proton masg; is the fractional energy transfer to (M¥“**)* = (Z E)* - (Z px)? — (Z py)?
the proton in its rest frame and” is they*p c.m. energy. h h h
For the range o)? and W considered in this paper we also _(Z )2 (10)
haveW? ~ y - s, wheres = 4E,E, is the square of thep - bz)
c.m. energy,/s = 296 GeV.

For the description of the diffractive processes,

ep— e+ X +N, 2.3 Event selection

in addition to the mas3/x, two further variables are intro- The event selection at the trigger level was identical to

duced: that used for ourF, analysis [19]. The off-line cuts were
M2 + Q2 very similar to thos_,e applied in the d_ouble angle an_alysi_s of

e = 2y Q2 (6)  F»[19]. The resulting event sample is also almost identical

) to the one used for our recent studies of large rapidity gap
8= Q @) events in DIS [2, 3]. For ease of reference we list the main
M2 +Q? kinematic requirements imposed, which limit tHé and Q?

In models where diffraction is described by the exchangerange of the measurement.
of a particle-like pomerong ., is the momentum fraction of — E > 8 GeV, whereFE, is the energy of the scattered
the pomeron in the proton anglis the momentum fraction electron, to have reliable electron finding and to control
of the struck quark within the pomeron. the photoproduction background;

The kinematic variables, Q2 and W were determined  — y. < 0.95, wherey, is the variabley calculated from
with the double angle (DA) method [23], in which only the the scattered electron, to reject spurious low energy elec-
angles of the scattered electrafl)(and the hadronic sys- trons, especially in the forward direction,
tem (yg) are used. This reduces the sensitivity to energy — the impact point of the electron on the face of the RCAL
scale uncertainties. The anglg; characterizes the trans- had to lie outside a square of side 32 cm centered on the
verse and longitudinal momenta of the hadronic system. In  beam axis (“box cut”), to ensure full containment of the
the ndve quark-parton mode}y is the scattering angle of electron shower,

the struck quark. It was determined from the hadronic en- — y; > 0.02, to ensure a good measurement of the angle
ergy flow measured in the calorimeter. A momentum vector ~g and ofz,
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— 35< 6 < 60 GeV, whered = )", (EF —pz), to control ~ was used which enhances the rate of I8¥, events as

radiative corrections and reduce photoproduction backpreferred by the data.

ground. The second sample was generated following the Niko-
laev-Zakharov (NZ) model [31] which was interfaced to the

und fragmentation scheme [32]. In the NZ model, the ex-
changed virtual photon fluctuates intg@pair or agqg state
which interacts with a colourless two-gluon system emitted
by the incident proton. In the Monte Carlo implementation
3 this model the mass spectrum contains both components
but the qqg states are fragmented into hadrons as if they
were aqq system with the same maddx. Hadronic final
statesX are generated only with massésy > 1.7 GeV.
For a description of the NZ model see also [6].

All Monte Carlo events were passed through the stan-

dard ZEUS detector and trigger simulations and the event
reconstruction package.

The differences with respect to the event selection use
for the F, analysis in [19] are an increase of the lower
limit on E/ from 5 to 8 GeV and a lowering of the; 5 cut
from 0.04 to 0.02 which became possible with the improved
noise suppression procedure explained above. The increa
of the E! limit reduces background from photoproduction;
the lowery;p cut extends the acceptance towards lower
W values. It was checked that tH& values obtained with
the modified noise procedure were fully compatible with the
values published previously [19] in the whal¥, W range
investigated in the present paper.

The primary event vertex was determined from tracks
reconstructed using VXD+CTD information. If no tracking
information was present the vertex position was set to the
nominal interaction point.

After the selection cuts and the removal of QED Comp
ton scattering events and residual cosmic-ray events, the DI, order to determine from the number of observed events
sample_ contained 4§k events. For the analysis of diffractivgne number of produced events in each bin an unfolding
scattering, events witt)” > 10 GeV* were used. The back- nrocedure based on a weighted Monte Carlo sample was ap-

g(r)ound from beam gas scattering in this sample was less thaflied. The unfolding procedure is most reliable if the Monte
1% as found from the data taken with unpaired bunches. carjo event distributions are in agreement with the data.

POMPYT was used for unfolding. However, POMPYT as
well as the NZ model showed considerable discrepancies

3.2 Weighting of diffractive Monte Carlo events

3 Simulation and method of analysis relative to the measuretd’ distributions in the kinematic
. . range of this study. This problem was overcome as follows:
3.1 Monte Carlo simulation to account for the lack of diffractive events in the low mass

. . . region, Mx < 1 GeV, events were generated separately
Monte Carlo simulations were used for unfolding the pro-¢, »° production viay*p — p°p [33] and added to the

duced event distributions from the measured ones, for detelbonpyT event sample. The number of events and their

mining the acceptance and for estimating systematic uncefgistribution as a function of¥ and Q? were determined

tainties. o from the analysis of this experiment [34]. Furthermore, the
Events from standard DIS processes with first orderponpyT and ° events were weighted to agree with a

electroweak corr_ections were gengrated with HERACLESTrime Regge [35, 36] inspired model (TRM) predicting for
4.4 [25]. It was interfaced using Django 6.0 [26] to ARI- the diffractive cross section:

ADNE 4.03 [17] for modelling the QCD cascade accord-
ing to the version of the colour dipole model that includes ,
the boson-gluon fusion diagram, denoted by CDMBGF-. ThedaﬁiJ;LXN(MX, W, Q%) B 5, s
fragmentation into hadrons was performed with the Lund dMx =C-(l+c,-Q°/MY)
fragmentation scheme [18] as implemented in JETSET 7.2 o
[27]. The parton densities of the proton were chosen to be x(Mg +Q?) k(O)(M)Zf/(M)Zf +Q%)
the MRSD- set [28]. Note that this Monte Carlo code does Mx W2 L0
not contain contributions from diffractive*p interactions x (M?% + Q?)2—2x(0) ' (M2 + QZ) "o
) X X
In order to model the DIS hadronic final states from

diffractive interactions where the proton does not dissociate, HereC' is a normalization constant(0) = 0 (x(0) =
) for Mx < My (Mx > Mp) and o, is the pomeron

ep— et X +p, trajectory averaged over the square of the four-momentum

two Monte Carlo event samples were studied, one of whictransfer,¢, between the incoming and the outgoing proton.
was generated by POMPYT 1.0 [29]. POMPYT is a Monte 'n€ parameters,, Mo, «,, of the TRM model were de-
Carlo realization of factorizable models for high energy termined in the unfolding (see Sect. 5 below) and will be
diffractive processes where, within the PYTHIA 5.6 [30] referred to as “weighting parameters”. The weu%hte_d Sam-
framework, the beam proton emits a pomeron, whose conP!€ of POMPYT events will be referred to as “weighted
stituents take part in a hard scattering process with thdOMPYT".

virtual-photon. For the quark momentum density in the

pomeron it has been common to use the so-called Har% o

POMPYT version,3f(8) « 5 - (1 — B). For this analysis -3 Mass determination

the form

(12)

The mass of the systetd was determined from the energy
Bf(B) = constant - 3 (12) deposits in the calorimeter using (10). The mag§<**
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single measurement
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measured in this way has to be corrected for energy losses
in the inactive material in front of the calorimeter and for rig 3. Left: My distributions for MC events on the generator level (his-
acceptance. The correction was determined by comparinggrams) and after reconstruction and measurement simulation (points with

for Monte Carlo (MC) generated events the MC measurecerror bars) as a function a¥/x for different W binjsueéth =14 G]S\IZC for
i H . 1y "M meas A4 M gen
mass'_]\[]\/[Cmeas, to the generated masM]\/[Cgen, of the weighted POMPYT (see text). Right: The ratid /N 9

. X . of measured and generated MC event numbers as a functidfixofin all
systemX. The mass correction was performed in two Steps'plots the hashed areas show theg regions used for the determination of

In the first step an overall mass correction factor was determe dgiffractive cross section
mined. In the second step the diffractive cross sections were
determined by an unfolding procedure (see Sect. 5) taking
into account for eachM(x, W, Q?) interval the proper mass ble to the value of the mass. The mass resolution increases
correction as determined from the MC simulation. smoothly from 1 GeV near themass to 13 GeV (29 GeV)
The overall correction factof(Mx) was determined at A/ = 3 GeV (15 GeV). FoM)f\nge” > 3 GeV it can be

from the average ratio of measured to generated mass
g e g approximated bw(Mﬁ‘{CCO’“)/\/M)]‘fcge” =0.75 Ge\W/2,
M meas

F(MMCmeasy = X A test of the MC predictions for the mass measurement
X My Coen 7 at low M values was performed by studying the reaction

as a function of My, W and Q. The dependence of ep —e+p°+p |,
f(Mcmeasy on Mx, W, Q? was found to be sufficiently _ .
small 6%) for My > 1.5 GeV so that it could be ne- W_here the pions from_ the decay — n*n~ were measured
glected in the first step of the mass correction. The averWith the central tracking detector [34]. Theér~ mass res-
age correction factor wag(M M Cmeas) = 0.68. The same olution from tracking was 25 MeV(rms). From a total of 60
correction factor was used for masses below 1.5 GeV. Th@vents with 700< M 1,9 < 800 MeV in the kinematic
correction factorf = 0.68 was applied to obtain from the rangeQ? =7 — 25 Ge\?, W = 60— 134 GeV, an average
measured mass the corrected mass valig” = Mp<s/f. M of 1.2 GeV and an average mass resoluti¢n/§") of
Figures 2a,b show, for MC events, the corrected versu®.9 GeV were obtained; all but 4 events were reconstructed
the generated/x. The error bars in Fig. 2b give the rms with a massM " below 3.0 GeV. The Monte Carlo sim-
resolution for a singlé/x measurement. A tight correlation ulation for this channel predictet/ #/“<" = 1.2 GeV and
between corrected and generated mass is observed exceptM 3/ “<°") = 0.8 GeV, in good agreement with the data.
when My < 2 GeV where the mass resolution is compara-  All Mx results presented below refer 3d§°".
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3.4 Acceptance for diffractive events
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Fig. 5. DIS events from data measured in #é range 10 - 56 Ge¥ the
scatter plot of M x versusW. The events withy,,.. <1.5 are shown as
larger dots; they concentrate at small values\6

ysis, except in the highest/ interval for Q? = 14 GeV
where the acceptance is around 80% at low masses falling
to about 50% atVM/x = 15 GeV. This is caused by the re-
duced efficiency for detecting the scattered electron and by
the requirement that = )", (E — pz) > 35 GeV.

3.5 General characteristics of th&fx distributions

Jhe method of separating the diffractive and nondiffractive
contributions is based on their very differehfy distribu-
tions. As a first illustration, Fig. 5 shows the distribution of
Mx versusW for the data. Two distinct classes of events
are observed, one concentrated at small, the second ex-
tending to large values d¥f x. Most of the events in the low
Mx region exhibit a large rapidity gap, which is characteris-
tic of diffractive production. This is shown by Fig. 5 where
the events with a large (small) rapidity gap,q. < 1.5

A measure of the acceptance for diffractive events is the ratid,,.. > 1.5) are marked by different symbols. Hewg, ..
SR = ) MCmeas | 4 MCgen of gyents measured to events is the pseudorapidity of the most forward going particle. For

generated in anMx, W, Q?) bin using M§". Figures 3

this analysis a particle is defined as an isolated set of ad-

and 4 show, for weighted POMPYT events, the distributionsjacent calorimeter cells with more than 400 MeV summed

of .J"MCgen (histograms) andJMCmeas (solid points)

energy, or a track observed in the central track detector with

for the (W, Q?) bins used in this analysis (see Sect. 4.1).more than 400 MeV momentum. A cut gf,.. < 1.5 cor-

Here, the generated values fofy, W, Q? were used for

responds to a visible rapidity gap larger than 2.2 units since

N MCgen while M§e" and the double-angle quantities for no particles were observed between the forward edge of the
W and Q? were used for. ) "MCmeas  ag in the analysis calorimeter § = 3.7 — 4.3) andn = 1.5. FOr#,,.. < 1.5 the

of the data. Thel/x distributions increase from small x
values to a maximum al/x = 2 -5 GeV and then fall

contribution from nondiffractive scattering is expected to be
negligible [1, 6].

off towards higher masses. There is some leakage of events The measured/x distributions are shown in Figs. 6(a-

into the low Mx bin as seen in the ratio2 shown in the

right-hand parts of Figs. 3, 4.

The shaded areas mark théy regions used for extrac-
tion of the diffractive cross sections. The rati@ is above
unity at smallMx as a result of the migration from higher
Mx masses; for largek/ x values.#2 is rather constant and

c) for threeW intervals,W = 90-110, 134-164 and 200—
245 GeV atQ? = 14 Ge\2. The distributions are not cor-
rected for acceptance. For alV bins two distinct groups
of events are observed, one peaking at lbly values, the
other at highMx values. While the position of the low
mass peak is independent df, the high mass peak moves

between 70 and 100% in the bins considered for the analto higher values as$V increases. As already seen, most
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Fig. 6. Distributions of Mx atQ? = 14 Ge\?: a)-c) for the W intervals 90-110, 134-164, 200-245 GeN-f) Distributions of InM?% for the sameV’
intervals. The shaded histogramsapf) show the events which havg,.. < 1.5 corresponding to a rapidity gap in the detector larger than 2.2 units.
g)H) Distributions of the rapidity gap\n for the sameQ? and W values. The histograms show the distributions for events With < 3 GeV (shaded)
and M x = 3-7.5 GeV (skewed hatched). Helé x is the corrected mass. The distributions are not corrected for acceptance effects

events in the low mass peak possess a large rapidity gapvith growing W. For a givenW value n,,,... is correlated
This is illustrated by the shaded histograms which represenwith the maximum possiblé/x value but does not allow
the events withy,,,. < 1.5. the determination o/ x uniquely because of fragmentation
The size of the rapidity gapAn, can be seen from effects. Since our aim is the determination of the diffractive
Figs. 6(g—i) which show the distributions of the rapidity gap cross section as a function éf x, the analysis was based
between the edge of the calorimeter< 3.9, which is the  on Mx and not ony,,q;-
n value of the geometric center of the HAC cells closest In Fig. 7 the measured/x distributions are compared
to the proton beam) and the most forward lying cell with with the NZ and CDMBGF predictions. The shaded distri-
energy deposition greater than 200 MeV (the threshold isutions show the NZ predictions for diffractive production.
reduced in comparison with the determinationrgf,,. be-  They peak at small masses. The predictions of COMBGF for
cause here single cells are considered instead of a group ofndiffractive production (dotted histograms) peak at high
cells). The plots give the distribution of all events (points masses. The sum of the NZ and CDMBGF contributions re-
with error bars) and those with/y < 3 GeV (shaded) and produce the main features of the data which are the low and
3-7.5 GeV (skewed hatching). There is a strong concentrahigh mass peaks.
tion of events at small rapiditiegin < 1, which stem from The properties of thel/x distributions can be under-
nondiffractive processes. The distributions demonstrate thagtood best when plotted as a function ofMff,, shown in
the majority of low My events are associated with a large Figs. 6(d—f) and Figs. 7(d—f). Here, and in the following,
rapidity gapAn > 2. The average rapidity gap increases masses and energies are given in units of GeV. In this rep-
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intervals as im)—). Here M x is the corrected mass. The distributions are not corrected for acceptance effects. Shaded histograms show the prediction of
the NZ model for diffractive production; dashed histograms show the prediction of CDMBGF for nondiffractive production. The MC events were passed

through the standard ZEUS detector simulation. The CDMBGF distributions were normalized to 85% of the data while the NZ distributions were normalized
to the observed number of diffractive events withy > 1.7 GeV; in the NZ model, diffractive events are generatediby > 1.7 GeV

resentation the low mass peak shows up as a plateau-likat the Q? values under study, for/ > 0, the beam axis
structure at low /%, most notably at high’ values. The in they*p system is approximately given by the proton di-
high mass peak exhibits a steep exponential fall-off towardsection in the HERA system. Since the shape of the rapidity
smaller InM% values. The shape of the exponential fall-off distribution is invariant under translations along tiebeam

is independent ofV, a property which is best seen when the axis we translate the)/ distribution measured in the*p

In M% distributions are replotted in terms of the scaled vari- system until the point of maximum rapidity agrees with the
able [InM% + In(s/W?)] (the totalep c.m. energy squared, maximum rapidity %/,,... in the ep system. For an (ideal-
s, is introduced for convenience). This is shown in Fig. 8 atized) uniform%/ distribution between maximum and mini-
Q? = 14 and 31 Ge¥ where the scaled IM)2< distributions  mum rapidities of%/,,.. and ..., respectively, the total
are overlaid for thzreeW intervals. The position <23f the high center of mass enerdy is given by

mass peak in Id/% grows proportionally to If1< and the

slope of the expo)n(ential fall-off towards smallMé values W2=co- eXp(Pnaz — Yinin),

is approximately independent &F . assuming %oz — Ymin) > 1. (14)

Here,cg is a constant. The magg x of the particle system

3.6 My dependence of the nondiffractive contribution that can be observed in the detector is reduced by particle
loss mainly through the forward beam hole:

While in diffractive scattering the outgoing nucleonic system ;2 — . aynzdet _ s

remains colourless, in nondiffractive DIS the incident pro-~ =~ 002 p(:’@”zgt "{mm)

ton is broken up and the remnant of the proton is a coloured = W* - exp(Uinnis — Ymaa) (15)

object. This gives rise to a substantial amount of initial and

final state Q_CD.radiation, fpllo_wed by fragmentation, be- (neglecting the mass and transverse momentum of the pro-
tween the directions of the incident proton and the currenty ced particles). Equation (15) predicts scaling of thi/fa
jet as illustrated in Fig. 1. The salient features of the re-jictribution wheﬁ plotted as a function of WG /W?), in
sulting My Qistribuztion, namelg/ the exponential fall-off and 5 eement with the behaviour of the data seen in Fig. 8
the scaling in [NV, + In(s/W?)], can be understood from \ pere the data are plotted in terms of Jifg. + In(s/W?)].
the assumption of uniform, uncorrelated particle emission INre quantity @na. — 242 ) is the effective width of the

.- 4 P . max A limit
rapidity 7/ along the beam axis in the’p system [37]: beam hole and can be estimated from the effective maximum
dNpart/d%/ = X, X =constant (13) rapidity and the detector geometry.

where %%t denotes the limit of the FCAL acceptance

limit
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Fig. 8. Distributions of InM% + In(s/W?) for the W mtervaltc, 90— 4uced with CDMBGF at the}i:;enerator level (dashed histograms) and at the
110 GeV (dotted), 134-164 GeV (dashed), 200-245 GeV (solidjVn  getector level (full histograms) fo?2 =14 Ge\2. At the generator level,
=9.0-94,98-102 106 - 11.0) & ;QZ =14 GeV? andb) 31 Ge\~. My denotes the true mass of the particle system produced up to pseudora-
Here M x is the corrected mass; the distributions are the measured Onesyidities of  =4.3 (forward edge of calorimeter). At the detector ledék

not corrected for acceptance effects. For eg¢hthe three distributions  genotes the observed and uncorrected mass. The straight dashed and full
were normalized to the same number of events lines show the fits of the exponential slopes to the CDMBGF distributions

The massMx is expected to fluctuate statistically due

to a finite probability P(0) that no particles are emit- . ; - 2

o ydet Y det b . y kinematics and acceptance, Maxfiff,) = In"W?2 — (2 to
ted betvx;ee_n/zgm ap\d Himit — A//’f This g(lanerdates 3). The data in Fig. 6d-f and Fig. 8 break away from the
a gap of sizeAs/. The assumption of uncorrelated par- oynonential behaviour towards high values ofig lead-
ﬁng to a rounding-off. It mainly results from the finite size

ticle emission I‘eards to Poisson statistics which predict
P(0) = exp(-AA7/) resulting in an exponential fall-off = i selectedV intervals, the edge of the calorimeter ac-
ceptance in the forward directiom(,. = 3.7 to 4.3) and

of the InM?% distribution,
.} nondif f 5 the finite resolutions with whic’” and My are measured.
dinaz ¢ expbIn M%) (16)  with good accuracy the exponential fall-off is observed for
X InM% < InW? — 59, with no ~ 3.0, over more than two
where the slopé is equal to the parametey and c is a  units of rapidity (see also Sect. 4.2).
constant. The exponential fall-off of the M2 distribution We would like to add three remarks. Firstly, the value of
towards small values of /% expected from this simplified the slopeb is little affected by detector effects: it is almost
consideration is indeed observed in models which includehe same at the detector level as at the generator level. This
QCD leading order matrix elements, parton showers andvas verified by Monte Carlo simulation of nondiffractive
fragmentation such as CDMBGF shown by the dashed hisevents with CDMBGF. The MC events were selected using
tograms in Figs. 7(d—f). This shows that the known sourceghe same selection cuts as for the data. The mdgsof a
of long range correlations like conservation of energy andstandard nondiffractive DIS event at the generator level was
momentum, of charge and of colour, which are incorporateddefined as the invariant mass of all particles (excluding the
in CDMBGF, do not lead to significant deviations from an scattered electron) generated with pseudorapidities4.3,
exponential behaviour with the possible exception of a verythe nominal end of the detector. In Fig. 9 the MC generated
small fraction (0.2—0.4%) of the CDMBGF events which is (dashed histograms) and MC measured mass distributions
found above the exponential at low M2 values. (solid histograms) are shown. The exponential slope values
In principle, the exponential fall-off of the I/ distri- of b = 1.9+0.1 (shown as straight lines) obtained at the gen-
bution should start at the maximum value of\if§; allowed  erator level agree with the slope values found at the detector
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level to within +-0.1 units compatible with the statistical er- the maximum value of I3/% up to which the exponential
rors of the simulation. behaviour of the nondiffractive part holds. We shall apply
Secondly, the value predicted by CDMBGF for the slope (18) in a limited range of 1d/2 for fitting the parameters

is b = 1.9+ 0.1 while the data yield a shallower slope, the b, ¢ of the nondiffractive contribution. The diffractive con-

average being = 1.46+0.15. Note, the value of the slope tribution will not be taken from the fit result fab but will

cannot be predicted precisely by the models; rather, DIS dathe determined by subtracting from the observed number of

have to be used to fix the relevant parameters of the CDMevents the nondiffractive contribution found in the fits.

BGF model. For instance, short range correlations arising

from resonance production affect the value bofThe ob-

served difference between the exponential fall-off found in3.8 Contribution from nucleon dissociation

the data and predicted by the Monte Carlo simulation indi-

cates that estimating the tail of the nondiffractive backgroundThe contribution from the diffractive process where the nu-

from Monte Carlo simulation alone may lead to an incorrectcleon dissociates,

result for the diffractive cross section. dissoc

Thirdly, we determine the slogefrom the data in are- ¢~ €¢¥X+N ’

gion where the nondiffractive contribution dominates. Thewas estimated by Monte Carlo simulation. Assuming factori-

exponential fall-off will be assumed to continue with the sation and a Triple Regge formalism [35, 36] for modelling

same slope into the region of overlap with the diffractive v*p — X +p and~*p — X + N%s5°¢ the measured cross

contribution. The nondiffractive event sample generated withsections for elastic and single diffractive dissociationpjin

CDMBGF indicates a small excess of events above the ex¢andpp) scatteringpp — p+p andpp — p + N%55°¢ were

ponential fall-off (see above). If allowance is made for aused to relatey*p — X + N955°¢ to v*p — X +p.

similar deviation from the exponential fall-off in the data, The secondary particles fromi?ss°¢ decay were found

the numbers of diffractive events obtained after subtractiorto be strongly collimated around the direction of the proton

of the nondiffractive background change by less thaB0%  beam. Analysis of the angular distribution of the secondary

of their statistical error. particles as a function of/y showed that fod/y < 2 GeV
basically no energy is deposited in the calorimeter while for
events withMy > 6 GeV there are almost always secon-

3.7 Mx dependence of the diffractive contribution daries which deposit energy in the calorimeter. Furthermore,
events of the typep — e+ X + N4s5°¢ where decay parti-

In diffractive events, the systed resulting from the disso- cles fromN?ss°¢ deposit energy in the calorimeter, have in

ciation of the photon is, in general, almost fully contained in general a mass reconstructed from all energy deposits in the

the detector while the outgoing proton or low mass nucleoniccalorimeter (including those from the decay of the system

system, N9sso¢ escapes through the forward beam hole. X but excluding those of the scattered electron) which is

Furthermore, diffractive dissociation prefers smalk val- much larger than the mass a&f. As a result these events
ues and leads to an event distribution of the fatnh " /dM% make only a small contribution to the event sample selected
oc 1/(M%)E* or below for diffractive production ofy*p — X + N either

il 1 yvith .MX <75 Ge\/ orMX <15GeV.Toa good.apprpxj
N , ~ - (17) imation, the selection includes all events from dissociation
dinMy  (Mg)” of the nucleony*p — X + N¥ssoc with My < 4 GeV.
approximately independent 6. At high energies and for From the comparison W'tg.th@ data, we estimate the con-
large My one expects: ~ 0 leading to a roughly constant tribution of y*p — X'+ N¥#20¢ with My < 4 GeV to the
distribution in InM2. Such a mass dependence is seen indiffractive sample to be 1% 5%.
diffractive dissociation opp scattering (see e.g. [12, 13]). A
value ofn = 0 is also expected in diffractive models as the ) , ) o
limiting value for the fall-off of the mass distribution (see 4 Extraction of the diffractive contribution
e.g. the NZ model [31)). T,
To summarize this and the previous section, the diffrac-4-1 Binning inQ* and W
tive contribution is identified as the excess of events at small ) .
My above the exponential fall-off of the nondiffractive con- ' ne cross section fof*p — X + N was determined for
tribution with In}/2. The exponential fall-off permits the WO Q° intervals, 10 - 20 Ge¥ and 20 - 56 Ge‘%’,. the
subtraction of the nondiffractive contribution and therefore 2verage values being 14 G&¥nd 31 GeV, respectively.

the extraction of the diffractive contribution without assum- 1hiS choice of @~ intervals was motivated by the avail-
ing the preciseM/x dependence of the latter. The'x dis- able event statistics and by the requirement of good accep-
tribution is expected to be of the form tance. These requirements also determineditheange of

60 < W < 245 GeV. The intervals ifl were chosen so as
to have equidistant bins in k2 providing approximately
equal n2umbers of events in eall bin. For the bin width,

2 2 A InW+< = 0.4 was used, commensurate with the resolution
for In M < InW= =10, (18) for InTW?2 of 0.17 for diffractive events and 0.32 for non-
Here, D denotes the diffractive contribution, the second termdiffractive events, as determined by Monte Carlo simulation.
represents the nondiffractive contribution andii — ng is The better resolution for diffractive events is due to the fact

dyV”

=D +cexpp In M2
dlnMg{ c p«) X)7
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Fig. 10. Distributions of InMg{ for the W intervals indicated af)? = 14 Ge\2. The data are shown with error bars which give the statistical errors. Here

M x is the corrected mass. The distributions are not corrected for detector effects. The solid lines show the extrapolation of the nondiffractive background
as determined by the fits (see text). The dotted histograms show the predictions for nondiffractive scattering as calculated from CDMBGF. The CDMBGF
distributions were normalized to 85% of the number of events in the data

that here the decay particles from the syst&mare almost  mining first the nondiffractive background from a fit to the
completely contained in the detector. data at large Id/% . The nondiffractive background was then
The total number of accepted events in the region<60 extrapolated to the small % region and subtracted from
W < 245 GeV and 10< Q2 < 20GeV (20 < Q2 < the data giving the diffractive contribution as illustrated in
56 Ge\Vf) was 14466 (11247). Fig. 12. The fit for the nondiffractive background was per-
formed using Eq. (18). The diffractive contributiadn was
assumed to be of the form
4.2 Fitting the nondiffractive contribution d Ay diff D,
2 = Dl + 5 - (19)
The mass distributions for all’ and Q? intervals are pre- d In M My
sented in Figs. 10 - 11 in terms of M)Z(. The diffractive  whereD; and D, are constants. The second term allows for
contribution was obtained for eadl, Q? interval by deter-  contributions from lower lying Regge poles contributing to
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Fig. 11. Distributions of InM)z( for the W intervals indicated af)? = 31 Ge\2. See caption of previous figure

+* pomeron scattering at a c.m. energy\dk or from ahard  the 2 probability for the fit dropped rapidly. The boundary
quark distribution in the pomeron (e.g. Hard POMPYT). The marks the location where the distribution starts to deviate
fit parameters ar®;, D,, b andc. from an exponential behaviour. The boundary was found to
The fits were performed to the data in the rang@n< be at InM% + In(s/W?) = 8.8 corresponding to a value of
In M2 < Max(In M%). The lower limit for InM2 was cho- 7o = 3.0, a value which is in good agreement with expecta-
sen according to the expectation of the diffraction modelstions of o = Yna. — Y2, (see discussion above). The
[29, 31, 38], that forM2 > Q? the diffractive contribution fits were performed with Max(In/%) = In(W?/s) + 8.6. In
is of the form given by (19). The upper limit Max(?%) the studies of systematic uncertainties the maximum value
was chosen as the maximum value ofWif up to which  was increased (decreased) by 0.2 (0.4), see Sect. 5.2. The
the data exhibit an exponential behaviour. The maximumy? probabilities for the fits were on average 40%.
value of InM?% was determined by fitting the % distri- The fits were performed by including both terni%, and
butions for each{, Q?) interval with a varying maximum  D,, (extended fits) as well as by assumifg = 0 (nominal
value of InM%. In most (¥, Q?) intervals a clear boundary fits). Since the two fit procedures resulted in only minor dif-
as a function of Max(In/%) was observed beyond which ferences we used the results from the nominal fits and used
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Table 1. Results for the diffractive scattering vig"p — X + N, where N is the proton or
dissociated nucleonic system with mak&y < 4 GeV. The table contains, for each bin, the
ranges ofMx, Q2, and W; the number of observed events in the hiri,;,; the number of
background events from electron gas scatterirlg,9%¢ (obtained from the number of events
found with unpaired electron bunches and scaled up by a factee & to account for the
difference in electron currents) and from nondiffractive scattering2°™4:ff: the value of the
differential cross sectiodo /dMx at the Q2 values of 14 and 31 GéVand the logarithmic
means of théV intervals averaged over the specifigfly range and its statistical and systematic
errors. The overall normalization uncertainty of 3.5% is not included

Mx Q? w do/dMx =+ statsyst
range range range Iy, 4€9as o mondiff
(GeVv) (Ge\®)  (GeV) (nb/GeV)
<3 10-20 60- 74 49 0 2 =2 36.7+ 5.7 :l:l%%
74— 90 67 0 1 +1 46.6+ 64+ 5
90-110 87 24 1 +1 55.5+ 9.2 ilgg
110-134 91 8 4 £2 68.6+ 84+ [
134-164 97 8 1 =£1 78.4+ 9.0+110
164-200 118 24 1 1 94.7i11.3i§}?
<3 2056 60- 74 19 0 5 +£2 46+ 14+ 13
74- 90 21 0 2 =1 6.8+ 1.8+ 1
90-110 28 0 3 £2 81+ 20+ L4
110-134 27 0 1 =1 101+ 23+ 11
134-164 28 16 1 +1 77+ 30+ 42
164-200 42 0 16.3 3.2+ 5&
200-245 25 0 18.6- 4.0+ %%
3-75 10-20  60- 74 90 0 37 418 35.4+ 8.6 iiéé
74-90 110 0 21 +9 53.2+ 6.0 ilg_;
90-110 104 0 13 =£6 710+ 6.9+ o
110-134 108 0 26 +8 80.4+ 7.6+ 5b
134-164 132 0 7 +£3 99.3+ 88+ b0
164-200 129 0 5 +£3 1065+ 9.8+ 43
200-245 78 0 1 =1 118.3:&11.5:&1??
3-75 20-56 74— 90 64 0 24 %12 12.8+ 32+ 32
90-110 59 0 26 10 137+ 28+ 30
110-134 48 13 +6 15.9+ 25+ 23
134-164 64 16 5 +3 204+ 41+ %43
164-200 72 0 2 =1 31.0+ 4.0+ 25
200-245 54 0 32.6 44+ gé
75-15 1020 134-164 134 0 47 14 57.54+ 6.9+ 133%
164-200 85 0 29 =£9 62.1+ 6.3+,%
200-245 63 0 8 =*4 69.7+ 7.4i2~§
75-15 20-56  164-200 77 0 13 =+6 238+ 3.0+ 17
200-245 52 0 3 =£2 269+ 34+ §§

those from the extended fits for estimating the systematic ertervals, although the exponential slopes are steeper than in
rors (see Sect. 5.2). The solid lines in Figs. 10 - 11 show fothe data (see discussion in Sect. 3.6).
all Q% and bins the exponential fall-off of the nondiffrac-
tive contribution resulting from the fits. The nondiffractive
contribution moves to larger % values proportional to 5 Determination of the diffractive cross section
InTW2. As W increases, the diffractive contribution appears . . o diff i
with little background over an increasifigx range. Above ~ 1he nurr;ber of diffractive events/, ../, was determined
W =90 (164) GeV the nondiffractive background is small IN all @* and W' bins for the My intervals < 3 GeV
up to Mx values of 7.5 (15) GeV (see also Table 1). (InMy < 22), 3 - -5 Gev (InMy = 22 — 4.0) and

In Figs. 10 and 11 the nondiffractive background esti- /-5 — 15 GeV (InM% = 4.0 — 5.4) by subtracting from
mates are also compared with the predictions of the CDMhe observed number of eventd,;, the contribution from
BGF simulation. The dotted histograms display the predic-€/éctron beam gas scattering, “***, and the nondiffractive
tions of CDMBGF for the nondiffractive contribution nor- contribution,.Jnondi/7, obtained from the fit, /s =
malized to 85% of the number of events observed in the data/obs — -/ 7" — ./ "%/ 7. Electron-gas scattering pro-
in each IV, Q?) bin, the 15% reduction accounting roughly duces low Mx events, which are candidates for diffrac-
for the diffractive contribution. The qualitative features of tive scattering; most of them have no reconstructed vertex.

the data are reproduced by CDMBGF in @f andW in-  Events from unpaired electron bunches were used to obtain
Sreaas,
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ZEUS 1993 above 30% were kept. Purity is defined as the ratio of the
M(GeV) 1 375 15 50 100 number of events generated in the bin and observed in the
! ' — — same bin divided by the total number of events observed in
Q? = 14 GeV? mﬂ the bin. The average purity in @4x, W, Q?) bin was 43%.
W= 134—164 GeV FA Electromagnetic radiative effects were corrected for in
every (Mx, W, Q?) bin [39]. The corrections were less than
+ 10% and independent 6.
The average differential cross section fgr scattering,
t in a Mx, W,Q?) bin, is obtained by dividing the number
i of unfolded events, /, "7/, by the luminosity and the bin
}L widths. The lower limit ofAM/x, was taken to be/2 ., where
m, is the pion mass.
The cross sections for the procegs — eX N can be
expressed in terms of the transverse (T) and longitudinal (L)

cross sections® /7, 597 for v*p — X N as follows [40]:

Events

102

10

W/

-2 0 2 4 6 8 2’|0 Qz dag;fj»ceXN(MXa W, QZ) - « (- )2 +1]
In(W4?) dMxdinw2dQz 2r Y

Fig. 12. Example of a fit for the determination of the nondiffractive back- diff diff y? giiff
ground in theW interval 134-164 GeV at? =14 Ge\2. The data dis- x[op’! +o7 ][ — ) diff dz‘ff]' (20)
tribution of InM}z( is shown (uncorrected for detector effects) with error (1 - y) +1 or’t top

bars which give the statistical errors. Hevéx is the corrected mass. The The relative contribution of the correction term in the third

dotted line shows the fit performed with, = 0. The beginning and the . . .
end of this line show the 1A% range over which the fit was performed. square bracket on the r.h.s. of (20) is negligiblg i 1 or

The solid line shows the nondiffractive background as determined by theafff < U&ijff. Sincey ~ W?/s, the contribution can be
fit (see text) substantial only at high” values. In the extreme case that

o1 > o7 the correction term will increaserf// +

From. /. %/ the number of produced diffractive events, 7 7771 by at most 35% for the highest’ bin (200-245 GeV)

44155 \was obtained by a Bayesian unfolding procedure®d 117 for the next highest” bin (164-200 Gev). If
coprod v S y Y g px ot = 2/MZ . 637 as e.g. in the Vector Dominance
which took into account detector effects such as bin-to-bin’' ~ X ST 9

migration, trigger biases and event selection cuts. In the unModel or in partol.r;lfc mg,?c?ls (see e.g. [41]), then the second
folding, the event distribution generated by Monte Carlo,termincreasesif.’’ +o7''”] by at most 31% (17%6%) for
ne(i), was reweighted as discussed in Sect. 3.2 so thathe bins with the highesti’, Q? values andM/x < 3 GeV

the observed Monte Carlo distributiony(j), reproduced (3-7.5 GeV, 7.5-15 GeV) falling below 10% (6286) in
closely. #,;%/ the event distribution measured in the datathe next highestV bin?.

which will be denoted byh (7). The indicesi, j denote In the following analysis, the correction term was set
the three-dimensional bins in{x, W, @?) in which the  equal to one:

data were analyzed. For every set of weights we determined, i i i

from the genergted distributioz the obser\?ed distribution anddav*J;f—»XN(MXv W, Q2 _ d(ﬁ L Ui 11y

the transfer matriX'co(j, i), which leads from the observed dMx dMx

to the generated distributiomc (i) = >, Tco(J, )no(j)- o0 Q2 daZ;HeXN(MxW,QZ)

In an iterative procedure thg? obtained from the differ- ~ (L-y)2+1  dMxdInW2dQ2 (21)

ences ofnp.:(j) andno(j) was minimized by varying the

weighting parameters of the TRM function given in (12).
A good description of the data was obtained; the minimum
x? = 34 for 28 degrees of freedom. The values found for
the weighting parameters werg, = 0.1, My/Q = 1 and
a, = 1.2. The resulting matriXl'co(j,7) was then use
to determine the unfolded event distribution from that mea-
sured, ny (i) = Zj Tco(j,i)npai(j). The number of un-

folded events is denoted by, "%/ In the calculation of the

The numbers of events observed and estimated to come from
background are given in Table 1, together with the values of
they*p — X N differential cross sections averaged over the
specifiedM x range. The cross sections are quoted for@fe
d values of 14 and 31 Ge\and thelV values corresponding to
the logarithmic means of thi#” interval limits. The average
Mx values in eachV/x interval are 1.9, 5.1, 11.0 GeV at
2=14 GeV and 2.0, 5.1 and 11.0 GeV &P = 31 Ge\~.

rod

statistical errors, the bin-to-bin correlations were neglected.
The errors were checked by examining the spread of result5.2 Systematic errors

obtained by dividing the data into several subsamples.
The systematic errors on the cross sections were estimated by

varying the cuts and algorithms used to select the events. The

5.1 Evaluation of the cross sections 2 Diffractive p° production viaep — ep®p is a known contribution to

. . . . af’f f (see [34]). The fraction of diffractive events in the lowadty bin
For the final analysis, only bins where the fraction of non- 2, < My < 3 Gev) from p° production is around 20% for the,

diffractive background was less than 50% and the purity wasg? region under study
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ap, see text

bin-by-bin changes from the standard values were recordedind in the data. This affected the IdW bins where changes
For reference each test is numbered; the number is given inp to 17% were observed.
brackets{}. The analysis was performed without requiring a recon-
The efficiency for finding the scattered electron wasstructed event vertex and could therefore be affected by
around 100% forE! > 18 GeV, falling to 55% atF/ =10  background from beam-gas scattering. The analysis was re-
GeV. To evaluate the resulting uncertainty on the cross secpeated requiring an event vertex as determined by tracking
tion the cut onE! was raised{1} (lowered{2}) from 8to  where the Z-coordinate of the vertex had to lie in the interval
10 GeV (7 GeV); the box cut was varied from 32 cm to -50 cm to +40 cm{11}. This requirement was satisfied by
36 cm{3} (28 cm{4}). The changes on the measured cross89% of the accepted events. The vertex requirement reduced
sections were negligible except for one 16W bin where a  the total number of events in the acceptedx(,1V,Q?)
28% change of the cross section was observed. bins obtained with unpaired electron bunches from 12 to
In order to test for remaining background from photo- 1 event thereby suppressing the electron-gas background to
production and for the sensitivity to radiative effects, which a negligible amount. Apart from this effect reductions of the
were not simulated in the diffractive Monte Carlo, the cut cross sections by at most 12(16)% in the highidstbins
on >, (E—pz) was raised 5} (lowered{6}) from 35 GeV  at Q? = 14(31) Ge\? were observed. For the other bins the
to 38 GeV (32 GeV). This resulted in small changes of thechanges were smaller.
cross sections, except in one bin where it reached 20%. Uncertainties in the number of diffractive events result-
The effect of the cut ony;5 was tested by raising7} ing from the subtraction of the nondiffractive background
(lowering {8}) it from 0.02 to Q03 (001). The changes were estimated by increasingl?2} (decreasing{13}) the
were found to be below 5%, except for the Idulx interval upper limit of the fit range in Id/% by 0.2 (0.4) units;
where in two lowW bins the higheny;5 cut substantially by decreasing the lower limit of the fit range in 2 by
reduced the acceptance; for these bins changes of 19% ar®d4 units {14}; by repeating the fits for the nondiffractive
47%, respectively, were observed. background with the extended form (19), # O, for the
The mass correction factor was assumed to be differendiffractive part{15}. The typical changes were below 10%.
by +10% {9} (-10% {10}) in the Monte Carlo simulation The largest change was observed for the low&sbin at
Q? = 31 Ge\? where it reached 37%.
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The uncertainty resulting from the Monte Carlo weight- 135

ing procedure was estimated by varying the weighting pa- _ & |
rametera,,, from 1.2 to 1.1{16} and 1.3{17}. To estimate
the uncertainty of the Monte Carlo modelling for the low 1.5 -
Mx region thep® events forMx < 1 GeV were replaced
by a system decaying inte*, 7, 7°'s with a phase space
like distribution. Changes of less than 8% were observed. 125 - +

The total systematic error for each bin was determined ‘ ‘ | | * l ‘ l ‘ * ‘ 4
by adding quadratically the individual systematic uncertain- T T \ T T ™ T | * } T \ T \

ties, separately for the positive and negative contributions. 1.2
The total errors were obtained by adding the statistical and
systematic errors in quadrature. The errors do not include an

overall normalization uncertainty of 3.5% of which 3.3% is tas Lo
from the luminosity determination and 1% from the uncer- °o 2z 4 & &8 70 12 14 0618
tainty in the trigger efficiency. systematic check

Fig. 14. Sensitivity of the value ok, to the different sources of sys-
. . . tematic uncertainties. The central line and the shaded band show for the
6 Differential cross section fory*p — X + N standard fit the value oft;,, and £ 1 s.d. The dots give the,,, value
with its uncertainty obtained by repeating the analysis for each systematic
The differential cross SeCtiOHU,ﬁJ;iXN/de, My < check labeled 1 through 17 as described in the text
4GeV, was determined according to (21) for the different
(Mx,W,Q?) intervals. The results are shown in Fig. 13, as
a function of /W averaged over thé{x bins 2n, — 3 GeV,
3-7.5 GeV and 7.5-15 GeV & = 14 and 31 GeV¥. The .
solid points show the measured values. The inner error barg'e_€vents observed with/y < 3 GeV, 98% have a
give the statistical errors. For the full bars the statistical and@P1dity 9ap Ay > 2. The fit to these events yielded
systematic errors have been added in quadrature. ap =1.24 0.03 g 05 the that the average rapidity gap
The cross section, within errors, is seen to rise linearlyfOr these events grows withi” and a possible background
with W at both(Q? values for allMy bins up to 7.5 GeV. from nondiffractive scattering would diminish with rising

For the M bins (7.5-15) GeV the data in the acceptéd w. Consequently, if there were a_nondiﬁraqtive contribu-
range are consistent with this rise. tion left in the sample, the correction for this background

In a Regge - type description [35, 36], thE depen- would lead to an increase of the value ®f compared to

dence of the diffractive cross section is of the form the result obtained. . -
diff ) The effect of the kinematically allowed minimum value
do—’y*p*)XN(MX7 W» Q ’ t)

o (W2)20 0)-2 22) of |t| (|t|min) ON the ¢-integrated cross section and there-
dtdMx fore on the value ofx, is negligible, |¢|,.., being less
B2 W2 (0 4Q7) than 10° GeV”. If a,' = 0 thena, is equal to the
) pomeron intercept at = 0, a,(0) = a,. If the slope
wherea,, (t) = a,.(0) + a,.'t is the pomeron trajectory and «,,’ in diffractive DIS is the same as for the soft pomeron
B anda,,’ are parameters. The cross sections in eaék( (.’ = 0.25 GeV?) and the parameteB is equal to half
Q?) interval were fitted to the form the value observed for elastigp scattering [12] B = 4.5
diff ) GeV~2), thena,, (0) will increase from 1.23 to 1.26. Our re-
dosptx v (Mx, W, Q) x (W2)p=2) (23) sult can be compared with the soft pomeron trajectory [11],
dMx ’ o, (t) = 1.08 + 025, as determined from hadron—hadron

wherea . stands for,, (£) averaged over thedistribution. ~ SCattering. Assumings = 4.5 GeV? and averaging over
The fit was performed by considering, and the six nor- ¢ the soft pomeron predics,, = 1.05. In extracting the
malization constants for the six\{x, Q?) intervals as free diffractive cross section, the assumptiot{’’/ = 0 was
parameters. Taking into account only the statistical errorsmade. Assuming instead; '/ = (Q?/M%)o3/7 (see for
o, was found to be 23+ 0.02 with x?/ndf = 117/24.  example [41]) will increaser,, from 1.23 to 1.28. Hence, a
The systematic uncertainties were estimated by repeating theositive slope of the pomeron trajectory and/or a ﬁm‘iéff
fit independently for every source of systematic error dis-contribution will lead to a larget,, (0) value and increase
cussed above. The results are shown in Fig. 14. The loweshe difference with respect to the soft pomeron intercept.
a,, value obtained was 1.20, the highest value was 1.25. The observation ofn, being substantially larger in
The observed deviations were added in quadrature leadingiffractive DIS than expected for the soft pomeron is in line
to the final value: with the expectation of perturbative QCD [14] and shows
a, = 123+ 0.02(stat) = 0.04(syst). that Qeep inelastic diffractive scattering 'has a perturbative
contribution. The measured value of, is smaller than
The W dependence was also determined by restrictthe value which would follow from the BFKL formalism,
ing the analysis to thoseMx,IW,Q?) bins where almost «,.(0) ~ 1.5. It is in broad agreement with the effective
all events have a large rapidity gap and where, therepomeron intercept expected in the perturbative models of
fore, nondiffractive contributions should be negligible. Of [42, 43] where the Bjorken-dependence of the gluon mo-
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® ZEUS 1993 — this analysis
OZEUS 1993 — previous analysis
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1 Fep=0.80 Q°=14 GeV* T 1 Fep=0.89 @*=31 GeV? * ;F
F 04=0.65 Q’=16 GeV* F0f=0.65Q’=28 GeV?
. ¥B=0.65Q"=12 GeV* _4 ¥B=0.85Q*=25 GeV*
10 B vl ST Vo R SN
102 102
E o E
- Ty : ° &
10 10 & %
; K%% : oo
[ f [ *?* >’<
1 FeB=0.350Q°=14 GeV? 1 £ 8=0.54 Q=31 GeV*
[ 05=0.38 Q°=16 GeV? F 0p=0.38 Q’=28 GeV*
_qf ¥ 8=0.38 Q*=12 GeV* _f % £=0.38 Q’=25 GeV*
10 | L L 10 Ll L L
102 102
L % |- .
= L =
10 E Q>’§>¢ 10 E §§Q Fig. 15. The diffractive structure func-
r ’% r % >’< tion F2D(3) as a function ofz,, from
[ N % [ " N ¥ this analysis (solid dots). The error
1 Fep=0.10 Q2=14 GeV’ ! e f=0.20 Qz=31 GeV2 >‘< bars show the statistical and system-
F0f=0.18Q =16 GeV [0£=0.18Q =28 GeV/ atic errors added in quadrature. Also
4 X =0.18 Q’=12 GeV* a0 *$=0.18 Q'=25 GeV shown are the results from our previous
10 7_4 L \\Hu\_s L \\\\\\\_2 L \\\\\\_1 10 7_4 L \\\\\\\_3 L \\Hu\_z L \\Hu_ﬂ measurement[G] (Open dOtS) and from
10 10 10 X10 10 10 10 10 " H1 [5] (stars) obtained at slightly dif-
P P ferent and Q2 values

Table 2. The ratiordiff = fdMXainQXN(MN <4 GeV)/a;itp integrated over different

My bins atiW = 181 GeV andQ? = 14 Ge\? and 31 GeY, respectively

Q? (GeV?) /| Mx(GeV) 2n, —3 3-75 75-15 2m, — 15
14 29+ 07% 48+1.0% 46+12% 123+17%
31 094+02% 27+06% 34+08% 7.0+1.0%

mentum densityzg(z, Q?) of the proton determines thid” the diffractive cross section are available up Ady =
dependence of diffractive scattering. 15 GeV. The data forat‘itp were taken from the anal-
There are also models where the effectivg(0) is ex-  ysis of the proton structure functiod> [19]. The ratio
pected to be smaller in diffractive hadron—hadron or photon—diff = fdMXUd’ifJ;XN(MN < 4 Gev)/gfygz is given
hadron scattering as compared to deep inelastic dif'fractivq:n Table 2 integr;tzéd over different/x bins atQ? = 14
scattering because in hadron—hadron or photoproduction pragng 31 GeV. In the lowestMy bin the relative contribu-
cesses, in addition to single, multiple pomeron exchangegion from diffractive scattering to the total DIS drops by a
also contrlbu_te (see e.g. [44]). In these models th_e IMPOTsactor of about three fron? = 14 to 31 GeV?. With increas-
tance of multiple pomeron exchanges decreases quickly witlhg 1/, the relative contributions from diffractive scattering
growing photon virtuality. tend to become equal for the two values@# The observed
Q? behaviour does not preclude a leading twist behaviour
of the diffractive DIS cross section (observed by [1, 4]): the
measurements for the two differe@f values correspond to
The relative contribution of diffractive scattering to the different values otz, namelyz = Q?/W? = 4. 10~ and
total virtual-photon proton cross section?,, was de- 9107, respectlzvely. Furthermore, it is conceivable that
termined for thelV bin (164—200 GeV) where data on for fixed = the Q< behaviour of the diffractive cross sec-

6.1 Diffractive contribution to total deep inelastic scattering
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tion changes with\/x and only its integral oveM x is of ZEUS 1993
leading twist [45]. ~ 30
gN ® Q’=14GeV’ xe = 0.003
7 Diffractive structure function of the proton Lo 25 1 m a=srces
20
The DIS diffractive cross sectiorzp — e+ X + N, can i l
be expressed in terms of the diffractive structure function 15 F { ,,,,,

FP®3,Q2,2,,) as follows [46]:

dol?! (B, Q% x,, My < 4GeV)

dpdQ?dx ,
2 7"”””HHHHHHHHHHHHHH‘H
= 2ra [1+@1- y)z]F2D(3)(ﬁ Q% z,) (24) 0 0 0 02 03 0.4 05 068 07 08 08 1
sQ* " 8
if the contribution from longitudinal photons is ne-
glected. Fig. 16. The diffractive structure functiotFZD(s) as a function of3 atx

. D(3) . . = 0.003. The error bars show the statistical and systematic errors added
In Fig. 15 we ShOWF2 of this analy5|s as calcu- in quadrature. The full line shows the prediction of Hard-POMPYT. The
lated from the differential cross sectiods?:// .\ /dMy,  dashed line shows the prediction of Hard-POMPYT with an additional
My < 4 GeV. The result is plotted as a?unction@l;i for gluon contribution suggested by the NZ model and fitted to the data (see
different values of3 and Qz (soIid points). The error bars text). The dashed-dotted (dotted) line shows the prediction of the pomeron

i i 2
show the statistical and systematic errors added in quadrq'te]gge' based on the photon gluon fusion dynamics at 14 (31)"Gese

ture. The data from our previous analysis [6] B are

3!;0 s?own as:[ t_get_open poigtst. In _thedpre;:/rious ar?g_li/sis, the = 0,003 as can be seen in Fig. 15. We chose, there-
iffractive contribution was determined with a rapidity 9ap ¢, .o for every 07y, 02 bin that F°® value with z
method using CDMBGF to estimate the nondiffractive part. ’ X : 2. ; a
Note that thgse data have been evaluated at somewhpat dﬁlosest t0 0.003 and determined by interpolation with the
> : : expressionF,”® = (z,,/0.003y - F®(z ) the value of

ferent3 and Q< values than in the present analysis. D@2 o 2 p/ 2 Ve HTETC

The diffractive structure function falls rapidly with in- 2 (@<, 3,2, =0.003). The result is shown in Fig. 16 as
creasingz,,, the z,, dependence being the same within @ function ofj3. Compared to our previous measurement, the
errors in all 3 and Q? intervals. A good fit to the data raggse ing is considerably increased. Figure 16 shows that
from this analysis (solid points) is obtained with the form F,” rises as3 decreases. This is expected from the QCD
FP® = constant - (1/z,.)" yieldinga = 1.46:0.04(stat)+  €volution of the parton densities in the pomeron.
0.08(syst). Note, for fixed(? and 3 the =, dependence of ~ The 3 dependence of,’® is sensitive to the dynamics
F2D(3) is equivalent to théV dependence afo®i/f (v*p — of the y*-pomeron interaction and can distinguish between

XN)/dMx discussed above, the valuesménda,, being  different pomeron models. In Fig. 18°® is compared with
connected by the relation,, = (a + 1)/2. the predictions of various models. In the model of [42, 43],
The value ofs measured in the present analysis is some-the pomeron is represented by a single gluon leading to

what higher than the value of 30+ 0.08(stat)*%%,(syst) ~ Photon-gluon fusion followed by subsequent colour com-
' pensation. The colour compensation is considered to be suf-

found in our previousF2D(3) analysis which can be under- ;- . :
stood by the way the nondiffractive background was sub-ici€ntly soft so that the dynamical properties of the photon-
luon fusion process remain unchanged. The predictions of

tracted. To investigate the effect of the different backgroun .
estimates we subtracted the nondiffractive contribution usl*>): SNOWn as the dashed:dotted and dotted lines, were nor-

; D(3) - -
ing CDMBGF as in the previous analysis and determined m?“_zeglt%th\? v_?:]ue OFE | fatlﬁ =05, xﬂ& - O'0hO3 z_and ‘
for the same kinematic regidiin z,, and 3. The result was QD(;) eV.. The model fails to reproatice the rise o
a = 1.2840.04 while the new method gave= 1.42+0.08. F> " towards smallj values and the® dependence at
In the Mx > 3 GeV region the difference to the previous large 3. The prediction of the Hard-POMPYT model (full
analysis is due to the new method of estimating the nonlin€) where they*-pomeron interaction results in a quark-
diffractive background. FoMy < 3 GeV both methods in antiquark final state (called the hard component) and where
this analysis gave the same result<( 1.48 + 0.06) which  theé quark momentum density of the pomeron is given by
is not surprising since in this region the nondiffractive con- 8/(6) o 5 - (1 _D(ﬁs)) also fails to describe the measurgd
tribution is found to be negligible in both methods. dependence of;,”. However, agreement can be obtained

Figure 15 shows also thE2D(3) values obtained by the by the inclusion of a soft component in the pomeron leading
H1 collaboration [5]. H1 foundz = 1.19 + 0.06 + 0.07,  to the form

T . e g

a value which is smaller than the result obtained in thisg ¢y 5. (1— 8)+ 7 - (1 - B)?
analysis. 2

The dependence df'zD(S) on (3 in this analysis was de- as suggested in the NZ model [31]. A fit to the data yielded
termined as follows: the largest range (his covered for ¢ = 0.7840.32 which is in agreement with the NZ prediction

of g ~ 1. The fit, shown as the dashed curve in Fig. 16, gives
3 The previous analysis was limited to the regibfiy > 2.8 GeV a good description of the data.
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8 Conclusions

A novel method was used to extract the diffractive cross
section in deep-inelastic electron-proton scattering. Previou$
analyses were based on pseudorapidity gap distributions and

depended on the detailed modelling of the diffractive and17.

nondiffractive contributions. The new method is based onl8.
19.

the measurement of the mak&y of the systemX resulting

from the dissociation of the virtual photon and assumes that
for nondiffractive scattering, low In/2 of the hadronic sys-
tem observed in the detector are exponentially suppressed.

The exponential slope and thus the nondiffractive contri-21.
bution were obtained from the data and were found to be22.

independent of the specific form of the diffractive contribu-
tion.

The W dependence of the diffractive cross section
daiif;LXN(MX,W, Q% My < 4GeV)/dMx measured at
large Q% between 10 and 56 GeéVyielded a value of
o, = 1.23+£0.02(stat) £ 0.04(syst) for the pomeron trajec-
tory averaged over. The samél dependence was found for
a subset of the events which ha¥véy < 3 GeV and which

are characterized by a large rapidity gap and a negligibles.

nondiffractive background. The value of, was obtained
under the assumption that the contribution from longitudinal
photons is zero. Assuming'// = (Q?/M%)o%/7 leads to

a larger value otv,, = 1.28+ 0.02(stat). The value fora
measured in this experiment is substantially larger than the

result found for the soft pomeron in hadron - hadron scat-29

tering averaged ovet, «, = 1.05, a value which is also
consistent with data op°® production byreal photons at
HERA [47, 48]. The observation that, is substantially
larger in diffractive DIS than expected for the soft pomeron
suggests that in the kinematic region of this analysis a sub-

stantial part of the diffractive DIS cross section originates32

from processes which can be described by perturbative QCD.
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