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Preface

DIR 2011, the 11th Dutch-Belgian Information Retrieval Workshop, was orga-

nized by the Information and Language Processing group (ILPS) of the Univer-

sity of Amsterdam in collaboration with the Centrum Wiskunde en Informatica

(CWI). Two types of submissions were accepted for the workshop: research

papers describing original research, compressed contributions presenting a sum-

mary of previously published work, and demonstrations.

There were many people who helped organize DIR 2011, making it a success.

We would like to thank them all. In particular, we are gratefull to our keynote

speakers, Nick Belkin (Rutgers University) and Gabriella Kazai (Microsoft Re-

search).
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Usefulness as the Criterion for Evaluation of In-
teractive Information Retrieval Systems

Nicholas J. Belkin (School of Communication and Information, Rut-
gers University)

Relevance has been the classic criterion for evaluation of the effectiveness

of information retrieval (IR) systems since the earliest days of IR system eval-

uation. This criterion has been understood as the ability of an IR system to

recognize documents relevant to a person’s ”information need”, and understood

as the ability of the system to provide to the person all of the documents in

an information resource relevant to that need, and only those documents rele-

vant to the need. The measures of effectiveness of the system have thus been

understood as recall and precision. These measures have been applied in the

evaluation of the performance of an IR system as referring to the system’s abil-

ity to maximize these measures in its response to a single query (representation

of the information need) put to the system. This criterion, these measures, and

the application of the measures depend crucially on both a specific model of

IR, and a specific model of the user’s desired results, both of which are based

on the example of the special purpose bibliography of a topic constructed on

demand by documentalists and science librarians in the early and middle 20th

century. In this presentation, I argue that the criterion, measures, and applica-

tion of those measures based on this example are inappropriate for the general

interactive IR situation and evaluation of interactive IR systems, and propose

that the usefulness of the IR system in supporting the goal or task which led

the person to engage in information seeking should be the basic criterion ac-

cording to which an IR system is evaluated. In particular, I argue that the

relevance criterion and its associated measures cannot be used alone to evaluate

the performance of an IR system over an information seeking episode, and that

usefulness is a criterion which can be used to evaluate both the effectiveness of

an IR system over an entire information seeking episode, and the constituent

parts of that episode.

About the speaker

Nicholas Belkin has been Professor of Information Science in the School of

Communication and Information at Rutgers University since 1985. Nick has

been president of the American Society for Information Science and Technology

(ASIST), and was Chair of the ACM Special Interest Group on Information

Retrieval (SIGIR) from 1995 to 1999. He is the recipient of the ASIST Teaching

Award, Research in Information Science Award, and Award of Merit, as well as

the New Jersey ASIST Distinguished Lectureship.

Nick’s research over the past 25 years has focused on understanding why

people engage in interactions with information, the nature of such interactions,

and the problems that people face in engaging with information systems. He

is one of the founders of the so-called ”cognitive view” of information science,



which has led to his being one of the most highly cited information scientists
in the world. His current research is concerned with personalizing people’s
interactions with information systems, particularly in the context of information
seeking in the Internet environment.

Crowdsourcing for Search Evaluation

Gabriella Kazai (Microsoft Research in Cambridge, UK)
Crowdsourcing has become a widely popular mechanism for solving a range

of human intelligence tasks. Such tasks include the labelling of images or search
results, a job where humans still outperform machines. As a result, crowdsourc-
ing is increasingly relied upon as a feasible alternative to traditional methods of
gathering relevance labels for the evaluation of search engines. However, crowd-
sourcing raises a range of questions regarding the quality of the resulting data.
What indeed can be said about the quality of the data that is contributed by
anonymous workers who are only paid cents for their efforts?

In this talk, I will provide an introduction into the world of crowdsourcing for
search engine evaluation with specific focus on considerations for quality control
within the design of crowdsourcing experiments. I will then discuss the findings
of a recent large scale crowdsourcing experiment to gather relevance labels for
the evaluation of the INEX Book Track. The experiments offer insights that
can aid in the design of HITs for improved output quality.

About the speaker

Gabriella Kazai is a research consultant, working for Microsoft Research in
Cambridge, UK. Her research interests include crowdsourcing, social informa-
tion retrieval, IR evaluation measures, test collection building, book search and
active reading, and personal digital libraries. She is founder and organiser of the
INEX Book Track since 2007, in the context of which she developed a crowd-
sourcing system for collecting relevance judgements for digitized books as part
of a social game. She is also currently working on a book on Crowdsourcing for
Search Engine Evaluation with Omar Alonso and Stefano Mizzaro. Gabriella
holds a PhD in computer science from Queen Mary University of London. She
published over 40 papers and organised several IR conferences and workshops.
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Semi-Supervised Priors for
Microblog Language Identification

Simon Carter
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ABSTRACT

Offering access to information in microblog posts requires suc-
cessful language identification. Language identification on sparse
and noisy data can be challenging. In this paper we explore the
performance of a state-of-the-art n-gram-based language identifier,
and we introduce two semi-supervised priors to enhance perfor-
mance at microblog post level: (i) blogger-based prior, using pre-
vious posts by the same blogger, and (ii) link-based prior, using
the pages linked to from the post. We test our models on five lan-
guages (Dutch, English, French, German, and Spanish), and a set
of 1,000 tweets per language. Results show that our priors improve
accuracy, but that there is still room for improvement.

Categories and Subject Descriptors

H.3 [Information Storage and Retrieval]: H.3.1 Content Analy-
sis and Indexing

General Terms

Algorithms, Theory, Experimentation, Measurement

Keywords

Language identification, microblogs, semi-supervised priors

1. INTRODUCTION

Microblogging platforms such as Twitter have become important
real-time information resources [4], with a broad range of uses and
applications, including event detection [8, 10], media analysis [1],
and mining consumer and political opinions [6, 9]. Microbloggers
participate from all around the world contributing content, usually,
in their own native language. Language plurality can potentially
affect the outcomes of content analysis, and we therefore aim for
a monolingual content set for analysis. To facilitate this, language
identification becomes an important and integrated part of content
analysis. In this work, we address the task of language identifica-
tion in microblog posts.

Language identification has been studied in the past (see Sec-
tion 2 for previous work in this field), showing successful results on
structured and edited documents. Here, we focus on an other type
of documents: user generated content, in the form of microblog
posts. Microblog posts (“tweets,” “status updates,” etc.) are a spe-
cial type of user generated content, mainly due to their limited size,
which has interesting effects. People, for example, use word ab-
breviations or change word spelling so their message can fit in the

Copyright is held by the author/owner(s).
DIR’2011, February 4, 2011, Amsterdam.
.

allotted space, giving rise to a rather idiomatic language that is dif-
ficult to match with statistics from external corpora.

To address this effect, we use language models trained on mi-
croblog posts. To account for very short ambiguous (in terms of
what language) microblog posts, we go a step further and introduce
two semi-supervised priors, and explore the effects on accuracy of
(i) a blogger-based prior, using previous microblog posts by the
same blogger, and (ii) a link-based prior, using content from the
web page hyperlinks within the post.

In particular, we aim at answering the following research ques-
tions: (i) What is the performance of state-of-the-art language iden-
tification for microblogs posts? (ii) What is the effect on identi-
fication accuracy of using language models trained on microblog
posts? (iii) What is the effect on accuracy of using blogger-based
and link-based priors? This paper makes several contributions: (i) it
explores the performance of state-of-the-art language identification
on microblog posts, (ii) it proposes a method to help identification
accuracy in sparse and noisy data, and (iii) it makes available a
dataset of microblog posts in for others to experiment.

The remainder of the paper is organized as follows: in Section 2
we explore previous work in this area. In Section 3 we introduce
our baseline model, and the semi-supervised priors. We test our
models using the setup detailed in Section 4, and in Section 5 we
present and analyze the results. Finally, we conclude in Section 6.

2. RELATED WORK

Language identification can be seen as a subproblem in text cat-
egorization. Cavnar and Trenkle [3] propose a simple, yet effective
n-gram-based approach to solving text categorization in general,
and test it on language identification. Their approach compares
a document “profile” to category profiles, and assigns to the doc-
ument the category with the smallest distance. Profiles are con-
structed by ranking n-grams in the training set (or the document)
based on their frequency. These ranked lists are then compared us-
ing a rank-order statistic, resulting in a distance measure between
document and category. Tested on a set of Usenet documents, it
achieves an accuracy of 99.8% for language identification.

In [2] the authors compare a neural network approach for lan-
guage identification to the simple n-gram approach of Cavnar and
Trenkle [3] . Although the paper is aimed at comparing perfor-
mance in terms of processing time, they show that the n-gram ap-
proach achieves better accuracy than the neural network approach,
reaching up to 98.8%. Accuracy is often very high when looking
at structured and well-written documents. Language identification
on web pages already seems more difficult [7]: an n-gram-based
approach with web-related enhancement has an accuracy between
80% and 99%, depending on the language.

Most language identification work is done on full documents.
In our case, however, documents are comparatively (very) short to
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web documents and are more like queries with regard to length. In-
teresting work in that respect is done by Gottron and Lipka [5]. The
authors explore performance of language identification approaches
on (short) queries. They compare a Naive Bayes approach (us-
ing n-grams as features) to a Markov approach (such as one found
in [11]) and the frequency-ranking approach described above. They
conclude that Naive Bayes is the best performing, reaching an ac-
curacy of 99.4% using 5-grams. Both the Markov and frequency-
ranking approach perform substantially less, possibly due to the
very short length of “documents” (on average, the queries are 45.1
characters long).

Based on previous work, we opt for using an n-gram approach to
language identification. More precisely, we use the implementation
of the approach by Cavnar and Trenkle [3] as in TextCat.1

3. MODELING

In the previous section we explained how TextCat works to iden-
tify a document’s language. We use the TextCat algorithm for lan-
guage identification on our microblog post set and study the effect
on TextCat accuracy of language models trained on different data
sets. We consider three types of language models for: (i) out-of-
the-box, which uses the training data supplied by TextCat and we
set this as our baseline, (ii) microblog, for which we use a train-
ing set of posts from our target platform to re-train TextCat, and
(iii) combined, that merges n-grams from both other models.

Let n be the total number of languages for which we have trained
language models and i ∈ {1, . . . , n} denote the corresponding model
for a language. For each post p we define a language vector

λp = �λ1
p, λ

2
p, . . . , λ

n
p� (1)

where λi
p is a score denoting the distance between p and language

i (the smaller the distance the more likely is p to be written in lan-
guage i). TextCat scores are not normalized by default and there-
fore we normalize λp using the z-scores: λ̂p = �λ̂1

p, λ̂
2
p, . . . , λ̂

n
p�.

We call vectors constructed from the microblog post itself content-
based identification vectors and for post p we write Cλ̂p.

3.1 Semi-supervised priors

On top of the language identification on the actual post, we use
two semi-supervised priors to overcome problems due to sparse-
ness or noise. Our priors are (i) semi-supervised, because they
exploit classifications of the supervised language identifier on unla-
beled data, for which we do not know beforehand the true language,
to improve the accuracy of our baseline classifiers, and (ii) priors,
because they allow us to identify the language of a post without the
content-based identification. We propose the use of two priors:

Blogger-based prior: behind each post is a blogger who wrote it,
and probably the current post is not her first; there is a post
history for each blogger the content of which can be benefi-
cial for our purposes. By identifying (or guessing) the lan-
guage for previous posts by the same blogger, we construct a
blogger-based prior for the current post.

Let P = {p1, . . . , pk} be a set of posts predating p from blog-
ger u. For each pi ∈ P, we use the microblog language mod-
els, and construct λ̂pi , as explained before. We then derive
a blogger-prior from the average of content-based identifica-
tion vectors of previous posts:

Bλ̂p =
1
|P|

k�

i=1
Cλ̂pi . (2)

1http://www.let.rug.nl/~vannoord/TextCat/

Link-based prior: posts in microblogs often contain features like
links or tags. Links refer to content elsewhere on the web,
and this content is often of longer text length that the post
itself. We identify the language of the linked web page, and
use this as link-based prior for the post that contains the link.

Let L = {l1, . . . , l j} be a set of links found in post p. For
each web page li ∈ L we apply the out-of-the-box model to
its content, and construct a link-based prior vector from the
average of content-based identification vectors of web pages
found in p:

Lλ̂p =
1
|L|

j�

i=1
Cλ̂li . (3)

Having constructed three vectors (content, blogger and link-based)
with scores for each language, we combine the three vectors using a
weighted linear combination. More formally, we identify the most
probable language for post p as follows:

lang(p) = argmin
1
|v| ·

v�
wvvλ̂p, (4)

where v = {C, B, L}, and
�v wv = 1. Finally, language λi that is

closest to the language profile (i.e., has the lowest score) is selected
as language for post p.

4. EXPERIMENTAL SETUP

For testing our models we need a collection of microblog posts.
We collect these posts from one particular microblog platform, Twit-
ter.2 We test our models on a set of five languages, Dutch, English,
French, German, and Spanish, and gather an initial set of tweets
(Twitter posts) by selecting tweets on their location. From this ini-
tial sample, we manually select 1,000 tweets in the appropriate lan-
guage. In case of a multilingual tweet, we assign the language that
is most “content-bearing” for that post. For training purposes, we
split each set in a training set of 500 tweets and a test set of 500
tweets.3 We construct test and training sets by taking one every
other tweet so both sets contain approximately the same language.

TextCat allows us to select the number of n-grams we want to
use for profiling our language and documents. Preliminary experi-
mentation with this parameter revealed that the standard value (top
400 n-grams) works best, and we use this value for the remainder
of the experiments. In our experiments we use fixed weights for the
three language vectors; our intuition is that the content-based iden-
tification should be leading, supported by the blogger-based prior.
Since people can link to pages in other languages as well, we assign
least weight to the link-based prior. The actual weights are given in
Table 2.

Run wC wB wL

microblog + blogger-based prior 0.66 0.33 -
microblog + link-based prior 0.75 - 0.25
microblog + both priors 0.50 0.33 0.17

Table 2: Weights for runs, results are shown in Table 3.

We report on accuracy (the percentage of tweets for which the
language is identified correctly) for each language, and overall. In
total we look at six runs: the out-of-the-box language model, the

2http://www.twitter.com
3The actual dataset will be made available online
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Language Content of microblog post
Assessed Classified
Fluent multilingual posts
Dutch Spanish french viel uit. god loves me. i love god. x
Dutch English Sunshine and soul music... Heerlijk.
French English What about France Celina? On t’aime!!! :)
French English Blagues ta mère: une application surtaxée // Good to know.
Spanish English asi tipo emmm happy bday cody! maybe this is not the best present but it’s spanish so it rocks! o algo asi xd
Posts containing named entities
Dutch English Moon Patrol op Atari 2600. Uit de oude doos gevist... Beter dan WoW.
French English Okay Facebook est devenu un terrain de foot et Twitter un plateau télé gokillyourself 0_0
Spanish English He marcado un vídeo como favorito en YouTube. – Friendly Fires - Your Love (EP Version)
Automatically generated posts
French English Le Sacré Coeur la Nuit: ADRIEN has added a photo to the pool: Photoreporter de la mairie de Paris pour la nu
Spanish English I uploaded a YouTube video – Centro Quiropractico Nilsson pgm 9 ciatica.divx
Language ambiguous posts
French English ��
German Dutch Morgen!
German Dutch aha. ok. danke :)
Spanish Dutch Hoolaaa :)

Table 1: Examples of misclassified tweets, along with the languages assigned, broken down by error type.

microblog language model, the combined language model, the mi-
croblog model with each prior separately, and the microblog model
with both priors.

5. RESULTS AND ANALYSIS

In Table 3 we present the accuracy of our runs for all languages.
The results show that language identification on short posts in mi-
croblogs is not as straightforward as it is on longer pieces of text.
Training the n-gram-based approach on the target corpus obviously
gives much better results, but accuracy is still limited. Incorporat-
ing the semi-supervised priors does lead to an increase in accuracy
for all languages, and especially the combination of the blogger-
based and link-based priors outperforms other approaches.

Run Dutch English French German Spanish Overall

Content-based identification
Out-of-the-box 90.6% 85.0% 86.0% 93.6% 82.2% 87.5%
Microblog 90.4% 91.6% 92.2% 95.4% 85.2% 91.0%
Combined 92.2% 89.0% 91.6% 92.2% 83.2% 89.6%

Microblog content-based identification + priors
Blogger-based 94.6% 93.8% 94.8% 96.4% 84.6% 92.8%
Link-based 92.0% 90.6% 92.6% 92.8% 83.0% 90.2%
Both priors 94.4% 95.0% 94.0% 97.2% 85.4% 93.2%

Table 3: Results for baseline content-based identification runs
and the combination with the priors.

We notice differences in accuracy between languages: for Ger-
man, English, French, and Dutch, accuracy is high (although there
is room for improvement), for Spanish accuracy is quite low. In the
next section we briefly touch on this with some examples of errors
made in the identification process.

5.1 Error analysis

In analyzing the posts misclassified by our final classifier using
all priors, we group them into four distinct categories: fluent mul-
tilingual posts, those containing named entities, automatically gen-
erated, and language ambiguous. We give examples in Table 1, and
explain each type of error in turn.

Fluent multilingual posts: These are posts which are a grammat-
ical sentence with words written in two or more languages.
Usually these take the form of a sentence split into two, with
both halves in different languages.

Named entity errors: These posts are misclassified because they
contain a reference to a foreign language named entity, such
as a company or product name, song title, etc. The named
entities contained in the post outweigh the correct language
tokens in the post in scoring, leading to the misclassification.

Automatically generated posts: These posts are automatically gen-
erated by external applications and software, which insert
phrases into the post foreign to the language of the user.

Language ambiguous: These posts are misclassified because they
only contain a few tokens which could belong to a number of
different languages.

6. CONCLUSION

In this paper we explore the performance of an n-gram-based
approach to language identification on microblog posts. Given the
short nature of the posts, the rather idiomatic language in these
(due to abbreviations, spelling variants, etc.), and mixed language
usage, we expect language identification to be a difficult task. To
overcome the challenges of microblogs, we introduce two semi-
supervised priors: (i) a blogger-based prior, using the previous
posts of a blogger, and (ii) a link-based prior, using the pages a
post links to. Results show that accuracy for 3 out of 5 languages
is the best using both priors, and the remaining 2 languages benefit
most from the blogger-based prior alone.

Analysis reveals four main categories of errors: fluent multilin-
gual posts, named entity errors, automatically generated posts, and
language ambiguous posts. All of these types of errors could, in
principle, be overcome using different relative weighting of the pri-
ors to the content-based identification.

Although accuracy for most languages is high, we feel that there
is room for improvement. Microblogs (and possibly other social
media as well) offer several other priors that we have not yet dis-
cussed or explored. Bloggers often write posts in reply to a previ-
ous post by another blogger; we can take use the language pro-
file of this other blogger as a prior on the current post, e.g., as
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a reply-based prior. In the current setup we did not use tags at-
tached to posts (besides keeping them for identification purposes);
a future direction could involve collecting posts with the same tag,
and construct a language profile for this tag. We can then use this
score as a tag-based prior for language identification. Finally, in
our experiments we used fixed weights for combining priors and
content-based identification, but we are interested in investigating
how weights affect accuracy. We believe weights should be de-
pendent on the individual post: when content-based identification
results are close for multiple languages, we might want to lower its
weight, and rely more on our priors. Future work aims at finding a
proper way of estimating these post-dependent weights.
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ABSTRACT
The interaction of users with search engines is part of goal

driven behaviour involving an underlying information need.

Information needs range from simple lookups to complex

long-term desk studies. This paper proposes a new multi-

dimensional model for search intent, which can be used for

the description of search sessions. Using examples from a

search engine log we show that our model allows a more

comprehensive description of information need than existing

categorizations.

1. INTRODUCTION AND BACKGROUND
User interaction with search engines is an object of study

in different domains of science. This may be the reason that

key concepts such as intent, information need and query ses-
sion lack a consistent definition in the literature. Many def-

initions of query sessions have been suggested and explored

in the literature [4], It seems well accepted that sessions

can consist of multiple queries that are often topically re-

lated. Gayo-Avello [2] introduce the term searching episode
for all queries by a user during a single day, consisting of

one or more search sessions where the “successive queries

are related to a single information need or goal”. Session

boundaries are usually determined by looking at lexical or

temporal cues or a combination of these cues.

Classifications of search patterns that can help to deter-

mine session boundaries have been presented in e.g. Lau and

Horvitz [5] and He et al. [3]. A key element of the search

patterns within a search session is that there is some form

of lexical overlap. Queries can be refined by specialization,

generalization or reformulation. These refinement classes

are examples of what Lau and Horvitz call user’s intents
relative to his prior query. Thus in an IR context, intents

could be defined as intermediate goals that are the result of

a certain knowledge state, which is the result of the inter-

action with the search engine so far. Intents represent the

(sub)goals motivating the user’s search behaviour.

We introduce a multi-dimensional notion of intent, with

information need as the driving force behind search behaviour,

Copyright is held by the author/owner(s).
DIR’2011, February 4, 2011, Amsterdam.
.

and search intent as specializations of that force.

Since information need is an abstract concept, it is not

necessarily restricted to a specific search session. This aspect

is important, since the overall information need is a core

part of the context that can help to define the relevance of

search results. If a search engine can detect that e.g. a

request for booking skiing lessons is connected to a previous

search session concerning renting an apartment in a specific

ski resort, it would be helpful to rank the pages about ski-

schools in the vicinity of this ski-resort higher than pages

about other ski-schools.

In this paper, we will show that such a multi-dimensional

view on intent can be supported by click data. We propose

three facets of search intent, explained in Section 2. We

claim that these facets can help to create a more fine grained

taxonomy to discuss and analyze search intent. We are also

able to relate several existing intent classification schemas

(e.g. Broder [1], Lau and Horvitz [5]) to our model (Section 3

and Section 4). Section 5 provides some examples from data

followed by some concluding remarks and future work in

Section 6.

2. OUR MODEL FOR INFORMATION NEED
AND SEARCH INTENT

Following survey studies such as [2] and [7] , we conclude

that the concepts information need and search intent (or

query intent) are widely used in the literature about user

interactions with search engines, but lack a uniform inter-

pretation. Before we discuss extensions to existing classifi-

cation schemes for search intent, we present our view on the

relation between information need and search intent:

At the basis of a user interaction with a search engine

lies the information need. This can be anything from an

abstract, unexpressed need to a clearly formulated request.

A complex information need generates one or more search
intents. A search intent is a clear-cut element of the informa-

tion need that the user hopes to solve with a well-formulated

query. In practice, a search intent leads to the realization of

one or more queries; it is possible that a user needs to formu-

late multiple queries until the local search intent is satisfied.

In that case multiple queries are related, motivated by the

user’s desire to refine a query.

This hierarchical process, starting at an information need
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Figure 1: Our model for information need and search intent

and ending with a series of queries, is visualized in Figure 1.
1

The process can be exemplified by the following case: Con-

sider the complex information need “Collecting information

about the Dutch prime minister for an essay”. It is composed

of several search intents: finding out who the Dutch prime

minister is, collecting biographical facts about Mark Rutte,

finding a good picture, and foraging opinions and media per-

formances related to him. These search intents may require

multiple queries to be satisfied, and perhaps the user has to

reformulate his queries multiple times in order to obtain a

useful result.

3. CLASSIFICATIONS OF SEARCH INTENT
The search intents generated by an information need are

traditionally classified according to the actions the user wants

to execute with the results. These can be informational,
transactional or navigational [1]. We argue that although

this classification is sound, it is not complete.
2

It forms one

dimension of the three-dimensional classification of search

intent that we propose in this section.

Sushmita et al. [8] propose that search intents should be

classified by the requested form of the results. For exam-

ple, a search may be aimed at retrieving pictures, maps,

videos or Wikipedia entries. They refer to this aspect of the

search intent as a combination of query domain and query
genre. We will instead use the term mode to refer to this sec-

ond dimension of the search intent. The user’s choice along

this dimension is sometimes made explicit in the query, by

adding terms such as “pictures” or “movies”.

The third dimension that characterizes the search intent

is its topic. This is most strongly connected to the textual

realization of the query: the query“Mark Rutte” is a request

for items ‘about’ Mark Rutte. Within one session of inter-

action with a search engine, the user may consider multiple

topics, that each relate to a series of queries.

In most papers addressing information need, queries are

1
If the user has an information need that he is not able to

directly express in the form of a clear search intent – what

Taylor refers to as the visceral information need [9] – the

user may generate an exploratory query. The results that

are presented to the user help him in formulating his search

intent.
2
In addition, navigational search intent seems are more

aimed at bypassing a browser’s address bar than to actually

find information, but that is not an issue that we address in

the current paper.

classified according to the search intent that generated them,

using the navigational-transactional-informational scheme.

We propose to extend this scheme to a three-dimensional

classification, of which the axes are action, mode and topic.
In the remainder of this paper, we investigate the relevance

and applicability of these dimensions by considering series of

queries in search engine interactions. We use search engine

log data for this purpose, the Microsoft “Accelerating Search

in Academic Research Spring 2006 Data Asset”, which con-

tains one month of MS search queries from the spring of 2006

together with the URLs clicked, a timestamp and a session

identifier. Because of privacy concerns, session lengths have

been cut-off at 30 minutes.

4. CLASSIFICATION OF QUERY TRANSI-
TIONS

The usefulness of the additional dimensions for query clas-

sification become apparent when we consider the transitions

between different queries. In the three-dimensional model,

we expect a new query within a user session to change on

one or more axes of the model. Therefore, in this section,

we study the transitions of one query to another within one

session and try to classify these transitions according to the

multi-dimensional model of search intent proposed above.

From our hierarchical model of information need, it follows

that there are three levels on which a query transition can

take place:

1. Starting to work on a new information need.

2. Introducing a new search intent within the same infor-

mation need.

3. A query reformulation (correction) for the same search

intent.

When a user moves from one search intent to another,

then he will reformulate the query along one of the three

axes of search intent action, mode or topic. In other words,

the change of intent is realized as a query transition. Here,

the query transition categorization as proposed by Lau and

Horvitz [5] can play a role. Lau and Horvitz classify query

transitions according to the change in surface form (textual

content) of the query, labelled as generalization, specializa-

tion, reformulation etc.

The change in surface form does not have a direct link

to the change in search intent, but categorizing the query
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Figure 2: The distribution of session lengths in the
MSN query data set as the probability for a session
to contain λ clicks.

transitions may be helpful for understanding the changing
intent.

We analyzed query transition behaviour with the aid of
the Microsoft search log. The distribution of session length
(measured in the number of clicks per session, see Figure 2)
shows that 1.4% of sessions contain more than one click.3 We
implemented an automatic classification of query transitions
for the MSN click data, using the following heuristics for
transition types based on [5]:

• Request for additional results: query Qi−1 is equal
to Qi (the query is not necessarily reissued, multiple
clicks for a single query show up the same way in the
query log).

• Generalization: query Qi is a substring of Qi−1. E.g.
“Mark Rutte prime minister”, followed by“Mark Rutte”.

• Specialization: query Qi−1 is a substring of Qi. I.e.
“Mark Rutte”, followed by “Mark Rutte prime minis-
ter”.

• Reformulation: query Qi has at least one word in com-
mon with Qi−1 without the transition being general-
ization or specialization. E.g. “Mark Rutte Nether-
lands” followed by “Mark Rutte pictures”.

• New topic: query Qi has no words in common with
Qi−1.

These heuristics are oversimplified as a model for query
transition because they consider queries as sequences of words
that are compared literally. As a result, coincidental word
overlap between queries Qi−1 and Qi (such as repeating the
word ‘the’) is categorized as a reformulation instead of a new
topic. And two queries that are very similar in meaning but
use different wordings (e.g. when ‘pictures’ is changed to
‘photos’) are categorized as a change to a new topic. A bet-
ter implementation of the query transition categorization
would be to take into account semantic relatedness between
two queries. We will implement this in the near future with
the use of the WordNet Relatedness tool [6].

3This number is quite low. It may partly be caused by the
artificial cut-off of search sessions.

Table 1: 2 Million queries from the MSN click data
set automatically classified into the query transition
classification by [5].
Number of queries 2000000 100%
Number of sessions 1008656
Number of follow-up queries 991344
New topic 1339910 67.0%
New topic in same session 331254 16.6%
Request for additional results 270958 13.5%
Reformulation 247033 12.4%
Specialization 98585 4.9%
Generalization 43514 2.2%

We applied the heuristics-based classification of query tran-
sitions to the MSN click data set. In this way, all queries
in a session are automatically annotated with transition in-
formation. The counts over 2 Million queries are shown in
Table 1. The transition types do not explicitly inform us on
the user’s search intent. We argue that our suggested multi-
dimensional search intent model can aid in explaining the
different query transitions within a session in terms of query
intent. In the next section, we use a number of examples
from the click data to manually classify query transitions
along the axes of our model.

5. EXAMPLES FROM CLICK DATA

We manually analyzed a number of the annotated sessions
in order to gain insight in the type of transitions occurring
in the data and how they relate to presumed search intents.
Table 2 shows two example sessions from the click data,
automatically annotated with transition information. Be-
fore analyzing this sequence of queries, we should note that
since this is a retrospective analysis, the actual intents are
unknown, and the analysis just shows how our model can be
applied to user behaviour data.

The first three queries (0, 1, 2) in the first session seem to
be informational queries about specific event locations, pre-
sumably known to the searcher (a manual check shows that
query 0 leads to a restaurant chain and 1 and 2 to venues
that advertise themselves as wedding reception locations).
Then with query 3 the search intent seems to change, ask-
ing about wedding reception locations in a particular town
in Texas, followed by a generalization in query 4. This query
could be interpreted as a request for a different mode, i.e. a
map of Seguin. Query number 5 seems to be a reformulation
continuing the informational intent of query 3. Query 6, al-
though still topically related, deals with a different facet of
the information need, specifically the average cost of a wed-
ding. After apparently finding such an estimate, the new
search intent in query 7 includes the modifier ‘cheap’. The
last query is a specialization to the specific location ‘Austin’.

Thus, the overall information need of this session seems
to be about planning a wedding reception, with search in-
tents changing to reflect different topical aspects (location
and cost); different modes (information and maps); and pos-
sibly once a satisfactory location is found, the action intent
might change from informational to transactional. This ex-
ample thus shows that our model at least allows for a more
fine grained analysis of search intents: subsequent queries
can belong to different search intents while having the same
underlying information need.
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Table 2: Example sessions from click data, automatically annotated with transition information according to

the model by Lau and Horvitz [5].

0:The Salt Lick New topic
1:Texas Old Town Kyle , TX New topic in same session
2:Old Glory Ranch Reformulation of query 1 (words overlapping: Old)
3:Seguin wedding receptions New topic in same session
4:Seguin, TX Generalization of query 3 (words overlapping: Seguin)
5:Reception Site in Seguin, Texas Specialization of query 4 (words overlapping: Seguin)
6:Average Cost of a wedding with 150 guests Specialization of query 3 (words overlapping: wedding)
7:Cheap Texas Weddings Specialization of query 5 (words overlapping: Texas)
8:Austin, Texas Wedding sites Specialization of query 7 (words overlapping: Texas Wedding)

0:ceramic paint New topic
1:color chart New topic in same session
2:paint color chart Specialization of query 1
3:paint color chart Request for additional results (same as query 2)
4:ceiling paint that will not allow water spots Reformulation of query 3 (words overlapping: paint)
5:ceiling problems Reformulation of query 4 (words overlapping: ceiling)
6:water repellant ceiling Reformulation of query 5 (words overlapping: ceiling)
7:no water stane ceiling Reformulation of query 6 (words overlapping: water ceiling)
8:no water stain ceiling Reformulation of query 7 (words overlapping: no water ceiling)

Let us consider an additional example, shown in the bot-
tom half of Table 2, to gain some feeling for the classifi-
cations that our model allows. Query 0 introduces a topic
as start of the session, with a query that appears informa-
tional and given the usual mode of internet search, textual.
Then, with query 1 a transition is made not only in the topic
dimension (from ‘paint’ to ‘color’) but also in the mode di-
mension, as a chart is requested. Queries 2 and 3 combine
the first topics. A slight topic shift is introduced in query 4,
which gives a specialization of what the paint is needed for,
followed by a number of reformulations that appear to be
aimed at satisfying the same search intent on water stains
(one of which is just correcting a spelling error).

Again we see that a session of queries has a single infor-
mation need, that is, finding information about paint that
can cover water stains. Although all queries can be called
informational, the topics do change from looking for ceramic
paint, to colours and to paint specifically well suited to cover
water stains. Queries 1–3 also clearly request a mode of in-
formation that is different from text, which we would be
unable to express in Broder’s classification of intents.

6. CONCLUSION AND FUTURE WORK

In this paper we proposed a multi-dimensional model for
search intent. It combines three classification schemes that
form its axes, viz.: the topic of the query; the action that the
search results should aid in and the mode in which the search
results are expected. A change in search intent leads to a
change in query text. As a result, the changes in query texts
can provide information on how the search intent of the user
changed. We automatically annotated 2 Million queries from
an MSN click data set with query transition classifications.
We performed a manual analysis on examples of annotated
sessions, showing how our model can be used to describe
user search behaviour.

The added complexity of the model makes it better suited
to model real data. On the down side, however, the com-
plexity of the model makes validation more difficult. It is
hard to recover what a user’s search intent was, based on
nothing more than the click data. As a consequence there is
currently no hard validation that our model indeed captures
the necessary aspects of information need and search intent.

However we do believe that our more fine grained approach
is valuable in understanding user queries.

In future research we will (1) make the query transition
classification more informative by taking into account the
semantic relatedness between subsequent queries; (2) inves-
tigate human agreement on the classification of query tran-
sitions into search intent (human agreement is a good proxy
for the complexity of the problem for automatic analysis);
(3) conduct a user study in which we will ask search engine
user to categorize their queries in retrospect. We expect that
this will provide insights in the structure search sessions and
the several types of query reformulations in relation to the
underlying intents.
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ABSTRACT

IA-SELECT is a recently developed algorithm for increasing

the diversity of a search result set by reordering an origi-

nal document list based on manually generated clusters. In

this paper we extend this approach to create a diversifica-

tion framework in which arbitrary clustering methods can

be used, and where the influence of clusters can be balanced

against the original rank of documents. We study whether

clusters that are automatically generated using probabilistic

latent semantic analysis (PLSA) can compete with manually

created clusters, and investigate how balancing the influ-

ence of clusters and original document rank affects diversity

scores. As there are currently few datasets for evaluating

diversity, we develop a new dataset, which is released with

this paper. Our results show that diversification using PLSA

can improve diversity, but that there is a large gap in perfor-

mance between automatically and manually created clusters.

Keywords

result diversification, latent semantic indexing, clustering

1. INTRODUCTION

As search engines struggle to return well-ranked and rele-

vant information for ambiguous queries from large and grow-

ing sets of documents, interest in improving accuracy through

alternative methods has increased [7]. One approach is to

ensure that documents representing multiple topics, or as-

pects of a query are highly ranked, by reducing redundancy

within the same topics. This can be measured by the di-
versity of a set of search results, which reflects that set’s

coverage of multiple interpretations of a query.

We present a result diversification system that extends the

recently developed IA-SELECT method [1]. IA-SELECT

reorders documents based on manually created clusters re-

flecting different interpretations of a query. We create a

diversification framework which can use arbitrary cluster-

ing methods, and where the influence of clusters is balanced

against the original rank of documents.

We assume that the interpretations of a query contain

documents that are conditionally independent given this in-

terpretation, and can therefore be represented by a mixture

of conditionally independent clusters. Additionally, in order

to cope with ambiguity in query term meaning, we desire a

Copyright is held by the author/owner(s).
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model that can represent polysemy. These conditions justify

our use of a conditionally independent latent class model,

such as PLSA.

Because there are currently few datasets for evaluating

diversification approaches, we contribute a new small scale

dataset to complement the TREC ClueWeb09 dataset
1
. It

is created from a question answering corpus in which ideal

clusters are given by human judges. We are releasing this

dataset with our paper.
2

Our results show that while diversification using PLSA

can improve diversity, there is a significant gap between the

performance of automatically and manually created clusters.

The best diversity scores were achieved with a non-linear

function that weights a document’s original rank higher for

highly ranked documents and places more importance on

cluster structure at lower ranks.

2. RELATED WORK

Our result diversification system is a continuation of re-

lated research focusing on measuring the diversity of a list

of search results and designing algorithms that optimize re-

sult order to increase diversity. The earliest diversity metric

and algorithm formally explored is maximum marginal rele-

vance (MMR), which maximizes a linear interpolation of the

similarity between each document and the query, minus the

similarity between that document and previously returned

documents [2]. In [8] the authors apply MMR to subtopic

retrieval and find that gains obtained by increasing the rank

of novel documents are offset by the cost of increasing the

rank of non-relevant documents, as is confirmed in our ex-

periments. Both the original [2] and modified [8] MMR do

not directly measure subtopic coverage and assume docu-

ment novelty is independent from document relevance.

Clarke et al. [4] address the shortcomings of MMR by

explicitly measuring subtopic retrieval . The summariza-

tion and question answering community defines informa-
tion nuggets (or nuggets) as representations of facts, top-

icality, or any binary property of a document or informa-

tion need. Clarke et al. assign nuggets to the query and its

returned documents and define the probability that a doc-

ument is relevant based on the intersection of its nuggets

and the query’s nuggets. Based on nDCG, the authors de-

fine α-nDCG, which rewards novelty through a gain vector

accounting for the relevant nuggets within a document.

1http://boston.lti.cs.cmu.edu/Data/clueweb09/
2http://code.helioid.com/diversity/ and

http://ilps.science.uva.nl/webclef_diversity
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α-nDCG unrealistically assumes all nuggets are equally

relevant. Agrawal et al. [1] address this by defining intent
aware (IA) metrics, which sum evaluation scores over cat-

egories, weighted by the probability of a category given a

query. Categories are defined as locations in a taxonomy of

information and user intents, for our purposes they can be

seen as equivalent to nuggets. Agrawal et al. also present

the IA-SELECT algorithm, which reorders results to maxi-

mize the likelihood that the top k results will covers all the

query’s categories relative to their likelihood.

Dou et al. [5] present a more general algorithm which com-

bines various subtopic indicators and further improves di-

versity scores. It is possible that greedy strategies exclude a

relevant but rare nugget which co-occurs only in documents

containing other nuggets already returned. To address this

[3] assumes one “correct” interpretation of a query and re-

turns documents covering all its facets (which are defined

similarly to nuggets or categories).

3. APPROACH
Our diversification system performs three steps: (i) re-

trieval, (ii) clustering, and (iii) reordering. We use clusters

generated from an initial ranked document list to ensure

documents from different clusters are highly ranked and a

single cluster is not overrepresented. A function of rank and

cluster membership likelihood balances the importance of

rank and cluster diversity. Clusters represent query inter-

pretations and diversifying over clusters will diversify over

interpretations.

We use a modified version of IA-SELECT to reorder doc-

uments [1]. Given the query q, a category (nugget) c, and a

document d, IA-SELECT builds a set of documents, labeled

S, which maximizes utility. Using a measure of document

quality, V (d|q, c), and the conditional distribution over cat-

egories for the query and current S, U(c|q, S), the algorithm

calculates utility as:

g(d|q, c, S) =

�

c∈C(d)

U(c|q, S)V (d|q, c) (1)

where C(d) is the set of categories for document d. U(c|q, S)

is initialized as P (c|q), defined below, and then at each iter-

ation the algorithm adds the d with greatest utility and up-

dates U(c|q, S). This allows us to approximate the S which

maximizes utility.

Given a query, in step (i) our implementation uses the

successful BM25 formula to create an ordered set of docu-

ments. To model each cluster as a possible interpretation

of the query, we assume clusters are independent and that

documents can belong to an arbitrary number of clusters.

This motivates using PLSA to assign cluster membership

probabilities to the top k documents in step (ii).

Using the cluster probabilities for the top k documents we

calculate our initial conditional category distribution as:

P (c|q) =

�

d∈D

p(c|d)
φp(rank(q,d)), (2)

where p(c|d) is the probability that document d is a member

of cluster c, rank(q, d) returns the rank of d for q, and φp

determines the importance rank plays in calculating cluster

to query relevance. Document quality is similarly calculated

as:

V (d|q, c) = p(c|d)
φv(rank(q,d)), (3)

where φv is the importance of rank in calculating relevance.

When φp and φv are constant rank is irrelevant, otherwise

the greater their convexity the greater the influence of rank.

Using these definitions of document quality and condi-

tional category distribution we perform step (iii) and reorder

the top k documents. As opposed to IA-SELECT, we explic-

itly define the value and conditional category distributions

in terms of rank and cluster membership probability. This

allows us to adjust their influence to benefit the system’s

goals, in our case, increased diversity scores.

4. EXPERIMENTS AND RESULTS
There are few standard information retrieval evaluation

sets that can be used to evaluate diversification because

most do not define ground truth categories for documents.

In addition, many evaluation sets used in diversity research

are either proprietary and unreleased, or are incompletely

evaluated versions of question answering corpuses, and can

be used only after preprocessing and result extrapolation.

The recent ClueWeb09 dataset provides a large diversifica-

tion task. To complement this, we develop a smaller scale

dataset based on the WebCLEF 2007 question answering

corpus [6].

In this corpus, information nuggets are assigned to each

document and defined by a set of passages taken directly

from the document text. To convert this dataset into a

retrieval task with subtopics we parse the assessments file,

letting the topic of each question form the query and the an-

swer nuggets form the query’s subtopics. We then search for

the nuggets in the corpus’ documents to generate a subtopic

document list.

We run experiments with the following settings. The base-

line is generated by retrieving the top 200 documents using

BM25 with k1 = 1 and b = 0.3.
To test the influence of induced clusters, we apply PLSA

to the top 20 and 200 returned results to create 20 subtopics,

and then reorder with φp(x) = 1 + log(x) and φv(x) = x2
.

After experimenting with different functions we found that

these produce the best results by appropriately weighting

the influence of rank and cluster membership. We evaluate

our system using α-nDCG and P-IA, following [1, 4].

The results of our experiments are shown in Table 1. We

see that reordering based on 20 documents has the best per-

formance for α-nDCG@{5,10,20} with scores of 0.151, 0.157,

and 0.180 respectively. It is unable to beat the baseline for

P-IA@10 but does so for P-IA@{5,20} with scores of 0.055

and 0.049 respectively, where the P-IA@20 score is signifi-

cant at the 0.001 level using a paired student’s t-test. Re-

ordering based on 200 documents has the worst performance

on all metrics.

Increasing the influence of rank by increasing the convex-

ity of φv increases diversity scores up to a point. In addi-

tion to the results displayed in Table 1, we tested φv(x) =

{1, 1 + log(x), x, x2, x3}. Excluding P-IA@10, φv(x) = x2

produces the best scores. Ignoring rank, with a constant

φv(x) = 1, produces the lowest scores in all runs except

P-IA@20. Up to and including φv(x) = x2
, α-nDCG scores

increase as function convexity increases, but further increas-

ing convexity decreases scores.

To determine how reordering with 20 results is able to im-

prove on the baseline scores, we plot the α-nDCG@5 scores

per query in Fig. 1. Considering individual queries, the

reordered list produces better results by matching or im-
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Table 1: Diversity scores for all diversification systems. Significant differences from the baseline are marked
with �(decrease, p = 0.01) and �(improvement).

Experiment α-nDCG@5 α-nDCG@10 α-nDCG@20 P-IA@5 P-IA@10 P-IA@20

Baseline 0.145 0.155 0.175 0.051 0.046 0.031

PLSA 20 0.151 0.157 0.180 0.055 0.044 0.049�

PLSA 200 0.136 0.152
�

0.173 0.049 0.040 0.032

QRELS 20 0.324 0.305 0.287 0.080 0.050 0.033

QRELS 200 0.611 0.632 0.621 0.134 0.102 0.079

proving over the baseline on most queries and substantially

beating the baseline on a few queries (2 and 11). The al-

gorithm takes a conservative approach and maximizes util-

ity by reordering in cases where both document rank and

subtopic relevance are high.

In order to measure the effect of the unequal distribu-

tion of subtopics per query, Fig. 1 also plots the number

of subtopics in each query. The correlation between re-

ordering performance and the number of subtopics is low,

with a Pearson correlation coefficient between the number

of subtopics and the baseline, rank2, and constant runs of

0.08, 0.03, and -0.17 respectively. This indicates that per-

formance is not directly related to the number of subtopics

in a query.

The IA measures have an undefined upper bound which

is less than 1 unless there is a single perfect ordering for all

subtopics [1]. In addition, if the best ordering relies on a

document outside the top k reordered documents it will be

impossible to achieve the maximum score. To estimate this

upper bound we reorder based on the ground truth subtopics

and assignments in the dataset. The results are labeled as

QRELS and shown in the lower part of Table 1. Except for

P-IA@20 these scores are substantially higher than either

the baseline scores or those achieved when reordering using

PLSA clusters. In this case, ignoring rank with constant

φv(x) = 1 gives the best scores and increasing the influence

of rank decreases scores, the opposite of what occurs when

using induced subtopics. This is expected if subtopics are

more relevant to improving diversity than rank, and pro-

vides anecdotal evidence that these estimates may form a

reasonable upper bound.

5. DISCUSSION

In our diversification system, changes in the importance

of diversity are expressed by changing the influence of rank

through the φv function. We would expect the influence of

document rank to be inversely correlated with the diversity

of reordered results. However, this is not strictly the case

as we achieve maximum diversity scores by balancing the

influence of rank and relevance.

In an approach based on reordering results according to

subtopics, the effectiveness of the system depends on gener-

ating subtopics aligned with those used by the scoring func-

tion. Putting significant emphasis on a document’s rank

appears to be successful primarily due to the poor quality of

induced clusters. Experiments generating an upper bound

demonstrate that increasing cluster quality and decreasing

rank’s influence correlate with higher diversity scores.

This is exemplified by results for the query “plastic table-

ware and the environment” (topic 26), in which the PLSA

and QRELS orderings disagree for the second document re-

turned. QRELS returns a document about restrictions on

plastic products, fitting the nugget “restricted use of dispos-

able plastic,”while PLSA returns a document listing various

plastic products for sale, including biodegradable products.

Although the document returned by PLSA does not fit any

given subtopics it could arguably fit an appropriate subtopic,

such as “environmentally friendly plastic products.” Here

the diversity score is decreased by an understanding of the

query’s subtopics that is discordant with the subtopics used

in evaluation, although not necessarily incorrect.

Concerning the diversification algorithm, other variations

in the influence of rank, i.e. φv(x) = xn
for 1 < n < 3,

may further improve scores. That increasing n — the influ-

ence of rank — eventually leads to decreasing scores shows

that clusters provide valuable information about how to best

reorder documents. A more effective strategy would bias to-

wards the original ranking when doing so benefits diversity

scores and away when it does not. Figure 1 presents the

α-nDCG@5 score per query using a method that heavily

weights rank, rank2 with φv(x) = x2
, and a method that

ignores rank, constant with φv(x) = 1. Although the overall

score of constant is much lower, on certain queries (2 and 16)

it significantly outperforms the baseline and rank2. We sus-

pect that constant performs well on these queries because

the clusters generated for them closely match the known

clusters.

In our PLSA 20 experiments, which reorder 20 documents

using IA-SELECT with 20 PLSA topics, our implementation

may reduce to a maximum likelihood estimator by assigning

one document to each class, leading to equivalent class and

document language models. Work remains to be done in

testing that one document is indeed assigned to each class.

In this case our implementation would be very similar to

the original MMR algorithm and future work could investi-

gate this connection and its implications for the usefulness

of PLSA in search result diversification.

6. CONCLUSIONS AND FUTURE WORK

The expansion of online documents and users has led to

increases in the number of documents a query is applica-

ble to and in the number of users using the same or simi-

lar queries to express different information needs. This, in

turn, has led to an increase the number of valid yet differing

ways in which we can interpret queries. A complementary

challenge arises when different queries express similar infor-

mation needs. This has also been exacerbated by increasing

numbers of documents and users. Search result diversifi-

cation methods address these challenges by satisfying users’

multifarious needs. Diversity research has moved beyond in-

dependent analysis of document novelty and relevance (as in

MMR) to measuring a document’s contribution in relation

to the additional information it provides.

In this paper we have shown that using PLSA to create
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Figure 1: α-nDCG@5 per query for 20 documents, the final column is the arithmetic mean. Topics are
ordered by decreasing score for rank2 (φv(x) = x2).

an external partition for reordering search results can im-
prove diversity. The functioning of the reordering algorithm
is sensitive to, and can be tuned through, changes in the
influence of a document’s original rank. Decreasing the in-
fluence of rank puts more trust in the accuracy of induced
clusters and vice versa.

Future work includes inducing clusters with alternative
algorithms and adapting to specific queries. In our experi-
ments we use a fixed number of clusters. This could be im-
proved by changing the number of clusters relative to vocab-
ulary cardinality or other heuristics. In addition, our results
show that some queries greatly benefit from diversification
while for others the original ranking performs better. Di-
versification could be applied selectively, for example based
on measures developed for query performance prediction or
topic models.
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ABSTRACT

For peer-to-peer web search engines it is important to keep
the delay between receiving a query and providing search
results within an acceptable range for the end user. How to
achieve this remains an open challenge. One way to reduce
delays is by caching search results for queries and allowing
peers to access each others cache. In this paper we explore
the limitations of search result caching in large-scale peer-to-
peer information retrieval networks by simulating such net-
works with increasing levels of realism. We find that cache
hit ratios of at least thirty-three percent are attainable.

Keywords

distributed query processing, peer-to-peer simulation.

1. INTRODUCTION

In peer-to-peer information retrieval a network of peers
provide a search service collaboratively. We define a peer
as a computer system connected to the Internet. The term
peer refers to the fact that in a peer-to-peer system all peers
are considered equal and can both supply and consume re-
sources. In a peer-to-peer network each additional peer adds
extra processing capacity and bandwidth in contrast with
typical client/server search systems where each additional
client puts extra strain on the search server. When such a
peer-to-peer network has good load balancing properties it
can scale up to handle millions of simultaneous peers. How-
ever, the performance of such a network is strongly affected
by how well it can deal with the constant and rapid joining
and departing of peers which is called churn.

We study peer-to-peer information retrieval systems where
the collection is split over the peers. Each peer contains a
subset of all the documents in the collection, and thus also
contains a partial index. Since presumably relevant search
results can be located at any peer in the network it is often
difficult to route a query to the right peer. This problem is
commonly approached by using different network topologies

Copyright is held by the author/owner(s)
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and replication of index data. Indeed, query routing is a
difficult problem in peer-to-peer information retrieval [4].

In this paper we explore search result caching as a tech-
nique that can be used to both perform load balancing and
increase the availability of search results. Instead of for-
ward push-based replication of an index, we use a pull-based
caching approach [1]. We experiment with fifty times more
peers than any existing scientific peer-to-peer experiments
we know of.

We define the following research questions:

1. What fraction of queries can be potentially answered
from a cache?

2. How can the cache hit distribution in a peer-to-peer
network be characterised?

3. How does churn affect caching?

2. RELATED WORK

Markatos [5] analyses the effectiveness of caching search
results for a centralised web search engine combined with a
caching web accelerator. Their experiments suggest that one
out of three queries submitted has already been submitted
previously. They conclude that cache hit ratio’s between 25
to 75 percent are possible.

Skobeltsyn and Aberer [7] investigate how search result
caching can be used in a peer-to-peer information retrieval
network. When a peer issues a query it first looks in a
distributed meta-index, kept in a distributed hash table, to
see if there are peers with cached results for this query. If
so, the results are obtained from one of those peers, but if
no cached results exist, the query is broadcast through the
entire network. The costs of this fallback are O (n) for a
network of n peers. The authors further try to increase the
performance of their system by using query subsumption:
obtaining search results for subsets of the terms of the full
query. They show that with subsumption cache hit rates of
98 percent are possible as opposed to 82 percent without.
Interestingly, only 18 percent of the queries in the query log
they use appear only once. Perhaps this is because their log
is a Wikipedia trace as this is inconsistent with our findings.

3. EXPERIMENTS

3.1 Introduction

Our experiments are intended to give insight into the max-
imum benefits that can be gained by caching. Each exper-
iment has been repeated five times, averages are reported,
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Table 1: Query log statistics.

Queries (incl. duplicates) 21,082,980

Users 651,647

no differences between runs were observed that exceeded 0.5

percent. We assume that there are three types of peers:

supplier peers that have their own locally searchable index,

consumer peers that issue queries to the network, and mixed
peers that have both an index and issue queries. We further

assume that all peers in our network are willing to cooperate

by caching search results. For query routing we introduce a

party called the tracker which keeps track of which peer can

answer what query. The usage of a tracker is inspired by

BitTorrent [3]. However, in BitTorrent the tracker is used

for locating a specific file: exact search, and not for search-

ing to obtain a list of peers which have presumably relevant

search results: approximate search. In reality the tracker

can be implemented in various ways: as a central machine,

as a group of high capacity machines in the network, as a

distributed hash table or by fully replicating a global data

index over all peers. In our experiments we make two im-

portant assumptions: firstly, that caches are unbounded in

size, and secondly that cached results retain their validity:

they need not be invalidated. When dropping either of these

two assumptions, caching would become less effective.

3.2 Collection
To simulate a network of peers posing queries we use a

large search engine query log [6]. This log consists of over

twenty million queries of users recorded over a period of

three months. Each unique user in the log is a distinct peer

in our experiment. We made several adjustments to it to

make our simulations more realistic. Firstly, some queries

are censored and appear in the log as a single dash [2]: these

were removed. Secondly, we removed results by one user

in the log that poses an unusually high number of queries:

likely some type of proxy.

Furthermore, we assume that a search session lasts at most

one hour. If the exact same query is recorded multiple times

in this time window, they are assumed to be requests for

subsequent search result pages and thus we use it only once

in the simulation. Table 1 shows statistics regarding the log.

While the log is sorted by numeric user identifier, for realistic

simulation we play back the log in chronological order. We

noticed that one day in the log, May 17th 2006, is truncated

and does not contain data for the full day, but only for about

half an hour after midnight. This has consequences for one

of our experiments described later. For clarity: we do not

use real search results for the queries in the log. In our

experiments we make the assumption that specific subsets

of peers have search results and obtain experimental results

by counting hits only.

3.3 Centralised
Let us first consider the case where one supplier peer in

the system is the only peer that can provide search results.

This peer does not pose queries itself. This scenario provides

a baseline which resembles a centralised search system. Cal-

culating the query load on the peer-to-peer network is trivial

in this case: all 21 million queries have to be answered by

this single central supplier peer.
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Figure 1: Distribution of hits when peers perform
result caching (N=651,647 peers).

However, what if the search results provided by the central

supplier peer can be cached by the consuming peers? In this

scenario the tracker makes the assumption that all queries

can initially be answered by the central supplier peer. How-

ever, when a consuming peer asks the tracker for advice for

a particular query, this peer is registered at the tracker as

caching search results for that query. Subsequent requests

for that same query are offloaded to caching peers by the

tracker. When there are multiple possible caching peers for

a query, one is selected randomly.

Figure 1 shows the number of search results provided by

the origin central supplier peer and the summed number of

hits on the caches at the consumer peers. It turns out that

results for about half of the queries need to be given by the

supplier at least once. The other half can be served from the

caches of the other peers. Since the maximum achievable

cache hit ratio is approximately 0.5, caching can reduce the

load on a central peer by about 50 percent. Caching becomes

more effective as more queries flow through the system. This

is due to the effect that there are increasingly more repeated

queries and less unique queries. So, you always see slightly

fewer new queries than queries you have already seen as the

number of queries increases.

How many results can a peer serve from its local cache

and for how many does it have to consult caches at other

peers? The local cache hit ratio climbs from around 22 per-

cent for several thousand queries to 39 percent for all 21

million queries. So, the majority of cache hits is on external

peers (between 61 and 78 percent).

Let us take a closer look at those external hits. We define

a peer’s share ratio as follows:

shareratio = #cachehits/#queries (1)

Where cachehits is the number of external hits on a peer’s

cache, meaning: all cache hits that are not queries posed by

the peer itself. Queries is the number of queries issued by

the peer. A shareratio of 0 means that a peer’s cache is

never used for answering external queries, between 0 and 1

means that a peer is sending more queries than it answers,

and a ratio above 1 indicates that a peer is actually serving

results for more queries than it sends.

Figure 2 shows that about 20 percent of peers does not

share anything at all. It turns out that the majority of peers,

68 percent, at least serve results for some queries, whereas

only 12 percent, about 80,000 peers, serve results for more

queries than they issue.
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Figure 2: Observed share ratios (N=651,647 peers).

3.4 Decentralised
Now that we have shown the effectiveness of caching for

offloading one central peer, we make the scenario more real-

istic. Instead of a central peer we introduce n peers that are

both suppliers and consumer at the same time. These mixed

peers are chosen at random. They serve search results, pose

queries and also participate in caching. The remaining peers

are merely consumers that can only cache results.

The central hits in the previous sections become hits per

supplier in this scenario. How does the distribution of search

results affect the external cache hit ratios of the supplier

peers? We examine two distribution cases:

1. For each query there is always only exactly one supplier

with unique relevant search results.

2. The number of supplier peers that have relevant search

results for a query depends on the query popularity.

There is always at least one supplier for a query, but

the more popular a query the more suppliers there are

(up to all n suppliers for very popular queries).

For simplicity we assume in both cases that there is only

one set of search results per query. In the first case this set

is present at exactly one supplier peer. However, the sec-

ond case is more complicated: among the mixed peers we

distribute the search results by considering each peer as a

bin covering a range in the query frequency histogram. We

assume that for each query there is at least one peer with rel-

evant results. However, if a query is more frequent it can be

answered by more mixed peers. The most frequent queries

can be served by all n supplier peers. The distribution of

search results is, like the queries themselves, zipf over the

mixed peers. We believe that this is realistic, since popular

queries on the Internet tend to have many search results as

well. In this case the random choice is between a variable

number m of n peers that supply search results for a given

query. Thus, when the tracker receives a query for which

there are multiple possible peers with results it chooses one

randomly.

We performed two experiments to examine the influence

on query load. The first is based on case 1, where there

is always one supplier given an input query. The second is

based on case 2 where the number of suppliers varies per

query. For case 2 we first used the query log to determine

the popularity of queries and then used this to generate the

initial distribution of search results over the suppliers. This

distribution is performed by randomly assigning the search

results to a fraction of the suppliers depending on the query

popularity. Since normally the query popularity can only

be approximated, the results represent an ideal outcome.

Table 2: Original search results and cache hits

(21,082,980 queries; 651,647 peers of which 10,000

are suppliers). All suppliers operate in mixed mode.

Case 1 Case 2

Suppliers (origin) 11,599,060 12,110,592

Consumers internal (caches) 3,682,995 3,930,025

Consumers external (caches) 5,800,925 5,042,363
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Figure 3: Supplier external hit distributions

(N=651,647 peers, n=10,000 suppliers).

We used n = 10,000 supplier peers in a network of 651,647

peers in total (about 1.53 percent). This mimics the Internet

which has a small number of websites compared to a very

large number of surfing clients.

Figure 3 and Table 2 show the results. The number of

original search results provided by the suppliers is about five

percent higher than in the central peer scenario. This is the

combined effect of no explicit offloading of the supplier peers

by the tracker, and participation of the suppliers in caching

for other queries. In the second case there is slightly more

load on the supplier peers than in the first case: 57 percent

versus 55 percent. The hit distribution in Figure 3 is sim-

ilar even though the underlying assumptions are different.

About 87 percent of peers answer between 1000 and 1500

queries. A very small number of peers answers up to about

five times that many queries. Differences are found near the

low end, which seems somewhat more spread in the first than

in the second case. Nevertheless, all these differences are rel-

atively small. The distribution follows a wave-like pattern

with increasingly smaller peaks: near 1300, 2500, 3700 and

4900. The cause of this is unknown.

3.5 Churn
The experiments thus far have shown the maximum im-

provements that are attainable with caching. In this section

we add one more level of realism: we no longer assume that

peers are on-line infinitely. We base this experiment on case

1 above where the search results are uniformly distributed

over the suppliers. The query log contains timestamps and

we assume that if a specific user has not issued a query for

some period of time, that his session has ended and its cache

is temporarily no longer available. If the same user issues a

query later on (comes back on-line), its cache becomes avail-

able again. This simulates churn in a peer-to-peer network

30 DIR 2011 proceedings



1
2

3
4

5
6

7

#
 A

ct
iv

e 
P

ee
rs

 (
x 

10
,0

00
)

0 5 10 15 20

0
5

10
15

20

Hit Distribution (Churn)

# Queries (x 1,000,000)

#
 H

it
s 

(x
 1

,0
00

,0
00

)

Suppliers C. Internal C. External Network Size

Figure 4: Distribution of hits under churn condi-
tions (N=651,647 peers).

where peers join and depart from the network. All peers,
including supplier peers, are subject to churn. For boot-
strapping: if there are no suppliers on-line at all, an off-line
one is randomly chosen to provide search results.

Assuming that all peers are on-line for a fixed amount of
time is unrealistic. Stutzbach and Rejaie [8] show that down-
load session lengths, post-download lingering time and the
total up-time of peers in peer-to-peer file sharing networks
are best modelled by using Weibull distributions. However,
our scenario differs from file sharing. An information re-
trieval session does not end when a search result has been
obtained, rather it spans multiple queries over some length
of time. Even when a search session ends, the machine it-
self is usually not immediately turned off or disconnected
from the Internet. This leads us to two important factors
for estimating how long peers remain joined to the network.
Firstly, there should be some reasonable minimum that cov-
ers at least a browsing session. Secondly, up-time should
be used rather than ‘download’ session length. As soon as a
peer issues its first query we calculate the remaining up-time
of that peer in seconds as follows :

remaininguptime = 900 + (3600 · 8) · w (2)

where w is a random number drawn from a Weibull dis-
tribution with λ = 2 and k = 1. The w parameter is usually
near 0 and very rarely near 10. The up-time thus spans from
at least 15 minutes to at most about 80 hours. About 20
percent of the peers is on-line for longer than one day. This
mimics the distribution of up-times as reported in [8].

Figure 4 shows the results: the number of origin search
results served by suppliers as well as the number of internal
and external hits on the caches of consumer peers. We see
that the number of supplier hits increases to over 12.75 mil-
lion: over 1.16 million more compared to the situation with
no churn. The majority of this increase can be attributed to
a decrease in the number of external cache hits. The dotted
cloud shows the size of the peer-to-peer network on the right
axis: this is the number of peers that is on-line simultane-
ously. We can see that this varies somewhere between about
30,000 and 80,000 peers. There is a dip in the graph caused
by the earlier described log truncation.

4. CONCLUSION

We conducted several experiments that simulate a large-
scale peer-to-peer information retrieval network. Our re-
search questions can be answered as follows:

1. At least 50 percent of the queries can be answered from
search result caches in a centralised scenario. This
drops to 45 percent for the decentralised case.

2. Share ratios are skewed which suggests that additional
mechanisms are needed for cache load balancing.

3. Introducing churn into a peer-to-peer network reduces
the maximum cache hits by 12 percent to 33 percent.

We have shown the potential of caching under increasingly
realistic conditions. Caching search results significantly off-
loads the origin suppliers that provide search results under
all considered scenarios. This could be even further im-
proved by applying query subsumption, term re-ordering
and stemming. These techniques may decrease the qual-
ity of the search results, but also offer more effective usage
of caches. This is needed when extra layers of realism are
added to the experiments by working with individual search
results instead of result sets, by experimenting with finite
size caches, and by invalidating cached results over time. It
would be useful to experiment with a combination of caching
and replication. Finally, much work remains to be done in
peer-to-peer information retrieval, especially in investigating
the properties that hold in large-scale simulations.

5. ACKNOWLEDGEMENTS

We wish to thank Dolf Trieschnigg. This paper was cre-
ated using only Free and Open Source Software. We grate-
fully acknowledge the support of the Netherlands Organisa-
tion for Scientific Research (NWO) under project 639.022.809.

References

[1] Baentsch, M., Baum, L., Molter, G., Rothkugel,
S., and Sturm, P. 1997. Enhancing the web’s infrastruc-
ture. Internet Computing 1, 2 (Mar.), 18–27.

[2] Brenes, D. J. and Gayo-Avello, D. 2009. Stratified
analysis of aol query log. Information Sciences 179, 12,
1844 – 1858.

[3] Cohen, B. 2003. Incentives build robustness in bittor-
rent. In Proceedings of P2PEcon.

[4] Lu, J. and Callan, J. 2006. Full-text federated search
of text-based digital libraries in peer-to-peer networks. In-
formation Retrieval 9, 4, 477–498.

[5] Markatos, E. P. 2001. On caching search engine query
results. Computer Communications 24, 2 (Feb.), 137–143.

[6] Pass, G., Chowdhury, A., and Torgeson, C. 2006.
A picture of search. In Proceedings of InfoScale. Hong
Kong, 1.

[7] Skobeltsyn, G. and Aberer, K. 2006. Distributed
cache table: efficient query-driven processing of multi-
term queries in p2p networks. In Proceedings of P2PIR.
Arlington, Virginia, US, 33–40.

[8] Stutzbach, D. and Rejaie, R. 2006. Understanding
churn in peer-to-peer networks. In Proceedings of IMC.
Rio de Janeiro, BR, 189–202.

DIR 2011 proceedings 31





Compressed contributions



Ranking Related Entities: Components and Analyses
(Abstract) ∗

Marc Bron
m.m.bron@uva.nl

Krisztian Balog
k.balog@uva.nl

Maarten de Rijke
derijke@uva.nl

ISLA, University of Amsterdam

Science Park 904, 1098 XH Amsterdam

ABSTRACT
Related entity finding is the task of returning a ranked list of home-
pages of relevant entities of a specified type that need to engage
in a given relationship with a given source entity. We propose a
framework for addressing this task and perform a detailed analy-
sis of four core components; co-occurrence models, type filtering,
context modeling, and homepage finding. Results show that pure
co-occurrence is useful to select initial candidates, that type filter-
ing is an instrument for tuning towards either recall or precision,
and that context models successfully promote entities engaged in
the right relation with the source entity. Our method achieves very
high recall scores on the end-to-end task and is able to incorporate
additional heuristics that lead to state-of-the-art performance.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: H.3.3 Information Search
and Retrieval

General Terms
Algorithms, Experimentation, Measurement, Performance

Keywords
Entity search, Language modeling, Wikipedia

1. INTRODUCTION
Over the past decade, increasing attention has been devoted to re-

trieval technology aimed at identifying entities relevant to an infor-
mation need. The TREC 2009 Entity track introduced the related
entity finding (REF) task: given a source entity, a relation and a tar-
get type, identify homepages of target entities that enjoy the spec-
ified relation with the source entity and that satisfy the target type
constraint [1]. E.g., for a source entity (“Michael Schumacher”), a
relation (“His teammates while he was racing in Formula 1”) and
a target type (“people”) return entities such as “Eddie Irvine” and
“Felipe Massa.” To address the REF task we consider an entity
∗The full version of this paper appeared in CIKM 2010.
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Figure 1: Components of our REF system.

finding system architecture as shown in Fig. 1. The first compo-
nent is a co-occurrence-based model that selects candidate entities.
While a co-occurrence-based model can be effective in identifying
the potential set of related entities, it fails to rank them effectively.
Our failure analysis reveals two types of error that affect precision:
(1) entities of the wrong type pollute the ranking and (2) entities are
retrieved that are associated with the source entity without engag-
ing in the right relation with it. To address (1), we add type filtering
based on category information in Wikipedia. To correct for (2), we
complement the pipeline with contextual information, represented
as statistical language models derived from documents in which the
source and target entities co-occur.

2. APPROACH
The goal of the REF task is to return a ranked list of relevant en-

tities e for a query consisting of a source entity (E), target type (T )
and a relation (R) [1]. We formalize REF as the task of estimating
the probability P (e|E, T, R). As this probability is difficult to esti-
mate directly we apply Bayes’ Theorem and rewrite P (e|E, T, R).
After dropping the denominator as it does not influence the ranking
of entities, we derive the following ranking formula:

P (E, T, R|e) · P (e)

∝ P (E, R|e) · P (T |e) · P (e) (1)
= P (E, R, e) · P (T |e) = P (R|E, e) · P (E, e) · P (T |e)
rank
= P (R|E, e) · P (e|E) · P (T |e)

In (1) we assume that type T is independent of source entity E
and relation R. We rewrite P (E, R|e) to P (R|E, e) so that it ex-
presses the probability that R is generated by two (co-occurring)
entities (e and E). Finally, we rewrite P (E, e) to P (e|E) · P (E)
and drop P (E) as it is assumed uniform. We are left with the fol-
lowing components: (i) pure co-occurrence model (P (e|E)), (ii)
type filtering (P (T |e)) and (iii) contextual information (P (R|E, e)).

Co-Occurrence Modeling. The pure co-occurrence component
(P (e|E)) expresses the association between entities based on oc-
currences in documents, independent of context (i.e., document
content). To express the strength of co-occurrence between e and
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E we use a function cooc(e, E) and estimate P (e|E) as follows:

P (e|E) =
cooc(e, E)P
e� cooc(e�, E)

.

We consider two settings of cooc(e, E): (i) as maximum likeli-
hood estimate and (ii) χ2 hypothesis test [3].
Type Filtering. In order to perform type filtering we exploit cate-
gory information available in Wikipedia. We map each of the target
types (T ∈ {PER,ORG,PROD}) to a set of Wikipedia cate-
gories (cat(T )) and create a similar mapping from entities to cat-
egories (cat(e)). The former is created manually, while the latter
is granted to us in the form of page-category assignments in Wi-
kipedia. Note that we only consider entities that have a Wikipedia
page. With these two mappings we estimate P (T |e) as follows:

P (T |e) =


1 if cat(e) ∩ catLn(T ) �= ∅
0 otherwise.

We expand the set of categories assigned to each target entity type
T , hence write catLn(T ), where Ln is the chosen level of expan-
sion and a parameter to be determined empirically.
Adding Context. The P (R|E, e) component is the probability
that a relation is generated from (“observable in”) the context of a
source and candidate entity pair. We represent the relation between
a pair of entities by a co-occurrence language model (θEe), a dis-
tribution over terms taken from documents in which the source and
candidate entities co-occur. By assuming independence between
the terms in the relation R we arrive at the following estimation:

P (R|E, e) = P (R|θEe) =
Q

t∈R P (t|θEe)
n(t,R), (2)

where n(t, R) is the number of times t occurs in R. To estimate the
co-occurrence language model θEe we aggregate term probabilities
from documents in which the two entities co-occur:

P (t|θEe) = 1
|DEe|

P
d∈DEe

P (t|θd), (3)

where DEe denotes the set of documents in which E and e co-
occur and |DEe| is the number of these documents. P (t|θd) is the
probability of term t within the language model of document d:

P (t|θd) =
n(t, d) + µ · P (t)P�

t n(t�, d) + µ
, (4)

where n(t, d) is the number of times t appears in document d, P (t)
is the collection language model, and µ is the Dirichlet smoothing
parameter, set to the average document length in the collection.
Homepage Finding. To gather possible homepage URLs we get
the external links on an entity’s Wikipedia page and submit the
entity name as a query to an index of a large web crawl, collect-
ing URLs of the top relevant documents. We then rank the URLs
through a linear combination of their retrieval score and a score
proportional to a URL’s rank among the external links, with equal
weights to both components.

3. EXPERIMENTS AND RESULTS
Our document collection is the ClueWeb09 Category B subset [2].

Named entity recognition is difficult to realize on a data set the size
of ClueWeb. Instead we use Wikipedia as a repository of known
entities. For our estimations we use the entity names as queries to
an index of this collection to obtain co-occurrence counts. We per-
form two types of evaluation: first, on the intermediate components
by comparing the entity strings to a ground truth established by ex-
tracting all primary Wikipedia pages from the TREC 2009 Entity
qrels. Our second type of evaluation, is the end-to-end evaluation
on the original TREC REF task. Specifically, we use R-Precision

Co-occ. Pure Co-Occurrence Context Dependent

R-Prec R@100 R-Prec R@100

Optimized for Precision

MLE .1512 .5423 .1898 .5423
χ2 .2382 .4891 .2623 .4747

Optimized for Recall

MLE .0799 .5821 .0966 .6982
χ2 .2281 .5474 .2399 .5418

Table 1: Results for the pure co-occurrence and context depen-
dent model with filtering for either precision or recall.

(R-prec), where R is the number of relevant entities for a topic, and
recall at rank 100 (R@100). We also report on the metrics used
at the TREC 2009 Entity track: P@10, nDCG@R, and the num-
ber of primary homepages retrieved (#pri). We forego significance
testing as the minimal number of topics (25) recommended is not
available. Table 1 shows the results when ranking without (left
half) and with (right half) context; type filtering is always applied,
optimized either for precision (top half) or recall (bottom half). The
left half of the table shows R-precision and R@100 of the pure co-
occurrence model including type filtering. We find that of the two
estimators for the pure co-occurrence component χ2 performs best
in terms of precision and that MLE performs best in terms of re-
call. Comparing the top half with the bottom half of the table we
find that the type filtering component can be used to increase either
precision or recall. The highest recall is obtained by using MLE
and level 6 category expansion. The right half of Table 1 shows
results for the context dependent model. In both cases (optimized
for precision/recall), R-precision and R@100 are improved further.

On the end to end evaluation when optimized for precision (
P@10=.2100, nDCG@R=.1198) we improve substantially over the
median results achieved at TREC 2009 (P@10=.1030, nDCG@R=
.0650). When optimized for recall our model surpasses the top
performing team in terms of the number of primary homepages re-
trieved (#pri: 171 vs. 137, out of 396). We use this as a starting
point for improving precision of our model by adding additional
heuristics: (i) improved type filtering by utilizing high quality type
definitions in the DBpedia ontology and (ii) co-occurrence based
on anchor text. Anchor based co-occurrence emphasizes candidate
entities that occur on the Wikipedia page of the source entity as an-
chor text or vice-versa. We find that with these additional heuristics
our model (P@10=.3000, nDCG@R=.1562) achieves performance
comparable to the median of the top 3 at TREC (P@10=.3100,
nDCG@R=.1689 ) in terms of precision, while maintaining excep-
tionally high recall scores (#pri=174/396).
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ABSTRACT
Result diversification is a retrieval strategy for dealing with am-
biguous or multi-faceted queries by providing documents that cover
as many potential facets of the query as possible. We propose a re-
sult diversification framework based on query-specific clustering
and cluster ranking, in which diversification is restricted to docu-
ments belonging to a set of clusters that potentially contain a high
percentage of relevant documents. Empirical results on the TREC
2009 Web track test collection show that the proposed framework
improves the performance of several existing diversification meth-
ods, including MMR, IA-select, and FM-LDA. The framework also
gives rise to a simple yet effective cluster-based approach to result
diversification that selects documents from different clusters to be
included in a ranked list in a round robin fashion.

Categories and Subject Descriptors: H.3 [Information Storage
and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.3 Infor-
mation Search and Retrieval; H.3.4 Systems and Software
General Terms: Algorithms, Experimentation
Keywords: Result diversification, Query-specific clustering

1. INTRODUCTION
Queries submitted to web search engines are often ambiguous or

multi-faceted in the sense that they have multiple interpretations or
sub-topics. One retrieval strategy that attempts to cater for multiple
interpretations of such a query is to diversify the search results.
Without explicit or implicit user feedback or history, the retrieval
system makes an educated guess as to the possible facets of the
query and presents as diverse a result list as possible by including
documents pertaining to different facets of the query within the top
ranked documents.

Following the Cluster Hypothesis [6], query-specific cluster-based
retrieval is the idea of clustering retrieval results for a given query,
which was shown to improve retrieval effectiveness if one can place
documents from high quality clusters (in which a relatively large
fraction of documents is relevant) at the top of the ranked list [5].
In this paper, we consider a ranking approach based on query-
specific cluster-based retrieval in the context of result diversifica-
tion. Specifically, we propose to rank and select a set of high qual-
ity clusters and then apply diversification only to the documents
within these clusters. We posit that such a strategy should lead to
improved results as measured in terms of both relevance and diver-
sity since it only diversifies documents that are likely to be relevant.
∗The full version of this paper is accepted for publication by Jour-
nal of American Society for Information Science and Technology.
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2. METHOD
The overall goal of our approach is to rank query-specific clus-

ters with respect to their relevance to the query and to limit the
diversification process to documents contained in the top ranked
clusters only, in order to improve the effectiveness of diversifica-
tion as measured in terms of both relevance and diversity.

For a query q and a ranked list of top n documents Dn
q retrieved

in response to q, we cluster Dn
q into K clusters. Assume that we

have a ranking method cRanker(·) that ranks clusters with respect
to their relevance to a query and a diversification method Div(·)
that diversifies a given ranked list of documents. We propose the
following procedure for diversification. The input of the proce-
dure is the output of cRanker, that is, a ranked set of clusters
RC = c1, . . . , cK , and the documents contained in each clus-
ter, Dc

q . A free parameter T is used to indicate the number of
top ranked clusters to be selected for diversification. Furthermore,
dRanker(·) is assumed to be a document ranker that ranks docu-
ments according to certain criteria, for example, ranking documents
in descending order of their retrieval scores. The diversification
procedure first applies Div(·) to the documents assigned to the top
T ranked clusters; documents assigned to clusters ranked below the
top T are ranked by dRanker(·) and appended to the ranked list of
documents obtained from the top T clusters.
Clustering. We use latent Dirichlet allocation (LDA) [2] to cluster
the initial retrieved ranked list. First, we train the topic models
over Dn

q with a pre-fixed number of K clusters (or latent topics).
A document d is then assigned to a cluster c∗ such that

c∗ = arg max
c

p(c|d), (1)

where p(c|d) is estimated using the LDA model.
Diversification. For Div(·) we consider the following three di-
versification methods: Maximal Marginal Relevance (MMR) [3],
Facet Model with LDA (FM-LDA) [4], and Intent Aware select
(IA-select) [1]. In addition, we propose a cluster-based approach
referred to as Round-Robin (RR). For this, we first rank the clus-
ters according to their relevance of the clusters to the query. Then,
documents within each cluster are ranked in the order of their orig-
inal retrieved scores and, finally, we select documents belonging to
different clusters in a round robin fashion.
Cluster ranking. For simplicity, we only discuss two ways to rank
clusters that are necessary for investigating the effectiveness of our
proposed framework for result diversification: query likelihood and
oracle. For an input query, the query likelihood ranker ranks the
clusters in descending order of the probability p(c|q), which is in-
ferred from the LDA model as described above. In other words, the
clusters are ranked according to their likelihood given the query.
Presumably, if a cluster has a high probability to generate a query,
the documents contained in this cluster are more likely to be rel-
evant to the query. Hence, the cluster is more likely to contain
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Figure 1: Diversification with cluster ranking using query likelihood ranker ( 1(a), 1(b)) and oracle ranker ( 1(c), 1(d)) over different numbers of

selected top ranked clusters (T ). K is set to 10 (30 and 50 show similar trends).

relevant documents. The oracle ranker, on the other hand, ranks
the clusters using information from explicit relevance judgments.
Here, the probabilities p(c|q) are estimated using the judgments of
retrieved documents in Dn

q , computed as

p(c|oraq) =
|Dc

q ∩DR
q |

|Dc
q| . (2)

where DR
q are the documents judged to be relevant. That is, we

rank clusters according to the number of relevant documents con-
tained in them, normalized by the size of the cluster.
Determining the cut-off T . Automatically determining the optimal
cut-off T is non-trivial. We typically do not have sufficiently many
test queries to learn the optimal value of T , hence we apply leave-
one-out cross-validation to find the optimal value of T for each
query. Specifically, we optimize T over a set of training queries for
a given K and a given diversification method for a given evaluation
metric by exhaustive search, i.e., over all possible values of T =
1, ..., K. Then we apply the learned T on the test query.

3. RESULTS AND DISCUSSION

We apply our proposed diversification framework on the TREC
2009 Web track catB test collection. We use the Markov Random
Field model (MRF) [7] to generate the initial ranked list and set
n = 1000. We then conduct the LDA clustering on the initial
ranked list, setting K = 10, 30, and 50.

Figure 1 shows the trends of the performance of each diversifi-
cation method with cluster ranking (cMMR, cFM-LDA, cIA-select
and cRR) across values of T , the number of top-ranked clusters
whose documents are used for diversification. For each method,
when T = K, diversification with cluster ranking is equivalent
to diversifying the complete list of initially retrieved documents.
Here, we only show the results measured using α-NDCG@10 and
IA-P@10; a similar trend can be observed for α-NDCG@X and
IA-P@X, for X =5 and 20. We observe that with both the query
likelihood and the oracle cluster ranker, diversification performance
is hardly influenced by selecting all clusters, i.e., by diversifying
the complete ranked list of documents. Also, for each method there
is an optimal value of T that maximizes the performance of the
method, the value of which is smaller than the total number of clus-
ters, i.e., for which the optimal value of T satisfies T < K.

If we compare the query likelihood ranker to the oracle cluster
ranker, we see that the retrieval performance fluctuates a lot as T
increases in Fig. 1(a) and 1(b), that is, with many local maximums,
while in Fig. 1(c) and 1(d), the performance curves are relatively
smooth: they remain the same or decrease once an initial maximum
has been reached. This implies that, with a near perfect ranking of
clusters, we can find the global optimal T by simply adding doc-
uments belonging to a cluster ranked next, until the performance
starts to decrease. On top of that, we clearly see that optimal results
are achieved by selecting a small number of top ranked clusters.

Table 1 compares diversification with cluster ranking against di-
versifying the complete list of retrieved documents. cX indicates

K Method α-NDCG@5 α-NDCG@10 IA-P@5 IA-P@10

score avg. T score avg. T score avg. T score avg. T

MMR 0.122 – 0.169 – 0.066 – 0.083 –
10 cMMR 0.191

� 1.98 0.216 2.00 0.070 2.44 0.069 6.82
cMMRT∗

0.191
� 2 0.216 2 0.090 2 0.092 7

10 FM-LDA 0.027 – 0.029 – 0.011 – 0.008 –
cFM-LDA 0.058 1.00 0.072

� 1.00 0.031
� 1.00 0.029

� 1.00
cFM-LDAT∗

0.058 1 0.072
� 1 0.031

� 1 0.029
� 1

50 IA-select 0.146 – 0.193 – 0.078 – 0.092 –
cIA-select 0.181� 15.06 0.208 27.14 0.100 31.36 0.092 23.54
cIA-selectT

∗
0.199

� 9 0.226
� 27 0.105

� 32 0.096 23

10 RR 0.198 – 0.222 – 0.079 – 0.067 –
cRR 0.199 2.68 0.233

� 6.00 0.085 2.00 0.083 1.00
cRRT∗

0.204 2 0.233
� 6 0.091 2 0.083 1

Table 1: Results of proposed diversification framework. � indicates a

significant difference given by a paired t-test with p-value<0.05.

the runs with cluster ranking and selection, where X is the name of
a diversification method. K is the total number of clusters. Here
we only list the results from K that result in best performance for
the original diversification method (i.e., without cluster ranking).
We also list the average predicted value of T . On top of that, we
include the performance achieved by each method when T is op-
timal, indicated by T ∗. These values correspond to the peaks in
Figure 1.

We observe that diversification with cluster ranking outperforms
the original algorithms in nearly all cases, even though query like-
lihood is not a perfect ranker for ranking clusters and T has not
been fully optimized. If we take the optimal T with respect to
the average performance over all queries, i.e., T ∗, we see further
improvements, and more improvements are statistically significant
compared to that of the predicted T .
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ABSTRACT

Automated ways of analyzing sentiment in Web data are becoming

more and more urgent as virtual utterances of opinions or sentiment

are becoming increasingly abundant on the Web. The role of nega-

tion in sentiment analysis has been explored only to a limited extent

until now. In this paper, we investigate the impact of accounting for

negation in sentiment analysis. To this end, we utilize a basic senti-

ment analysis framework – consisting of a wordbank creation part

and a document scoring part – taking into account negation. Our

experimental results show that by accounting for negation, preci-

sion relative to human ratings increases with 1.17%. On a subset of

selected documents containing negated words, precision increases

with 2.23%.

1. INTRODUCTION

In recent years, utterances of opinions or sentiment have become

increasingly abundant on the Web through messages on Twitter, on-

line customer reviews, etcetera. The information contained in this

ever-growing data source is invaluable to key decision makers, e.g.,

those making decisions related to politics, reputation management,

or marketing. An understanding of what is going on in their par-

ticular markets is crucial for decision makers, yet the analysis of

sentiment in an overwhelming amount of data is far from trivial.

Sentiment analysis aims to determine the attitude, evaluation, or

emotions of the author with respect to the subject of a text. This

may involve word sentiment scoring (i.e., learning the sentiment

scores of single words), subject/aspect relevance filtering (i.e., de-

termining the subject and/or aspect a sentiment carrying word is rel-

evant to), subjectivity analysis (i.e., determining whether a sentence

is subjective or objective), or sentiment amplification and negation

(i.e., modifying sentiment strength on amplifying words and revers-

ing sentiment scores on negated words). The impact of taking into

account negation in sentiment analysis has not been demonstrated

yet. Therefore, we present our first steps towards insight in the im-

pact of negation on sentiment analysis. A more elaborate analysis

may be found in an extended version of this work [2].

DIR 2011 February 4, 2011, Amsterdam, The Netherlands.
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2. SENTIMENT ANALYSIS

Most approaches to sentiment analysis (i.e., classification) of

documents essentially adhere to more or less similar frameworks

consisting of creating a list of words and their associated sentiment

from a training corpus and a subsequent method for scoring doc-

uments. An example of such a framework is the basic framework

proposed by Ceserano et al. [1], who provide two word scoring

algorithms based on supervised learning and three sentence-level

document scoring algorithms with topic relevance filtering. De-

spite adhering to similar frameworks, document sentiment analysis

approaches have several characteristic features distinguishing them

from one another.

Sentiment may be scored on document level, sentence level, or

window level. In this process, most approaches rely on a word-

bank, typically containing per-word sentiment scores. Creation

methods include supervised learning on a set of manually rated

documents, learning through related word expansion, completely

manual creation, or a combination of these methods. In match-

ing words in a text with words in a wordbank, some approaches

as lemmatization are designed to cope with syntactical variations.

Part-of-speech tagging is also considered to be helpful in sentiment

analysis, as it may help algorithms to, for example, distinguish

sentiment-carrying words like adjectives or adverbs. Additionally,

some algorithms attempt to identify subjective phrases or phrases

relevant to the topic considered in order to boost sentiment analysis

performance. Other helpful techniques include taking into account

amplification or negation of sentiment carrying words. The role of

negations has however been explored only to a limited extent until

now. Therefore, we propose to shed some light onto the impact of

accounting for negation in sentiment analysis.

3. SENTIMENT NEGATION

In order to assess the impact of sentiment negation, we propose a

very simple sentiment analysis framework, consisting of wordbank

creation and subsequent lexicon-based document scoring. Both

parts have optional support for sentiment negation. We classify

a document as either positive (1), neutral (0), or negative (-1). The

score range of individual words is [-1, 1]. We focus on adjectives.

The first part of our framework facilitates wordbank creation,

involving scoring sentiment of individual words (adjectives) w in

a training corpus Dtrain. Our word scoring function is based on a

pseudo-expected value function [1]. The sentiment score of any

adjective w, score(w), is based on its total relative influence on the

sentiment over all documents d ∈ Dw, where Dw ⊆ D, with each

document containing w:
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score(w) =
∑d∈Dw score(d)× inf(w,d,neg)

|Dw|
, (1)

where score(d) is a document d’s manually assigned score, |Dw|
is the number of documents in Dw, and inf(w,d,neg) is the rela-
tive influence of an adjective w in document d, with neg indicating
whether to account for negation or not. This influence is calculated
as the count freq(w,d,neg) of w in d in terms of the total frequency
∑w�∈d freq(w�,d,neg) of all sentiment carrying words w� in d:

inf(w,d,neg) =
freq(w,d,neg)

∑w�∈d freq(w�,d,neg)
. (2)

In order to support negation in our framework, we use a vari-
ation of Hu and Liu’s method [3] of negation. We first focus on
a one-word scope for negation words in an attempt to tease out
the effects of accounting for even the simplest forms of negation,
as opposed to not accounting for negation at all. We only handle
negation words that precede a sentiment word, as larger distances
might cause noise in our results due to erroneously negated words.
Support for negation is considered in the frequency computations
by subtracting the number of negated occurrences of word w or w�
in d from the number of non-negated occurrences of w or w� in d.

In the second part of our framework, the score eval(d) of a doc-
ument d containing n adjectives {w1,w2, . . . ,wn} is simply com-
puted as the sum of the scores of the individual adjectives (the
same adjective can appear multiple times), as determined using (1)
and (2). In case negation is accounted for, we propose to use the
following document scoring function:

eval(d) = ∑
wi∈d

(−1)negated(wi,d)× score(wi) , (3)

where negated(wi,d) is a Boolean indicating whether the ith adjec-
tive in w is negated in d (1) or not (0). Using (3), the classification
class(d) of a document d can finally be determined as follows:

class(d) =






1 if eval(d) > 0.002,
0 if −0.021≤ eval(d)≤ 0.002,

−1 if eval(d) <−0.021,
(4)

where the thresholds have been optimized through hill-climbing.

4. EVALUATION

We have implemented our framework in C#, combined with a
Microsoft SQL Server database. We have used a corpus of 13,628
human-rated Dutch documents on 40 different topics. Sentiment in
these documents is classified as positive, negative, or neutral. In or-
der to be able to asses the impact of negation, we have implemented
two versions of our framework. The first version has no support for
negation, whereas the second version supports negation both in the
wordbank creation and in the document scoring part. Our frame-
work only handles adjectives for sentiment analysis and uses the
Teezir part-of-speech tagger (based on OpenNLP and trained on
Dutch corpora) to identify adjectives in the corpus.

We have used 60% of our documents for training and 40% for
testing. The training set was used to create wordbanks and to deter-
mine the best threshold level for document classification. Our soft-
ware first retrieves all adjectives from the training corpus, where
multiple occurrences of an adjective are not allowed. The list of
adjectives thus extracted is subsequently used for creating a word-
bank, by scoring all adjectives in the training set with word scoring
function (1). Our software then scores documents in accordance
with document scoring functions (3) and (4).

In order to evaluate the human judgements, we manually rated
documents in our corpus for sentiment. As manually rating doc-
uments for sentiment is a laborious activity, we have decided to
use a random sample of 224 documents in this process. We ob-
served 56% strong agreement and 99% weak agreement between
our judgement and the human annotations, where strong agreement
means an exact match and weak agreement means that one rating is
positive or negative, whereas the other is neutral. Most discrepan-
cies between ratings can be explained by interpretation differences.
It is for instance difficult for humans to pick up on subtle cases of
sentiment, which can be expressed in irony and tone. The inter-
pretation of such subtle uses of sentiment can differ from person to
person. The two observed cases of strong disagreement are due to
misinterpretation of the text.

We have evaluated the performance of our framework against
human ratings in two set-ups: one with support for negation and
one without support for negation. Precision improves with 1.17%
from 70.41% without taking into account negation to 71.23% when
accounting for negation. This improvement is even more evident
when our framework is applied to a subset of the corpus, where
each document contains negated words (not necessarily adjectives).
On this subset of the corpus, precision increases with 2.23% from
69.44% without accounting for negation to 70.98% when taking
into account negation. These results are notable given that only
0.85% of the sentences in the original corpus contain negations.

5. CONCLUSIONS AND FUTURE WORK

The main contribution of this paper lies in our reported endeav-
ors of shedding some light onto the impact of accounting for nega-
tion in sentiment analysis. Our experiments with a basic sentiment
analysis framework show that a relatively straightforward approach
to accounting for negation already helps to increase precision. On a
subset of selected documents containing negated words, precision
increases somewhat more; a notable result if we consider the fact
that negation is sparsely used in our data set.

Nevertheless, it appears to be worthwhile to investigate the ef-
fects of optimizing the scope of influence of negation words in or-
der to obtain more detailed insights in the impact of negation in
sentiment analysis. We also want to experiment with other types of
words in our wordbank (e.g., adverbs, possibly combined with ad-
jectives). Finally, we plan to consider various degrees of negation.
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ABSTRACT
Expertise seeking research studies how people search for expertise
and choose whom to contact in the context of a specific task. An
important outcome are models that identify factors that influence
expert finding. Expertise retrieval addresses the same problem, ex-
pert finding, but from a system-centered perspective. The main
focus has been on developing content-based algorithms similar to
document search. These algorithms identify matching experts pri-
marily on the basis of the textual content of documents experts are
associated with. Other factors, such as the ones identified by exper-
tise seeking models, are rarely taken into account.

In this paper we extend content-based expert finding approaches
with contextual factors that have been found to influence human
expert finding. We focus on a task of science communicators in
a knowledge-intensive environment, the task of finding similar ex-
perts, given an example expert. Our approach combines expertise
seeking and retrieval research. First, we conduct a user study to
identify contextual factors that may play a role in the studied task
and environment. Then we design expert retrieval models to cap-
ture these factors. We combine these with content-based retrieval
models and evaluate them in a retrieval experiment.

Our main finding is that, while content-based features are the
most important, human subjects also take contextual factors into
account, for example media experience and organizational struc-
ture. We develop two principled ways of modeling the identified
factors and integrate them with content-based retrieval models. Our
experiments show that models combining content-based and con-
textual factors can significantly outperform existing content-based
models.

1. INTRODUCTION
The increasing amount of information available is making the

need to critically asses information more important. The burden
of credibility assessment and quality control is partly shifting onto
individual information seekers, but the need for information inter-
mediaries—e.g., experts—has not disappeared and is actually in-
creasing in cases where the credibility of information has to meet
high standards [8]. Against this background, expert finding is a par-
ticularly relevant task: identifying and selecting individuals with
specific expertise, for example to help with a task or solve a prob-
lem.

The goal of expertise retrieval is to support search for experts
using information retrieval technology. Following the experimen-

∗The full version of this paper has appeared in [6].

Copyright is held by the author/owner(s).
DIR2011, February 4, 2011, Amsterdam.
.

tal paradigm and evaluation framework established in the infor-
mation retrieval community, expertise retrieval has been addressed
in world-wide evaluation efforts [9]. Promising results have been
achieved, particularly in the form of algorithms and test collections
[1, 2]. State-of-the-art retrieval algorithms model experts on the ba-
sis of the documents they are associated with, and retrieve experts
on a given topic using methods based on document retrieval, such
as language modeling [3, 4]. In evaluations of these algorithms user
aspects have been abstracted away.

While research into expertise retrieval has primarily focused on
identifying good topical matches between needs for expertise and
the content of documents associated with candidate experts, behav-
ioral studies of human expertise seeking have found that there may
be important additional factors that influence how people locate and
select experts [11]—such factors include accessibility, reliability,
physical proximity, and up-to-dateness. We term these contextual
factors to distinguish them from content-based factors that have
been explored in previous work.

2. RESEARCH QUESTIONS AND METHOD
Our aim in this paper is to explore the integration of contextual

factors into content-based retrieval algorithms for finding similar
experts. We look at this problem in the setting of the public re-
lations department of a university, where communication advisors
employed by the university get requests for topical experts from
the media. The specific problem we are addressing is this: the top
expert identified by a communication advisor in response to a re-
quest is not available because of meetings, vacations, sabbaticals,
or other reasons. In this case, communication advisors have to rec-
ommend similar experts and this is the setting for our expert finding
task. Based on this task we address three main research questions:

1. Which contextual factors influence (human) decisions when
finding similar experts in the university setting we study?

2. How can such factors be integrated into content-based algo-
rithms for finding similar experts?

3. Can integrating contextual factors with existing, content-based
approaches improve retrieval performance?

To answer our research questions, we proceed as follows. Through
a set of questionnaires completed by a university’s communication
advisors, we identify contextual factors that play a role in how sim-
ilar experts are identified in this situation, and we construct a test
data set to evaluate retrieval performance. From the questionnaire,
we identify contextual factors that play a role in the studied setting.

Based on the questionnaire results, we develop models of con-
textual factors, and integrate these with existing, content-based re-
trieval methods. We explored modeling factors as input-dependent,
similar to content-based similarity methods, and as input-independent,
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similar to a prior probability. The intuition between the first model
is that candidates with similar characteristics to the given target ex-
pert would be likely to be recommended. The intuition behind the
second model is that there may be certain characteristics that make
a candidate to be more likely to be recommended, independent of
the target expert. In our experiments, we evaluate our contextual
retrieval models against a baseline consisting of the optimal com-
bination of content-based retrieval models.

3. FINDINGS

Our first goal was to identify contextual factors that play a role in
the task of finding similar experts in response to media requests for
expertise. We find that, while topic of knowledge appears to be the
most important factor in the studied setting, contextual factors play
a role as well, such as positionand contacts. In addition to these
factors that had been identified in previous studies, we were able to
identify two new factors that played a role, namely organizational
structure and media experience.

The individual contextual factors that appear to have the most
impact are media experience, organizational structure, and posi-
tion. This finding suggests that there may be a strong task-specific
component to the contextual factors that play a role in finding sim-
ilar experts, and possibly in other retrieval tasks as well. In future
work, it would be interesting to perform similar studies of contex-
tual factors in information seeking tasks in other settings. Based
on findings from several such studies it may be possible to develop
more general models of how tasks relate to other factors, and how
these relations influence people’s relevance decisions.

Our second research question was how to model contextual fac-
tors and integrate them with existing retrieval models. To this end,
we explored modeling factors as input-dependent, similar to content-
based similarity methods, and as input-independent, similar to a
prior probability. We found that both types of models improved
upon the baseline using content-based factors only. Overall, input-
independent models led to better performance, except for the input-
dependent model of organizational structure. Thus, the studied
setting, it is important that a candidate expert is part of the same
department as the topic expert, but in addition to that there are at-
tributes that are common to frequently recommended experts, such
as having prior media experience, or being a professor. Best perfor-
mance was achieved with a run that combined both types of models.
These results show that both types of models are useful and that it is
not enough to identify a factor, but that it also needs to be modeled
appropriately.

The third question was whether integrating contextual factors
with content-based retrieval methods would improve retrieval per-
formance. Our results show that our models that include contextual
factors indeed achieve significant improvements over the content-
based baseline methods.

Overall, our results indicate that identifying contextual factors
and integrating them with content-based expertise retrieval mod-
els is indeed a promising research direction. The method used for
collecting data on contextual factors is an extension of normal rel-
evance assessment and could be applied in other settings where the
original topic creators are available for relevance assessment.

4. CONCLUSION

In this paper we started from the observation that contextual fac-
tors appear to play a role in expertise seeking. We explored the role
of contextual factors in the task of finding similar experts. First,
we identified contextual factors that play a role in the task of find-
ing similar experts in the public relations department of a univer-
sity. The identified factors were modeled in two principled ways
and implemented using available data. We integrated the resulting

models with existing, content-based models and evaluated them to
assess retrieval performance. Our results demonstrate that it is pos-
sible to identify and model contextual factors in the studied task of
finding similar experts, and we think that this may be the case for
other retrieval tasks as well.

In information seeking research, models of how contextual fac-
tors play a role have been developed and it has been shown that
information seeking behavior changes with, for example, specifics
of the task [5, 7] and the user’s problem stage [10]. From an infor-
mation retrieval perspective, these contextual factors are difficult to
model and researchers typically design experiments where they ab-
stract from context to make results generalizable. In this paper we
have argued that, in order to arrive at generalizable results, we need
to model context and develop models of how contextual factors in-
fluence expertise seeking. We have shown that the factors can be
modeled, that it is possible to integrate them with retrieval models,
and that the resulting models can improve retrieval performance.

Acknowledgements We are extremely grateful to the communi-
cation advisors at Tilburg University for their participation in our
study: Clemens van Diek, Linda Jansen, Hanneke Sas, Pieter Siebers,
Michelle te Veldhuis, and Ilja Verouden. We wish to thank Lilian
Woudstra for her extensive feedback and Joost Kircz for discus-
sions and feedback.

This research was supported by the Netherlands Organization for
Scientific Research (NWO) under project numbers 017.001.190,
640.001.501, 640.002.501, 612.066.512, 612.061.814, 612.061.-
815, 640.004.802, by the Dutch and Flemish Governments (http:
//www.stevin-tst.org) under projects DAESO (STE-05-24)
and DuOMAn (STE-09-12) and by the IOP-MMI program of Sen-
terNovem / The Dutch Ministry of Economic Affairs, as part of the
À Propos project.

5. REFERENCES

[1] P. Bailey, N. Craswell, I. Soboroff, and A. P. de Vries. The
CSIRO enterprise search test collection. SIGIR Forum, 41(2):
42–45, 2007.

[2] K. Balog. People Search in the Enterprise. PhD thesis, Univer-
sity of Amsterdam, June 2008.

[3] K. Balog, L. Azzopardi, and M. de Rijke. Formal models for
expert finding in enterprise corpora. In SIGIR ’06, pages 43–50.
ACM Press, 2006.

[4] K. Balog, L. Azzopardi, and M. de Rijke. A language model-
ing framework for expert finding. Information Processing and
Management, 45(1):1–19, 2009.

[5] K. Byström and K. Järvelin. Task complexity affects informa-
tion seeking and use. Information Processing and Management,
31(2):191–213, 1995.

[6] K. Hofmann, K. Balog, T. Bogers, and M. de Rijke. Contextual
factors for finding similar experts. JASIS&T, 61(5):994–1014,
2010.

[7] J. Kim. Describing and predicting information-seeking behav-
ior on the web. JASIS&T, 60(4):679–693, 2009.

[8] M. Metzger. Making sense of credibility on the web: Mod-
els for evaluating online information and recommendations for
future research. JASIS&T, 58(13):2078–2091, 2007.

[9] TREC. Enterprise track, 2005. URL: http://www.ins.
cwi.nl/projects/trec-ent/wiki/.

[10] P. Vakkari. Changes in search tactics and relevance judgements
when preparing a research proposal a summary of the findings
of a longitudinal study. Information Retrieval, 4(3-4):295–310,
2001.

[11] L. S. E. Woudstra and B. J. Van den Hooff. Inside the source
selection process: Selection criteria for human information
sources. Information Processing and Management, 44:1267–
1278, 2008.

DIR 2011 proceedings 41



Automatically Annotating Web Pages Using
Google Rich Snippets

Frederik Hogenboom
fhogenboom@ese.eur.nl

Flavius Frasincar
frasincar@ese.eur.nl

Damir Vandic
vandic@ese.eur.nl

Jeroen van der Meer
jeroenvdmeer@gmail.com

Ferry Boon
ferry.boon@gmail.com

Uzay Kaymak
kaymak@ese.eur.nl

Econometric Institute
Erasmus University Rotterdam

PO Box 1738, NL-3000 DR
Rotterdam, the Netherlands

ABSTRACT

We propose the Automatic Review Recognition and annO-
tation of Web pages (ARROW) framework, a framework for
Web page review identification and annotation using RDFa
Google Rich Snippets. The ARROW framework consists of
four steps: hotspot identification, subjectivity analysis, in-
formation extraction, and page annotation. We evaluate an
implementation of the framework by using various Web sites.
Based on the evaluation we conclude that our framework is
able to properly identify the majority of reviews, reviewed
items, and review dates.

1. INTRODUCTION

Despite the technological advances of the last decades,
it remains difficult for machines to understand information
contained in Web pages on the World Wide Web. One of the
pillars of the Semantic Web is to define the content of the
Web pages semantically (i.e., as concepts with meaning) in
order to make data machine understandable. The ability of
computers to automatically process and interpret data will
support new functionality on the Web.

Google’s Rich Snippets is a service for Web page owners
to add semantics to their (existing) Web page using the se-
mantic vocabulary provided by Google. Up until now the
vocabulary is rather limited in its number of concepts (Per-
son, Review, Review Aggregate, Product, and Organization,
Recipe, and Video). Future applications are promising, e.g.,
when searching for “Christian Dior” products, with Rich
Snippets one is able to state that all results with “Chris-
tian Dior” as a person should be ignored.

For annotating Web sites built from structured data from
a database, it would be sufficient to identify concepts in the
generated pages and add the corresponding attributes to
the Web page while generating the HTML output. Not all
Web pages are built from databases and thus pre-generation
of annotations is not always possible. The latter type of
Web pages require manual annotation, which can be a te-
dious task. Hence, we present a method to automatically
read and annotate Web pages, using the RDFa attributes
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as defined in Google Rich Snippet’s vocabulary. The Au-
tomatic Review Recognition and annOtation of Web pages
(ARROW) framework reads Web pages, identifies reviews,
and annotates the pages with the RDFa attributes defined
by Google Rich Snippets. An extended version of this paper
containing more details on the framework is to be presented
at the 26th ACM Symposium on Applied Computing [4].

2. RELATED WORK

In this paper, we focus on unsupervised Web information
extraction systems, as they can be fully automated and do
not require pre-annotated documents for training. Based on
Web page contents, unsupervised methods try to find a pat-
tern on the Web page, e.g., a set of recurring HTML tags or
specific text strings. Examples of unsupervised Web infor-
mation extraction systems are RoadRunner [2] and DeLa [5].
To identify the attributes of the reviews, e.g., author, date,
etc., these systems employ unsupervised information extrac-
tion methods for Web pages. These methods can be divided
into tag-based approaches, text-based approaches, and hy-
brid approaches. The tag-based approaches derive a wrap-
per for the Web site based on the structural characteristics
of a Web page. Text-based approaches focus on the textual
content of a Web page. Last, the hybrid approaches are a
combination of the tag-based and text-based approaches and
hence contain elements of both methods.

There are three different approaches to review annota-
tion. First of all, Microformats [3] is a collection of formats
that makes the representation of semi-structured informa-
tion such as reviews possible. In the case of reviews, the
hReview microformat can be encountered on various Web
sites. Second, the W3C is working on extending the HTML
language, as part of the HTML5 specification, to allow na-
tive support for annotations as described by the Microdata
format. The third and final option is RDFa. RDFa extends
XHTML with a set of attributes that allow the XHTML code
to be enriched with metadata. Although RDFa is aimed to-
wards extending XHTML, its attributes can also be used in
HTML as most RDFa parsers will recognize these attributes.

3. ARROW FRAMEWORK

Google Rich Snippets supports a limited vocabulary of
RDFa entities and their attributes. Our main focus is on
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recognizing and annotating the review entities and their
attributes in Web pages. The proposed ARROW frame-
work for automatically annotating review pages by adding
RDFa annotations to a Web page is composed of four stages:
hotspot identification, subjectivity analysis, information ex-
traction, and page annotation.

After normalizing the data, i.e., converting the HTML
documents to DOM trees, we continue with identifying the
potential reviews or hotspots of the page. Usually, reviews
are characterized by blocks of text. These blocks are less
often found in page headers, navigation elements, footers,
etc. Text blocks are usually structured by small amounts of
HTML elements, such as h1 and div. Hence, for identify-
ing reviews, we aim to find the elements that contain a lot
of textual content. For this, we calculate a text-to-content
ratio, the TTCR, which can be denoted as

TTCR =
Ltext

LDOM

, (1)

where the number of characters in text is denoted by Ltext

and the total number of characters within the DOM tree is
represented by LDOM . HTML elements with a high text-to-
content-ratio are labeled as hotspots.

After hotspot detection, we need to verify the hotspots,
as they might contain reviews. A review can be defined as a
subjective view on a certain topic, as opposed to an objec-
tive view which describes only facts about a topic. In order
to be able to analyze the hotspots, we use an improved ver-
sion of the LightWeight subjectivity Detection mechanism
(LWD) as proposed by [1], which now also takes into account
the length of the review. More precisely, hotspots where a
certain number of sentences contain a minimum number of
subjectivity words per sentence are considered to represent
reviews.

For review attribute extraction we employ several meth-
ods. Authors are identified by means of a Named Entity
Recognizer (NER), whereas dates and ratings are recognized
by means of regular expression patterns. Products are fil-
tered from titles, as it is often hard to identify the product in
the review content due to the frequent mentioning of related
products.

Finally, after reviews and attributes have been identified
in the Web pages, the framework annotates pages using
Google’s RDFa vocabulary designed by Google for its Rich
Snippets. Annotating involves tagging the identified key el-
ements of the review.

4. ARROW EVALUATION

We have implemented the ARROW framework as a Web
application1. The approach is evaluated on data from vari-
ous review Web sites2. We evaluate the framework on review
identification and attribute identification. On average, re-
view annotation is a subsecond process for each Web page.

To assess the review recognition performance, we test the
tool on a selection of 100 English review Web pages and 100
non-review English Web pages. When comparing manually
annotated reviews with ARROW’s annotations, we obtain
good results on precision and specificity, yet varying results

1Available at http://www.arrow-project.com/.
2Data extracted from http://www.tripadvisor.com, http:
//www.epinions.com, http://www.imdb.com, http://www.
yelp.com, and http://www.cnn.com.

on accuracy and recall. The results also show us that the
framework works better on some Web sites than on others,
caused by type of content, specific Web site structures, etc.
When performing a similar experiment in order to assess
the performance of review attribute identification, we can
conclude that our framework does a good job on finding
the item reviewed, date, and rating, but performs poorly
on detecting the authors. This can be explained by the
ambiguity of the names used on the Internet, as many people
use nicknames on the Internet rather than their real (full)
names. This makes the automatic identification of people
difficult.

5. CONCLUSIONS

Using Google Rich Snippets for semantic annotation al-
lows for a more appealing presentation by emphasizing some
specific concept properties. Unfortunately, there are not
yet many Web sites that support this vocabulary. In or-
der to allow existing Web sites to make use of Google Rich
Snippets, we have proposed the ARROW framework in this
paper, which aims to automatically identify and annotate
reviews on Web pages using Google’s vocabulary. We have
evaluated an implementation of the framework, which yields
good results on precision and specificity, yet varying results
on accuracy and recall.

As future work, we suggest to extend our framework to
cover other elements from the Google Rich Snippets vocab-
ulary, e.g., recipes, videos, and organizations. Also, one
could take into consideration that many reviews lack an ex-
plicit rating, e.g., a grade or a number of stars. As Google
Rich Snippets accepts a rating based on a scale of 1 to 5,
it would be useful to investigate ways of calculating ratings
based on review texts using, for example, sentiment analysis
methods.
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ABSTRACT
Finding audiovisual material for reuse in new programs is an im-
portant activity for news producers, documentary makers, and other
media professionals. Such professionals are typically served by an
audiovisual broadcast archive. We report on a study of the transac-
tion logs of one such archive. The analysis includes an investiga-
tion of commercial orders made by the media professions, as well
as a characterization of sessions, queries, and the content of terms
recorded in the logs. We identify a strong demand for short pieces
of audiovisual material in the archive. Also, searchers are gener-
ally able to quickly navigate to a usable audiovisual broadcast, but
it takes them longer to place an order for a subsection of a broad-
cast than it does for them to order an entire broadcast. Queries are
found to predominantly consist of (parts of) broadcast titles and of
proper names. Our observations imply that it may be beneficial to
increase support for fine-grained access to audiovisual material, for
example, through manual segmentation or content-based analysis.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Experimentation, Measurement

Keywords
Transaction log analysis, audiovisual archive

1. INTRODUCTION
Documentary makers, journalists, news editors, and other me-

dia professionals routinely require previously recorded audiovisual
material for reuse in new productions. For example, a news edi-
tor might wish to reuse footage shot by overseas services for the
evening news. To complete production, the media professional
must locate audiovisual material that has been previously broad-
cast in another context. One of the sources for reusable broadcasts
∗The full version of this paper appeared in Journal of the American
Society for Information Science and Technology, 61(5):994-1014,
May 2010.
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is the audiovisual archive, which specializes in the preservation and
management of audiovisual material [1]. Where audiovisual mate-
rial was once primarily stored on analog carriers, in recent years
audiovisual archives have started making their content available in
digital format and enabling online access [2, 3]. In such an environ-
ment, the media professional can search for and purchase multime-
dia material. In addition, with audiovisual acquisition being done
through a digital interface, the archive can record information about
the media professional’s information seeking process. Despite the
fact that an increasing amount of audiovisual programming is pro-
duced digitally, little is known about the search behavior of media
professionals locating material for production purposes.

We aim to characterize the behavior of users of an audiovisual
archive, and in addition to give insight into the content of their
searches. We work in the context of a large national audiovisual
broadcast archive, actively used by media professionals from a range
of production studios. The archive presents a rich source of infor-
mation because of its specialist nature. Our study is performed
through an analysis of transaction logs — the electronic traces left
behind by users interacting with the archive’s online retrieval and
ordering system. The transaction log analysis is enhanced by lever-
aging additional resources from the audiovisual broadcasting field,
which can be exploited due to the specialist nature of the archive. In
particular we analyze purchase orders of audiovisual material, and
we use catalog metadata and the a structured audiovisual thesaurus
to investigate the content of query terms.

2. METHOD
Our study takes place within the context of the Nederlands In-

stituut voor Beeld en Geluid — the Netherlands Institute for Sound
and Vision, a large audiovisual archive, which we will refer to be-
low as “the archive.” The archive functions as the main provider
of archive material for broadcasting companies in the Netherlands.
The collection contains more than 700,000 hours of radio, tele-
vision, documentaries, films and music. Nowadays, all digitally
broadcast television and radio programs made by the Dutch public
broadcasting companies are automatically ingested in the archive’s
digital asset management system. The digital multimedia items
available in the archive can be divided into two types: video and
audio. The video items consist largely of television broadcasts, but
also include movies, amateur footage, and internet broadcasts. The
audio portion of the collection consists primarily of radio broad-
casts and music recordings. Each catalog entry contains multiple
fields which contain either freely entered text or structured terms.
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The archive is primarily used by media professionals who work
for a variety of broadcasting companies, public and commercial,
and are involved in the production of a range of programs. Once
purchased, ordered audiovisual material may be re-used in many
types of programs, especially news and current affairs programs.
In addition, it is sometimes used for other purposes, for example to
populate online platforms and exhibitions.

Search through audiovisual material in the archive is based on
manually created catalog entries. These entries are created by the
archival staff, and include both free text as well as structured terms
contained in a specialized audiovisual thesaurus. The thesaurus is
called the GTAA — the Dutch acronym for “Common Thesaurus
for Audiovisual Archives.”

3. EXPERIMENTAL DESIGN

Transaction logs from Beeld en Geluid’s online search and pur-
chasing system were collected between November 18, 2008 and
May 15, 2009. The logs were recorded using an in-house system
tailored to the archive’s online interface.

In total the logs contained 290, 429 queries after cleaning. The
transaction logs often reference documents contained in the archive’s
collection. In order to further leverage the log information, we ob-
tained a dump of the catalog descriptions maintained by the archive
on June 19, 2009. The size of the catalog at that time was approxi-
mately 700, 000 unique indexed program entries.

We define five key units that will play a role in our analysis be-
low: the three units common in transaction log analysis of session,
query, term; and two units specific to this study, facet and order.
The specialized knowledge sources available within the archive al-
lowed (and motivated) us to develop the last two units of analysis.

4. MAIN FINDINGS

Our analysis was structured around four main research questions,
the answers to which we summarize here. With respect to our first
question, what characterizes a typical session at the archive?, we
found the typical session to be short, with over half of the sessions
under a minute in duration. In general, there were also few queries
and result views in a session, with a median value of one query
issued and one result viewed. Sessions resulting in orders had a
considerably longer duration, with over half of the sessions having
a median duration of over seven minutes, but no increase in terms
of the number of queries issued and results viewed.

In answer to our second question, what kinds of queries are
users issuing to the audiovisual archive?, we found nearly all of
the queries contained a keyword search in the form of free text,
while almost a quarter specified a date filter. The advanced search
option, for searching on specific catalog fields, was used in 9% of
the queries. The most frequently occurring keyword searches con-
sisted primarily of program titles. Advanced search on specific cat-
alog fields, when utilized, frequently specified the media format or
copyright owner of the results to be returned, for example that only
results available in high-quality digital format should be returned.

In addressing our next research question, what kinds of terms
are contained in the queries issued to the archive?, we performed
a content analysis of the query terms. This was accomplished by
using catalog information as well as session data; terms in a query
were matched to the titles and thesaurus entries of the documents
that were clicked during a user session. This allowed us to lever-
age the thesaurus structure for identifying different kinds of query
terms. The approach does have limitations, as terms can only be
identified in sessions where users click at least one result, and even
then, a term can only be identified if it is present as a title or the-
saurus entry. Of all the queries where users clicked a result dur-

ing the session, 41% contained a title term. Thesaurus terms were
identified in 44% of the queries. Approximately one quarter of the-
saurus terms consisted of general subjects such as soccer, election,
and child. Another quarter consisted of the names of people, espe-
cially of politicians and royalty. The remaining terms were classi-
fied as locations, program makers, other proper names, or genres.

To answer our final research question, what are the characteris-
tics of the audiovisual material that is ordered by the professional
users?, we isolated the orders placed to the archive. Orders were
for recent and historical material, with 46% of orders for items that
were broadcast over one year before the order date. We identified
three units of ordering: programs, stories, and fragments. We saw
that less than a third of orders placed to the archive were for entire
broadcasts, while 17% of the orders were for subsections of broad-
casts that had been previously defined by archivists. Nearly half
of the orders were for audiovisual fragments with a start and end
time specified by the users. The fragments were typically on the
order of a few minutes in duration, with 28% of fragments being
one minute or less. In these cases, where users specified the frag-
ment boundaries manually, sessions typically took more than two
and half times as long as when ordering an entire broadcast.

5. CONCLUSION

Our main contributions in this paper include: a description of
the search behavior of professionals in an audiovisual archive in
terms of sessions and queries, and orders; a categorization of their
query terms by linking query words to titles and thesaurus terms
from clicked results; and an analysis of the orders made from the
archive in terms of their size relative to the broadcast length and the
time taken to get from query to purchase. Our study is significant
in that there is a relatively large time span covered (almost half
a year), and in that the users are specialists in audiovisual search,
looking for broadcasts and fragments of broadcasts for reuse in new
productions. In addition, we utilize catalog annotations to provide
additional detail about the data recorded in the transaction logs.
The results of the study can serve to give researchers and archives
insight into aspects of multimedia search related to the specific use
case of media professionals. They may also be used by audiovisual
broadcast archives to better adjust their services to the user.

Acknowledgments. This research was supported by the European
Union’s ICT Policy Support Programme as part of the Competi-
tiveness and Innovation Framework Programme, CIP ICT-PSP un-
der grant agreement nr 250430 (GALATEAS), by the 7th Frame-
work Program of the European Commission, grant agreement no.
258191 (PROMISE), by the DuOMAn project carried out within
the STEVIN programme which is funded by the Dutch and Flemish
Governments under project nr STE-09-12, by the Netherlands Or-
ganisation for Scientific Research (NWO) under project nrs 612.-
066.512, 612.061.814, 612.061.815, 640.004.802, 380-70-011 and
by the Center for Creation, Content and Technology (CCCT).

References

[1] R. Edmondson. Audiovisual Archiving: Philosophy and Prin-
ciples. UNESCO, Paris, France, 2004.

[2] J. Oomen, H. Verwayen, N. Timmermans, and L. Heijmans.
Images for the future: Unlocking value of audiovisual heritage.
In Museums and the Web 2009: Proceedings, Toronto, Ontario,
Canada, 2009. Archives & Museum Informatics.

[3] R. Wright. Annual report on preservation issues
for European audiovisual collections. Deliverable
PS_WP22_BBC_D22.4_Preservation Status_2007, BBC,
2007.

DIR 2011 proceedings 45



Generating Focused Topic-specific Sentiment Lexicons

Valentin Jijkoun Maarten de Rijke Wouter Weerkamp
ISLA, University of Amsterdam, The Netherlands

jijkoun,derijke,w.weerkamp@uva.nl

This paper is a compressed version of Jijkoun et al. (2010).

1. INTRODUCTION

In the area of media analysis, one of the key tasks is collecting

detailed information about opinions and attitudes toward specific

topics from various sources, both offline (traditional newspapers,

archives) and online (news sites, blogs, forums). Specifically, me-

dia analysis concerns the following system task: given a topic and

list of documents (discussing the topic), find all instances of atti-

tudes toward the topic (e.g., positive/negative sentiments, or, if the

topic is an organization or person, support/criticism of this entity).

For every such instance, one should identify the source of the senti-

ment, the polarity and, possibly, subtopics that this attitude relates

to (e.g., specific targets of criticism or support). Subsequently, a

(human) media analyst must be able to aggregate the extracted in-

formation by source, polarity or subtopics, allowing him to build

support/criticism networks etc. Recent advances in language tech-

nology, especially in sentiment analysis, promise to (partially) au-

tomate this task.

Sentiment analysis is often considered in the context of the fol-

lowing two tasks: sentiment extraction (identify subjective phrases/

sentence in a document) and sentiment retrieval (identify/rank doc-

uments with subjective attitude on a topic).

How can technology developed for sentiment analysis be applied

to media analysis? In order to use a sentiment extraction system for

a media analysis problem, a system would have to be able to deter-

mine which of the extracted sentiments are actually relevant, i.e.,

it would not only have to identify specific targets of all extracted

sentiments, but also decide which of the targets are relevant for the

topic at hand. This is a difficult task, as the relation between a

topic (e.g., a movie) and specific targets of sentiments (e.g., act-

ing or special effects in the movie) is not always straightforward,

in the face of ubiquitous complex linguistic phenomena such as

referential expressions (“. . . this beautifully shot documentary”) or

bridging anaphora (“the director did an excellent jobs”).

In sentiment retrieval, on the other hand, the topic is initially

present in the task definition, but it is left to the user to identify

sources and targets of sentiments, as systems typically return a list
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of documents ranked by relevance and opinionatedness. To use a

traditional sentiment retrieval system in media analysis, one would

still have to manually go through ranked lists of documents re-

turned by the system.

To be able to support media analysis, we need to combine the

specificity of (phrase- or word-level) sentiment analysis with the

topicality provided by sentiment retrieval. Moreover, we should be

able to identify sources and specific targets of opinions.

In order to move towards the requirements of media analysis,

in this paper we focus on two of the problems identified above:

(1) pinpointing evidence for a system’s decisions about the pres-

ence of sentiment in text, and (2) identifying specific targets of

sentiment.

We address these problems by introducing a special type of lexi-

cal resource: a topic-specific subjectivity lexicon that indicates spe-

cific relevant targets for which sentiments may be expressed; for a

given topic, such a lexicon consists of pairs (syntactic clue, target).
We present a method for automatically generating a topic-specific

lexicon for a given topic and query-biased set of documents. We

evaluate the quality of the lexicon both manually and in the set-

ting of an opinionated blog post retrieval task. We demonstrate

that such a lexicon is highly focused, allowing one to effectively

pinpoint evidence for sentiment, while being competetive with tra-

ditional subjectivity lexicons consisting of (a large number of) clue

words.

Unlike other methods for topic-specific sentiment analysis, we

do not expand a seed lexicon. Instead, we make an existing lexicon

more focused, so that it can be used to actually pin-point subjectiv-

ity in documents relevant to a given topic.

2. GENERATING TOPIC-SPECIFIC LEXI-

CONS

In this section we describe how we generate a lexicon of sub-

jectivity clues and targets for a given topic and a list of relevant
documents (e.g., retrieved by a search engine for the topic). As

an additional resource, we use a large background corpus of text

documents of a similar style but with diverse subjects; we assume

that the relevant documents are part of this corpus as well. As the

background corpus, we used the set of documents from the assess-

ment pools of TREC 2006–2008 opinion retrieval tasks (described

in detail in section 3). We use the Stanford lexicalized parser to

extract labeled dependency triples (head, label, modifier). In the

extracted triples, all words indicate their category (noun, adjective,
verb, adverb, etc.) and are normalized to lemmas.

Figure 1 provides an overview of our method.

3. DATA AND EXPERIMENTAL SETUP
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Figure 1: Our method for learning a topic-dependent subjec-

tivity lexicon.

For extrinsic evaluation we apply our lexicon generation method
to a collection of documents containing opinionated utterances: the
TREC Blog06 collection.

TREC 2006–2008 came with the task of opinionated blog post
retrieval. For each year a set of 50 topics was created, giving us
150 topics in total. Every topic comes with a set of relevance judg-
ments: Given a topic, a blog post can be either (i) nonrelevant,
(ii) relevant, but not opinionated, or (iii) relevant and opinionated.
TREC topics consist of three fields (title, description, and narra-
tive), of which we only use the title field: a query of 1–3 keywords.

4. QUANTITATIVE EVALUATION OF LEX-

ICONS

In this section we assess the quality of the generated topic-specific
lexicons numerically and extrinsically. To this end we deploy our
lexicons to the task of opinionated blog post retrieval. A commonly
used approach to this task works in two stages: (1) identify topi-
cally relevant blog posts, and (2) classify these posts as being opin-
ionated or not. In stage 2 the standard approach is to rerank the
results from stage 1, instead of doing actual binary classification.
We take this approach, as it has shown good performance in the
past TREC editions and is fairly straightforward to implement. For
all experiments we use the collection described in Section 3.

Our experiments have two goals: to compare the use of topic-
independent and topic-specific lexicons for the opinionated post
retrieval task, and to examine how different settings for the param-
eters of the lexicon generation affect the empirical quality.

4.1 Reranking using a lexicon

To rerank a list of posts retrieved for a given topic, we opt to
use the method that showed best performance at TREC 2008. The
approach taken by Lee et al. (2008) linearly combines a (topical)
relevance score with an opinion score for each post. In addition to
using Okapi BM25 for opinion scoring, we also consider a simpler
method:a simple count of lexicon matches in a document.

4.1.1 Results and observations
There are several parameters that we can vary when generating a

topic-specific lexicon and when using it for reranking: the number
of syntactic contexts per clue, the number of extracted targets, the
opinion scoring function, the weight of the opinion score in the
linear combination with the relevance score.

First, we note that reranking using all lexicons significantly im-
proves over the relevance-only baseline for all evaluation measures.
When comparing topic-specific lexicons to the topic-independent
one, most of the differences are not statistically significant, which is
surprising given the fact that most topic-specific lexicons we eval-
uated are substantially smaller.

The only evaluation measure where the topic-independent lexi-
con consistently outperforms topic-specific ones, is Mean Recipro-
cal Rank that depends on a single relevant opinionated document
high in a ranking. A possible explanation is that the large gen-
eral lexicon easily finds a few “obviously subjective” posts (those
with heavily used subjective words), but is not better at detecting
less obvious ones, as indicated by the recall-oriented MAP and R-
precision.

Interestingly, increasing the number of syntactic contexts con-
sidered for a clue word (parameter D) and the number of selected
targets (parameter T ) leads to substantially larger lexicons, but only
gives marginal improvements when lexicons are used for opinion
retrieval. This shows that our bootstrapping method is effective at
filtering out non-relevant sentiment targets and syntactic clues.

The evaluation results also show that the choice of opinion scor-
ing function (Okapi or raw counts) depends on the lexicon size:
for smaller, more focused lexicons unnormalized counts are more
effective. This also confirms our intuition that for small, focused
lexicons simple presence of a sentiment clue in text is a good in-
dication of subjectivity, while for larger lexicons an overall subjec-
tivity scoring of texts has to be used, which can be hard to interpret
for (media analysis) users.
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ABSTRACT

Query similarity is a core function in many information re-
trieval applications. Different query similarity functions can
be defined. However, no clear evaluation measurement of
different query similarity functions is yet provided. In this
paper we propose to evaluate the quality of a query similar-
ity function by the quality of the induced graph defined as
follows: Let sim() be a query similarity function. We define
a query graph over a query set induced by function sim() as
: Gσ

sim =< Q, E ⊆ Q×Q > where Q is a set of queries and
two queries Qi, Qj ∈ Q are linked if sim(Qi, Qj) ≥ σ. σ is a
given threshold. The intuition we are searching to confirm is
that effective similarity functions induce scale-free similarity
graphs.

Categories and Subject Descriptors

H.4 [Information Systems Applications]: Miscellaneous

1. INTRODUCTION

Web search engines keep track of all received queries in log
files. For each query Q submitted by a user u, we usually
find the following information in the log:

1. Qt the query processing time.

2. Qu the user identifier. This is usually represented by
the IP address of the machine that have sent the query.
This limits seriously the usefulness of such an identifier
for distinguishing real users1

3. QT is the set of the query terms. In this work we only
consider simple queries composed of a set of words. No
boolean operators (i.e. and, or, not) or filtering opera-
tors (i.e. near, language filtering, etc.) are considered.

1Mainly because of the wide use of Dynamic Host Config-
uration servers (DHCP) and Network Address Translation
services (NAT).

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 2011 ACM 978-1-60558-906-0/10/09 ...$10.00.

4. QR is a ranked list of results returned by the search
engine in answer to Q.

5. QS ⊆ QR is a ranked list of results selected by the
user among the list QR. For each selected document
we may save also in the log file the selection time as
well as the visualization time of the document.

Mining query log files has a quite a number of useful ap-
plications for enhancing web information retrieval. Main
application fields are: search result personalization [13, 14,
22, 11], result re-ranking [21], query expansion and reformu-
lation [18, 2]. , query recommendation [16, 23] and queries
clustering and classification [16].

A core question in all the above mentioned application
fields is how to define an effective query similarity function.
Different similarities has been proposed in the scientific lit-
erature [6, 3]. These cover term-based similarities, result-
based similarities, selection-based similarities and graph-bases
similarities [3]. In each of the above mentioned types of sim-
ilarities a wide variety of concretes similarities can be con-
ceived. The problem we tackle in this work is the how to
compare and evaluate different similarity functions in a task-
independent way ? Actually, as far as we are aware, no clear
methodology is given in the scientific literature for evaluat-
ing query similarity measures. Some partial work is given in
[19, 6]. The idea we explore in this work is based on defining
the concept of similarity induced graph. This is simply de-
fined as follows. let Q be a set queries. Let sim() be a query
similarity function : sim : Q × Q → [0, 1] et let σ ∈ [0, 1]
be a given threshold. The similarity induced query graph is
then defined by: G(sim,σ) =< Q, E ⊆ Q × Q >, where E
denotes the set of links in the graph. Two queries Qi, Qj are
linked if their similarity, as computed by sim(), is greater
than σ. The intuition we want to confirm is that effective
similarity functions induce a free-scale similarity graphs [20].
One of the major characteristics of free-scale graphs is that
they exhibit a high clustering coefficient, as compared to
random graphs of the same size [20]. The clustering coef-
ficient defines the probability of having two neighbors of a
random selected node linked in the graph. In social graphs,
which are one of the most studied scale-free graphs, this can
be expressed by the high probability of having ” friends of
friends are friends”. This property is not natural in similar-
ity induced graphs since similarity function in general are
not transitive. We claim, that a similarity function induc-
ing a scale-free graph over the set of queries would be an
efficient similarity function.As a first step towards assessing
this claim, we propose here to compute different similarities
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over a real dataset of query log and to examine if the re
is any correlation between the scale-free nature of obtained
similarity induced graphs and performances obtained by ap-
plying the correspondent similarity function in the context
of a result re-ranking application [17]. This constitutes

no formal proof in any way. However results we obtain
allow us to be more confident in believing this intuition.

Next in section 2. we give a short review of the most used
query similarity functions. Our approach for evaluating sim-
ilarities is then described in detail in section 4. Experimen-
tal results and learned lessons are given and commented in
section 5.

2. QUERY SIMILARITY FUNCTIONS
Query similarity metrics already proposed in the scientific

literature fall into one of the four following categories [3, 7].
next we give some examples of similarity metrics used later
in this work. The given list is not an exhaustive one.

Term-based similarities.
Query similarity is computed by evaluating the differences

between the terms used in two queries. One first example is
the classical Jaccard metric:

Jaccard− T (Qi, Qj) =
|QT

i ∩QT
j |

|QT
i ∪QT

j |
(1)

Another metric, taking term’s order into consideration is
the edit distance metric:

Edit− T (Qi, Qj) = 1− editDistance(Ci, Cj)
max(len(Ci), len(Cj))

(2)

where editDistance is a function computing the minimal
cost of transforming Ci into Cj applying atomic edition op-
erations: adding and suppressing characters. len(c) returns
the length of the string c.

Result-based similarities.
These constitute a less direct way to compare two queries

by examining result’ sets returned by the same search engine
in response to them. Queries may have no terms in common
but have an important overlap in their result sets.

Jaccard−R(Qi, Qj) =
|QR

i ∩QR
j |

|QR
i ∪QR

j |
(3)

A more sophisticated result-based similarity metrics can
be conceived using URL similarity metric. A general for-
mula would be the following:

Content−R(Qi, Qj) =

�
URLi∈QR

i

�
URLj∈QR

j
simURL(URLi, URLj)

|QR
i | ∗ |QR

j |
(4)

Where simURL() is a basic URL similarity metric. A
basic metric from computing similarities of URL contents is
the classical cosin() metric given by:

simURL(URLi, URLj) =

�n
k=1(w

i
k ∗ wj

k)
��n

l=1(w
i
l)

2 ∗
��n

f=1(w
j
f )2

(5)
Where wi

k is the wight of term wk in the document indexed
by URLi. The term-vector representation of documents is

generated using classical information retrieval techniques as
described in [5].

Selection-based similarities.
These are basically the same as the result-based functions

but applied only on documents selected by users from the
whole set of results returned by the search engine. Next
in this paper, this type of similarity function will not be
considered since the target application we use is a result
re-ranking approach in which result selection information is
not available at time of similarity computing.

Graph-based similarity.
Different types of relations can be defined between two

queries as described in [4]. These relations can be coded in
form of a graph defined over the query set. Notice that these
are different form similarity-induced graphs are introduced
earlier in this paper. Relational graphs can then be used to
detect similarities among queries in [8, 1, 9].

3. SCALE-FREE GRAPHS
Different graphs modeling real complex systems have been

showed recently to exhibit a common set of features that
distinguish them from pure random graphs [20]. Let G =<
V, E ⊆ V × V > be a graph. scale-free graphs have the
following main characteristics:

• Small diameter. The diameter of a graph is given by
highest shortest distance between any couple of nodes.
In scale-free graphs, this distance is very short com-
pared to the number of nodes in the graph . In many
real graphs the diameter is less than 6 stating that we
can reach any node from any other nodes by making 6
hops at most. This is the main reason why lot os scale
free graphs are also called small-world graphs [20].

• Low density. The density of non-oriented graph G is
given by dG = |E|

|V |×(|V |−1) the number of effective links
over the number of possible links. In scale-free graphs
little links do exist, compared to |V | the number of
nodesin the graph.

• Power-law degree distribution : the number of
nodes that have K direct neighbors in the graph is
proportional to K−α. For many real graphs we have
α ∈ [2, 3] [15].

• Hight clustering coefficient The clustering coeffi-
cient is given by

cc(G) =
�

v∈V

2|E ∩ (Γ(v)× Γ(v))|
d(v)× (d(v)− 1)

where Γ(v) denotes the set of neighbors of node v in
the graph. d(v) denotes the degree of node v. This
measure estimates the probability that two neighbors
of a randomly selected node are linked directly.

4. QUERY SIMILARITY EVALUATION AP-
PROACH

The approach we propose, for evaluating and comparing
different query similarity metrics is structured into two main
steps:
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• Construct the similarity induced graphs. For each
such graph, we compute the above mentioned mea-
sures characterizing scale-free graphs.

• Apply query similarity metric in the context of a web
result re-ranking approach [17]. We search if there
is any correlation between the performances obtained
from applying a similarity metric and the characteris-
tics of the similarity graph induced by the same sim-
ilarity metric. Evaluating the obtained performances
when applying a given query similarity metric.

The results re-ranking approach is based on mining the log
of past processed queries. For each past query Qi we com-
pute a voting function QV

i () that compute a permutation of
QR

i such that QS
i is a prefix of QV

i (QR
i ). In other terms, the

voting function can give the ranked result list selected by the
user from the list of results returned by the search engine
in answer to Q. Now having a target query QT , the system
searches for past similar queries. Let k be the number of re-
trieved past similar queries. For each retrieved similar query
we apply the voting function on QR

T . We obtain k potentially
different permutations of QR

T . These different permutations
are then merged to obtain the final re-raking of QR [12].
Hence, the re-ranking framework we propose is structured
in three main hotsopts2: 1) The query similarity metric to
use, 2) The voting function to apply and 3) the Permuta-
tion merging procedure to apply. Each of these steps can
be implemented by a variety of technical approaches. In the
current prototype, we have implemented four different query
similarity metrics summarized in next table.

In the current implementation of the system, we apply a
voting function inspired from the classical voting algorithm
[10]. The voting function is implemented as follows: let
QR

target be the set of results returned in answer to target
query Qtarget. Let Qs be a past query similar to Qtarget.
Let pos(r, QR

j ) a function returning the rank of document
r in the list of results QR

j . For each result r ∈ QR
target we

compute the following weight

wr =
�

rs∈QR
s

simURL(rs, r)× pos(rs, QR
s )

Where simURL(ri, rj) is a given document similarity met-
ric. Currently this is takes to be the classical cosine docu-
ment similarity metric. The result of the voting function of
past query Qs is the list QR

target sorted in ascending order
with respect to computed weights wr. We apply, the original
Borda voting algorithm [10] for merging voting results ob-
tained from k similar past queries. We propose to evaluate
the correctness of the re-ranking approach by the value of
the edit similarity between the rank proposed by the system
and the selection order performed by users (as registered in
a log file).

5. EXPERIMENTATION

Experiments are conducted on a real query log file pro-
vided by Microsoft. Data follow the description of a classical
query log file as described in section 1. In this experiment
we use a set of 200000 queries. These contains 80800 dis-
tinct query terms and results are composed of 754000 dis-

2In a component framework a hot spot is a place where
adaptations can occur.

tinct URLs. We have applied the above describes results re-
ranking approach using foud different query similarity met-
rics: Jaccard−T , Edit−T , Jaccard−R, and Content−R.
For each metric we vary the similarity threshold σ from 0.6
to 0.9. Characteristics of induced similarity graphs are given
in table 1. In this table, diameter, density and power are
those of the biggest connected component.

For all experiments a classical 3-cross validation approach
is applied: the query log is divided into three folds; 2 are
used as a learning set and the third as a validation set. Each
experiment is repeated three times by changing each round
the selected learning/validation folds. Average results of
three rounds are given in table1 (last colmoun).

We clearly found that result-based similarities outperform
term-based ones. And that result-based similarity induced
graphs exhibit more scale-free features. Result-content based
similarities give a slightly more enhanced results that results
overlap similarity. Again results-content graphs is more sim-
ilar to scale-free graphs (especially in terms of clustering co-
efficient which a major metric for characterizing scale-free
graphs [20] ). These results enforce our intuition that ef-
fective query similarity metric induce scale-free similarity
graphs.

6. CONCLUSION

In this work we’ve propose a new approach for evaluating
query similarity metrics that can be applied independently
for the type of the target application. First experiments, re-
ported here, show that effective similarity metrics define also
a scale-free like graphs. Obviously, current experimentation
does not allow to generalize these findings. More experimen-
tations are needed in order to take into account other types
of similarity metrics as well as other types of information
retrieval related tasks (other than results re-ranking).
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ABSTRACT

Word clouds are a summarised representation of a document’s text,
similar to tag clouds which summarise the tags assigned to docu-
ments. Word clouds are similar to language models in the sense that
they represent a document by its word distribution. In this paper1

we investigate the differences between word cloud and language
modelling approaches, and specifically whether effective language
modelling techniques also improve word clouds. We evaluate the
quality of the language model and the resulting word clouds using
a system evaluation test bed, and a user study. Our experiments
show that different language modelling techniques can be applied
to improve a standard word cloud that uses a TF weighting scheme
in combination with stopword removal. Including bigrams in the
word clouds and a parsimonious term weighting scheme are the
most effective in both the system evaluation and the user study.

1. INTRODUCTION

This paper investigates the connections between tag or word clouds
popularised by Flickr and other social web sites, and the language
models as used in IR. The new generation of the Internet, the social
Web, allows users to do more than just retrieve information and
engages users to be active. Users can now add tags to categorise
web resources and retrieve their own previously categorised infor-
mation. By sharing these tags among all users large amounts of
resources can be tagged and categorised. These generated user tags
can be visualised in a tag cloud where the importance of a term
is represented by font size or colour. Of course, the majority of
documents on the web are not tagged by users. An alternative to
clouds based on user-assigned tags, is to generate clouds automati-
cally by using statistical techniques on the document contents, so-
called ‘word clouds’. Figure 1 shows a word cloud summarising 10
documents. Our main research question is: do words extracted by
language modelling techniques correspond to the words that users
like to see in word clouds?

2. EXPERIMENTS

Since there is no standard evaluation method for word clouds,
we created our own experimental test bed. Our experiments com-
prise of two parts, a system evaluation and a user study. For both
experiments we use query topics from the 2008 TREC Relevance

1This paper is a compressed version of Kaptein, R., Hiemstra, D., and
Kamps, J. (2010). How different are language models and word clouds?
In Advances in Information Retrieval: 32nd European Conference on IR
Research (ECIR 2010), volume 5993 of LNCS, pages 556-568. Springer.
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Table 1: Effectiveness of unigrams and bigrams

Approach MAP P10 % Rel. words % Acc. words
Unigrams 0.2575 0.5097 35 73

Mixed 0.2706
-

0.5226
- 31 71

Bigrams 0.2016◦ 0.4387 - 25 71

Table 2: Effectiveness of term weighting approaches

Approach MAP P10 % Rel. words % Acc. words
TF 0.2575 0.5097 35 73

TFIDF 0.1265• 0.3839•◦ 22 67
Pars. 0.2759

•◦
0.5323

- 31 68

Feedback track. The system evaluation consists of two parts, first
we test if adding the word cloud as a whole to the original query
leads to improvements in retrieval performance. Secondly, for each
topic we generate 25 queries where in each query one word from
the word cloud is added to the original query. For each query we
measure the difference in performance caused by adding the ex-
pansion term to the original query, words are considered relevant if
adding the word leads to an improvement in retrieval performance,
words are considered acceptable if there is no large decrease (more
than 25%) in retrieval results. In the user study test persons rank
different groups of word clouds. The 13 test persons consisted of
4 females and 9 males with ages ranging from 26 to 44 and were
recruited at the university.
Clouds from Pseudo Relevant and Relevant Results

First, we compare a TF cloud made from 10 pseudo-relevant doc-
uments to a cloud of 100 relevant documents. We make this com-
parison to get some insights on the question whether there is a
mismatch between words that improve retrieval performance, and
words that users like to see in a word cloud. Our standard word
cloud (shown in Figure 1) uses pseudo-relevant results. The cloud
in Fig. 2 is based on 100 pages judged as relevant.

When we look at the system evaluation the relevant documents
lead to better performance than the pseudo-relevant documents.
The test persons in our user study however clearly prefer the clouds
based on 10 pseudo-relevant documents: 66 times the pseudo-relevant
cloud is preferred, 36 times the relevant cloud, and in 27 cases there
is no preference (significant at 95% using a two-tailed sign-test).
There seem to be three groups of words that often contribute pos-
itively to retrieval results, but are probably not appreciated by test
persons: numbers, general and frequently occurring words which
do not seem specific to the query topic e.g. ‘year’ or ‘up’, words
that test persons don’t know like abbreviations or technical terms .
Non-Stemmed and Conflated Stemmed Clouds

We look at the impact of stemming by generating conflated stemmed

52 DIR 2011 proceedings



Figure 1: Word cloud from 10 results for the topic “diamond

smuggling”

Figure 2: Word cloud from 100 relevant results

clouds. To stem, we use the most common English stemming algo-
rithm, the Porter stemmer [2]. To visualize terms in a word cloud,
Porter word stems are not a good option. A requirement for the
word clouds is to visualize correct English words, and not stems
of words which are not clear to the user, therefore in our conflated
word clouds, word stems are replaced by the most frequently occur-
ring word in the collection that can be reduced to that word stem.
The effect of stemming is only evaluated in the user study. Looking
at pairwise preferences, we see that there is no significant prefer-
ence for the conflated cloud or the non-stemmed cloud. Often the
difference between the clouds is so small that it is not noticed by
test persons.
Bigrams

For users, bigrams are often easier to interpret than single words,
because a little more context is provided. We have created two
models that incorporate bigrams, a mixed model that contains a
mix of unigrams and bigrams, and a bigram model that consists
solely of bigrams. For the user study we placed bigrams between
quotes to make them more visible as can be seen in Figure 3. In Ta-
ble 1 the system evaluation results are shown. For query expansion,
the model that uses a mix of unigrams and bigrams performs best.
Using only bigrams leads to a significant decrease in retrieval re-
sults compared to using only unigrams. Looking at the percentages
of relevant and acceptable words, the unigram model produces the
most relevant words. The mixed model performs almost as good as
the unigram model.

In the user study, the clouds with mixed unigrams and bigrams
and the clouds with only bigrams are selected most often as the
best cloud. There is no significant difference in preference between
mixed unigrams and bigrams, and only bigrams. Users do indeed
like to see bigrams, but for some queries the cloud with only bi-
grams contains too many meaningless bigrams such as ‘http www’.
An advantage of the mixed cloud is that the number of bigrams in
the cloud is flexible. When bigrams occur often in a document, also
many will be included in the word cloud.
Term Weighting

Besides the standard TF weighting we investigate two other vari-
ants of language models to weigh terms, the TFIDF model and the
parsimonious model. Before weighting terms we always remove an
extensive stopword list consisting of 571 common English words.
In the TFIDF algorithm, the text frequency (TF) is now multiplied
by the inverse document frequency (IDF).

The third variant of our term weighting scheme is a parsimonious
model [1]. The parsimonious language model concentrates the
probability mass on fewer words than a standard language model.

Figure 3: Word cloud of 10 results with mixed unigrams and

bigrams

Figure 4: Word cloud of 10 results with parsimonious term

weighting.

In Figure 4 the parsimonious word cloud of our example topic is
shown. Table 2 shows the system evaluation results for the differ-
ent term weighting schemes.

The parsimonious model performs best on both early and aver-
age precision. The TFIDF model performs significantly worse than
the TF and the parsimonious model. Our simplest model, the TF
model, actually produces the highest number of relevant and ac-
ceptable words. The weighting scheme of the parsimonious model
is clearly more effective than the TF model though, since for query
expansion where weights were considered the parsimonious model
performed better than the TF model.

In the user study the parsimonious model is preferred more often
than the TF model, and both the parsimonious and the TF model
are significantly more often preferred over the TFIDF model. The
parsimonious model contains more specific and less frequently oc-
curring words than the TF model.

3. CONCLUSION

This paper investigated the connections between word clouds
and the language models as used in IR. We have investigated how
we can create word clouds from documents and use language mod-
elling techniques which are more advanced than only frequency
counting and stopword removal. We find that different language
modelling techniques can indeed be applied to create better word
clouds. Including bigrams in the word clouds and a parsimonious
term weighting scheme are the most effective improvements. We
find there is some discrepancy between good words for query ex-
pansion selected by language modelling techniques, and words liked
by users. This will be a problem when a word cloud is used for
suggestion of query expansion terms. The problem can be partly
solved by using a parsimonious weighting scheme which selects
more specific and informative words than a TF model, but also
achieves good results from a system point of view.
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ABSTRACT
In this paper we investigate the task of Entity Ranking on the Web1

Searchers looking for entities are arguably better served by present-
ing a ranked list of entities directly, rather than a list of web pages
with relevant but also potentially redundant information about these
entities. Since entities are represented by their web homepages, a
naive approach to entity ranking is to use standard text retrieval.
Our experimental results clearly demonstrate that text retrieval is
effective at finding relevant pages, but performs poorly at finding
entities. Our proposal is to use Wikipedia as a pivot for finding en-
tities on the Web, allowing us to reduce the hard web entity ranking
problem to easier problem of Wikipedia entity ranking. Wikipedia
allows us to properly identify entities and some of their character-
istics, and Wikipedia’s elaborate category structure allows us to get
a handle on the entity’s type.

1. INTRODUCTION
Just like in document retrieval, in entity ranking the document

should contain topically relevant information. However, it differs
from document retrieval on at least three points: i) returned doc-
uments have to represent an entity, ii) this entity should belong to
a specified entity type, and iii) to create a diverse result list an en-
tity should only be returned once. The main goal of this paper is
to demonstrate how the difficult problem of web entity ranking can
often be reduced to the easier task of entity ranking in Wikipedia.

Our proposal is to exploit Wikipedia as a pivot for entity rank-
ing. For entity types with a clear representation on the web, like
living persons, organisations, products, movies, we will show that
Wikipedia pages contain enough evidence to reliably find the cor-
responding web page of the entity. For entity types that do not have
a clear representation on the web, returning Wikipedia pages is in
itself a good alternative. So, to rank (web) entities given a query
we take the following steps:

1. Associate target entity types with the query

2. Rank Wikipedia pages according to their similarity with the
query and target entity types

1This paper is a compressed version of Kaptein, R., Serdyukov,
P., Kamps, J., and de Vries, A. P. (2010). Entity ranking using
Wikipedia as a pivot. In Proceedings of the 19th ACM Conference
on Information and Knowledge Management (CIKM 2010), pages
69-78. ACM Press, New York USA.
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3. Find web entities corresponding to the Wikipedia entities

We evaluate our approach using the entity ranking test collection
created in the TREC 2009 Entity Ranking track [1].

2. ENTITY RANKING ON THE WEB
To investigate whether the hard problem of web entity ranking

can be in principle reduced to the easier problem of Wikipedia en-
tity ranking we look at the coverage of relevant TREC entities in
Wikipedia. We find that the overwhelming majority of relevant en-
tities (160 out of 198) of the TREC 2009 Entity ranking track are
represented in Wikipedia, and that 85% of the topics have at least
one relevant Wikipedia page. We also find that with high precision
and coverage relevant web entities corresponding to the Wikipedia
entities can be found using Wikipedia’s “external links”, and that
especially the first external link is a strong indicator for primary
homepages.

Furthermore we examine the value of entity type information for
entity retrieval in Wikipedia. We find that entity types are valuable
retrieval cues. Automatically assigned entity types are effective, but
less so than manually assigned types. We can exploit the structure
of Wikipedia to significantly improve entity ranking effectiveness.

In the remainder of this section we examine our research ques-
tion: Can we improve web entity retrieval by using Wikipedia as a
pivot? We compare our entity ranking approach of using Wikipedia
as a pivot to the baseline of full-text retrieval.

We experiment with three approaches for finding webpages as-
sociated with Wikipedia pages:
1. External links: Follow the links in the External links section of
the Wikipedia page.
2. Anchor text: Take the Wikipedia page title as query, and retrieve
pages from the anchor text index. A length prior is used here.
3. Combined: Since not all Wikipedia pages have external links,
and not all external links of Wikipedia pages are part of the Clueweb
category B collection, we can not retrieve webpages for all Wiki-
pedia pages. In case less than 3 webpages are found, we fill up the
results to 3 pages using the top pages retrieved using anchor text.

2.1 Experimental Setup
In this experimental section we discuss experiments with the

TREC Entity Ranking topics. We use the Indri search engine. We
have created separate indexes for the Wikipedia part and the Web
part of the Clueweb Category B. Besides a full text index we have
also created an anchor text index. On all indexes we applied the
Krovetz stemmer, and we generated a length prior. All runs are cre-
ated with a language model using Jelinek-Mercer smoothing with
a collection λ of 0.15.
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Table 1: TREC Web Entity Ranking Results
Full Text Wikipedia

Run Link Cat+Link
Rel. WP 73 73 - 57◦

Rel. HP 244 69•◦ 70•◦

Rel. All 316 134•◦ 121•◦

NDCG Rel. WP 0.2119 0.2119 - 0.1959 -

NDCG Rel. HP 0.1919 0.0820•◦ 0.0830•◦

NDCG Rel. All 0.2394 0.1429•◦ 0.1542•◦

Primary WP 78 78 - 96•◦
Primary HP 6 29◦ 34◦
Primary All 86 107◦ 130•◦
P10 pr. WP 0.1200 0.1200 - 0.1700◦
P10 pr. HP 0.0050 0.0300◦ 0.0400•◦
P10 pr. All 0.1200 0.1300 - 0.1850•◦
NDCG pr. WP 0.1184 0.1184 - 0.1604•◦
NDCG pr. HP 0.0080 0.0292 - 0.0445◦
NDCG pr. All 0.1041 0.1292 - 0.1610•◦

Significance of increase or decrease over full text according to
t-test, one-tailed, at significance levels 0.05(◦), and 0.01(•◦).

Our baseline run uses standard document retrieval on a full text
index. The result format of the TREC entity ranking runs differs
from the general TREC style runs. One result consists of one Wi-
kipedia page, and can contain up to three webpages from the non-
Wikipedia part of the collection. The pages in one result are sup-
posed to be pages representing the same entity.

For our baseline runs we do not know which pages are repre-
senting the same entity. In these runs we put one homepage and
one Wikipedia page in each result according to their ranks, they
do not necessarily represent the same entity. The Wikipedia based
runs contain up to three homepages, all on the same entity. When
a result contains more than one primary page, it is counted as only
one primary page, or rather entity found.

2.2 Experimental Results
Recall from the above that the ultimate goal of web entity rank-

ing is to find the homepages of the entities (called primary home-
pages). There are 167 primary homepages in total (an average of
8.35 per topic) with 14 out of the 20 topics having less than 10
primary homepages. In addition, the goal is to find an entity’s Wi-
kipedia page (called a primary Wikipedia page). There are in total
172 primary Wikipedia pages (an average of 8.6 per topic) with 13
out of the 20 topics having less than 10 primary Wikipedia entities.

The results for the TREC Entity Ranking track are given in Ta-
ble 1. Our baseline is full text retrieval, which works well (NDCG
0.2394) for finding relevant pages. It does however not work well
for finding primary Wikipedia pages (NDCG 0.1184). More impor-
tantly, it fails miserably for finding the primary homepages: only 6
out of 167 are found, resulting in a NDCG of 0.0080 and a P10 of
0.0050. Full text retrieval is excellent at finding relevant informa-
tion, but it is a poor strategy for finding web entities.

We now look at the effectiveness of our Wikipedia-as-a-pivot
runs. The Wikipedia runs in this table use the external links to find
homepages. The second column is based on the baseline Wikipedia
run, the third column is based on the run that uses the manual cat-
egories that proved effective for entity ranking on Wikipedia. Con-
sidering primary pages, we find more primary Wikipedia pages,
translating into a significant improvement of retrieval effectiveness
(up to a P10 of 0.1700, and a NDCG of 0.1604). Will this also
translate into finding more primary homepages? The first run is a

Table 2: TREC Homepage Finding Results
Run Cat+Link Anchor Comb.
Rel. HP 70 127 137
Rel. All 121 178 188
NDCG Rel. HP 0.0830 0.0890 0.1142
NDCG Rel. All 0.1542 0.1469 0.1605
Primary HP 34 29 56
Primary All 130 125 152
P10 pr. HP 0.0400 0.0450 0.0550
P10 pr. All 0.1850 0.1750 0.1850
NDCG pr. HP 0.0445 0.0293 0.0477
NDCG pr. All 0.1041 0.1472 0.1610

straightforward run on the Wikipedia part of ClueWeb, using the
external links to the Web (if present). Recall that we established
that primary pages linked from relevant Wikipedia pages have a
high precision. This strategy finds 29 primary homepages (so 11
more than the baseline) and improves retrieval effectiveness to an
NDCG of 0.0292, and a P10 of 0.0300. The second run using the
Wikipedia category information improves significantly to find 34
primary homepages with a NDCG of 0.0445 and a P10 of 0.0400.

Recall again that the external links have high precision but low
recall. We try to find additional links between retrieved Wikipe-
dia pages and the homepages by querying the anchor text index
with the name of the found Wikipedia entity. This has no effect
on the found Wikipedia entities, so we only discuss the primary
homepages as presented in Table 2. Ignoring the existing external
links, searching for the Wikipedia entities in the anchor text leads
to 29 primary homepages. The combined run, supplementing the
existing external links in Wikipedia with the automatically gener-
ated links, finds a total of 56 primary homepages. For homepages
this improves the P10 over the baseline to 0.0550, and NDCG to
0.0447.

3. CONCLUSION
This paper investigates the problem of entity retrieval on the

Web. Our main findings are the following. Our first finding is
that, in principle, the problem of web entity ranking can be reduced
to Wikipedia entity ranking. We found that the majority of en-
tity ranking topics in our test collections can be answered using
Wikipedia, and that with high precision relevant web entities cor-
responding to the Wikipedia entities can be found using Wikipe-
dia’s ‘external links’. Our second finding is that we can exploit the
structure of Wikipedia to improve entity ranking effectiveness. En-
tity types are valuable retrieval cues in Wikipedia. Automatically
assigned entity types are effective, and almost as good as manu-
ally assigned types. Our third finding is that web entity retrieval
can be significantly improved by using Wikipedia as a pivot. Both
Wikipedia’s external links and the enriched Wikipedia entities with
additional links to homepages are significantly better at finding pri-
mary web homepages than standard text retrieval.
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ABSTRACT

It is generally believed that propagated anchor text is very impor-

tant for effective Web search, but many years of TREC Web re-

trieval research failed to establish the effectiveness of link evidence

for ad hoc retrieval on Web collections. In this paper we use the new

TREC 2009 Web Track collection to study the impact of collection

size and link density on the effectiveness of anchor-text for Web ad

hoc retrieval. Our main findings are that anchor-text outperforms

full-text retrieval in terms of early precision and an improvement in

overall precision when combined with it. Other findings are that,

contrary to expectations, link density has little impact on effective-

ness, while the size of the collection has a substantial impact on

the quantity, quality and effectiveness of anchor text. This paper is

based on [6].

1. INTRODUCTION

The use of anchor text for Web retrieval is well studied, with

the broad conclusion that it is very effective for finding entry pages

of sites–often outperforming approaches based on document text

alone–but not for ad hoc search. Some speculated that the num-

ber of (inter-server) links in the TREC collections was too low and

that the collections might be too small for anchors to be effective

[3]. Others pointed at the difference between traditional ad hoc re-

trieval studied at TREC and actual Web search. Web searchers tend

to “prefer the entry page of a well-known topical site to an isolated

piece of text, no matter how relevant” [4]. Although the switch

to more Web-centric search tasks like home page and named page

finding showed link information to be very effective [2, 7], there

is no clear explanation of why anchor text is not effective for ad

hoc retrieval. To study the value of link information, Gurrin and

Smeaton [3] suggested a representative test-collection needs to be

sufficiently large and have sufficiently high inter- and intra-server

link densities. At the TREC 2009 Web Track [1] a new, large Web

collection—ClueWeb09—was introduced, which is much larger than

previous collections and was crawled to reflect Tier 1 of a commer-

cial search engine, so has a relatively dense link structure, urging

us to revisit the question:

• What is the importance of anchor text for ad hoc search?

2. INITIAL EXPERIMENTS

We indexed the ClueWeb09 category B, which is a 50 million

pages subset of the full ClueWeb09, using Indri with Krovetz stem-

ming and stopword removal. We created two indexes, a full-text in-
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DIR’10, 4 Feruary, 2011, Amsterdam, Netherlands.

.

Table 1: Results for the 2009 Adhoc Task. Significant differ-

ences (p > 0.95, denoted
◦
) are with respect to the full text run

Full collection No Wikipedia

Run statMAP MPC(30) statMAP MPC(30)

Text 0.1442 0.3079 0.1038 0.2557

Anchor 0.0567 0.5558 0.0617 0.4289

Mix 0.1643
◦

0.4812
◦

0.1213 0.4773

Text · In-degree 0.1098 0.2694 0.0746 0.2059

UDWAxQEWeb 0.1999 0.5010 – –

uogTrdphCEwP 0.2072 0.4966 – –

ICTNETADRun4 0.1746 0.4368 – –

dex and an anchor text index containing only the propagated anchor

text of ClueWeb09 B. The full-text and anchor text runs use the In-

dri language model approach and linear smoothing with λcollection =
0.15. Documents are scored using the document length as a prior

probability p(d) = |d|
|D| , where d is a document in collection D. We

also made a mixture run, combining the full-text and anchor runs

using the weighting Smix(d) = 0.7 · Sfull(d) + 0.3 · Sanchor(d).

2.1 Results

The results are shown in Table 1. We test for significant changes

with respect to the full-text baseline using a one-tailed bootstrap

test with 100,000 resamples. The Anchor run has a low statMAP

compared to the Text run. A possible explanation is that many pages

in the collection have no or few incoming links, including many

relevant pages. In contrast, anchor text is effective for early pre-

cision. The Anchor run scores better on MPC(30) than the Text
run and supports the above explanation for its low statMAP score.

More importantly, the Mix run leads to significant improvements

in statMAP showing that the two indexes are complementary and

that Web structure can be used to improve ad hoc search. To put

this into perspective, we compared them against the top 3 groups of

the TREC 2009 Web Ad hoc task (according to MPC(30), bottom

3 rows). The runs of the top 3 groups score substantially better on

statMAP, but lower on MPC(30). This shows that anchor text alone

can meet or exceed the precision of the top-performing systems.

Perhaps anchor text is more effective than in previous TREC

experiments because this collection contains the full Wikipedia,

which has a dense link structure and many anchors matching the

titles of the target pages. Columns 4 and 5 in Table 1 show the re-

sults of these runs. The Anchor run still has higher early precision

and the Mix run still has higher statMAP than the Text run. Wiki-

pedia is not the reason for the effectiveness of anchor text. In sum,

this new Web collection finally shows the long expected value of

Web link structure for ad hoc search.
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Figure 1: Impact of link sampling on effectiveness of full-text,
anchor text and mixture runs.

3. WHY ANCHOR TEXT WORKS
In this section we seek to understand what makes the anchor

text representation effective. We look at the impact of link density
and collection size, which we do by down-sampling either links or
pages.

3.1 The Impact of Link Density
We filter links by randomly selecting n% of all documents and

removing their outgoing links. If we randomly sample 50% of the
pages and remove the outgoing links of those pages, we would ex-
pect to end up with roughly 50% of all the links. The impact of
sampling links on the effectiveness of full-text and anchor text is
shown in Figure 1. The full-text index is not affected by link sam-
pling, hence the straight line in the figures. The statMAP (top left)
of the Anchor run slowly decreases as we remove more links be-
cause the index covers fewer pages. The Mix run scores better at
statMAP with even the smallest samples of links, indicating that
even very few links can improve the Text run. The MPC(30) scores
(top right) of the Anchor run stay well above the Text score. We note
that below 12.5% of the links (less than 3 incoming links per page),
the density is well below the link densities of earlier TREC Web
collections. The impact of link density seems small. To rule out
that the MPC(30) score is over-estimated we transformed the rel-
evance judgements to traditional binary judgements and looked at
the Mean Reciprocal Rank (MRR, bottom left of Figure 1), which
cannot over-estimate. It supports that anchor text gives better early
precision than full-text. Link density plays a role at low densities,
but its impact stabilises quickly.

3.2 The Impact of Collection Size
Next, we look at the impact of the collection size. We randomly

remove n% pages from the collection, and thereby lose both the
outgoing and incoming links of those pages. Thus, if we sample
50% of the pages, we remove more than 50% of the links. One
of the favourable aspects of randomly sampling pages is that the
probability of relevance is unaffected [5]. The impact of sampling
pages on the effectiveness of full-text and anchor text is shown in
Figure 2. The statMAP (left figure) of the Text run goes up slowly—
possibly due to losing topics with little relevance—while for the
Anchor run it goes down slowly. The Text run gains precision at
rank 30 (MPC(30), right figure) as the collections grows, as pre-
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Figure 2: Impact of page sampling on effectiveness of full-text,
anchor text and mixture runs.

dicted [5]. The anchor text precision is more affected by collec-
tion size. With half the collection, anchor text is nowhere near as
effective as full-text. With fewer relevant documents left, and an
increasingly smaller coverage of the collection, it becomes harder
to find relevant pages through anchor text. For precision at a fixed
cut-off, the impact of the collection size is much larger for anchor
text than for full-text.

4. CONCLUSIONS
Our main finding is that in contrast with earlier results, the an-

chor text leads to significant improvements in retrieval effective-
ness for ad hoc informational search. Link density has little impact
on anchor text effectiveness, while collection size has a big impact
on the anchor text representations, affecting quantity, quality and
effectiveness. Full-text search is less affected by collection size.

Perhaps the main contribution of this paper is that it solves the
apparent contradiction between the experiences of Internet search
engines, and the results of experiments at TREC. This turns the
earlier negative results into something positive in a sense: they aid
to our understanding of when and why link evidence works, and
when not.

Acknowledgments
This work was generously supported by the Netherlands Organi-
sation for Scientific Research (NWO, grants # 612.066.513, 639.-
072.601, and 640.001.501).

REFERENCES
[1] C. A. Clarke, N. Craswell, and I. Soboroff. Overview of the

TREC 2009 Web Track. In TREC, 2009.
[2] N. Craswell, D. Hawking, and S. E. Robertson. Effective site

finding using link anchor information. In SIGIR, pages 250–
257, 2001.

[3] C. Gurrin and A. F. Smeaton. Replicating web structure in
small-scale test collections. Inf. Retr., 7:239–263, 2004.

[4] D. Hawking and N. Craswell. Very large scale retrieval and
web search. In TREC: Experiment and Evaluation in Informa-
tion Retrieval, chapter 9. MIT Press, 2005.

[5] D. Hawking and S. Robertson. On collection size and retrieval
effectiveness. Inf. Retr., 6(1):99–105, 2003.

[6] M. Koolen and J. Kamps. The importance of anchor-text for
ad hoc search revisited. In H.-H. Chen, E. N. Efthimiadis,
J. Savoy, F. Crestani, and S. Marchand-Maillet, editors, Pro-
ceedings of the 33rd Annual International ACM SIGIR Confer-
ence on Research and Development in Information Retrieval,
pages 122–129. ACM Press, New York NY, USA, 2010.

[7] W. Kraaij, T. Westerveld, and D. Hiemstra. The importance
of prior probabilities for entry page search. In SIGIR, pages
27–34. ACM, 2002.

DIR 2011 proceedings 57



News Comments:

Exploring, Modeling, and Online Prediction (Abstract)
∗

Manos Tsagkias
e.tsagkias@uva.nl

Wouter Weerkamp
w.weerkamp@uva.nl

Maarten de Rijke
mdr@science.uva.nl

ISLA, University of Amsterdam

Science Park 409, 1098 XH Amsterdam

ABSTRACT

Online news agents provide commenting facilities for their readers
to express their opinions or sentiments with regards to news stories.
The number of user supplied comments on a news article may be
indicative of its importance, interestingness, or impact. We explore
the news comments space, and compare the log-normal and the
negative binomial distributions for modeling comments from vari-
ous news agents. These estimated models can be used to normalize
raw comment counts and enable comparison across different news
sites. We also examine the feasibility of online prediction of the
number of comments, based on the volume observed shortly after
publication. We report on solid performance for predicting news
comment volume in the long run, after short observation. This pre-
diction can be useful for identifying potentially “hot” news stories,
and can be used to support front page optimization for news sites.

Categories and Subject Descriptors

H.4 [Information Systems Applications]: Miscellaneous; D.2.8
[Software Engineering]: Metrics

General Terms

Algorithms, Theory, Experimentation, Measurement

Keywords

Comment volume, prediction, user generated content, online news

1. INTRODUCTION

As we increasingly live our lives online, huge amounts of con-
tent are being generated, and stored in new data types like blogs,
discussion forums, mailing lists, commenting facilities, and wikis.
In this environment of new data types, online news is an especially
interesting type for mining and analysis purposes. Much of what
goes on in social media is a response to, or comment on, news
events, reflected by the large amount of news-related queries users
ask to blog search engines [3]. Tracking news events and their im-
pact as reflected in social media has become an important activity
of media analysts [1]. We focus on online news articles plus the
comments they trigger, and attempt to uncover the factors under-
lying the commenting behavior on these news articles. We explore
the dynamics of user generated comments on news articles, and un-
dertake the challenge to model and predict news article comment
volume shortly after publication.

∗The full version of this paper appeared in ECIR 2010.

Copyright is held by the author/owner(s).
DIR’11, February 4, 2011, Amsterdam.
ACM xxx-x-xxxxx-xxx-x/xx/xx.

Let us take a step back and ask why we should be interested in
commenting behavior and the factors contributing to it in the first
place? We briefly mention two types of application for predicting
the number of comments shortly after publication. First, in repu-
tation analysis one should be able to quickly respond to “hot” sto-
ries and real-time observation and prediction of the impact of news
articles is required. Second, the lay-out decisions of online news
agents often depend on the expected impact of articles, giving more
emphasis to articles that are likely to generate more comments, both
in their online news papers (e.g., larger headline, picture included)
and in their RSS feeds (e.g., placed on top, capitalized).

Our aim is to gain insight on the commenting behavior on online
news articles, and use these insights to predict comment volume
of news articles shortly after publication. To this end, we seek to
answer the following questions: (i) What are the dynamics of user
generated comments on news articles? Do they follow a tempo-
ral cycle? The answers provide useful features for modeling and
predicting news comments. (ii) Can we fit a distribution model on
the volume of news comments? Modeling the distribution allows
for normalizing comment counts across diverse news sources. (iii)
Does the correlation between number of responses at early time and
at later time found in social media such as Digg and Youtube hold
for news comments? I.e., are patterns for online responses poten-
tially “universal”? And can we use this to predict the number of
comments an article will receive, having seen an initial number?

This paper makes several contributions. First, it explores the dy-
namics and the temporal cycles of user generated comments in on-
line Dutch media. Second, it provides a model for news comment
distribution based on data analysis from eight news sources. And
third, it tries to predict comment volume once an initial number of
comments is known, using a linear model.

We explore the dataset in §2, model news comments in §3 and
report on prediction results of comment volume in §4.

2. EXPLORING NEWS COMMENTS

The dataset consists of aggregated content from seven online
news agents: Algemeen Dagblad (AD), De Pers, Financieel Dag-
blad (FD), Spits, Telegraaf, Trouw, and WaarMaarRaar (WMR),
and one collaborative news platform, NUjij. We have chosen to in-
clude sources that provide commenting facilities for news stories,
but differ in coverage, political views, subject, and type.

We turn to our first research question: What are the dynamics
of user generated comments on news articles? News comments
are found to follow trends similar to blog post comments as re-
ported in [4]. The news agent commenting facilities (is it easy to
comment or not) and content nature (accessible, require less un-
derstanding) show to influence the number of comments a news
source receives. The time required for readers to leave a com-
ment is on average slower for news than for blogs, although this
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Figure 1: Modeling comment volume distribution per source

using the continuous log-normal (blue line), and the discrete

negative binomial distribution (red dots). Grey bars represent

observed data. Probability density is on y-axis, and number of

comments (binned) is on x-axis.

differs significantly per news source possibly due to differences in
news readers demographics. With regards to temporal cycles, we
look at monthly, weekly and daily cycles. March shows the highest
comment volume across the board, and November shows the least
for most sources. Weekdays receive more comments compared to
weekends, with Wednesday being, on average, the most active day
and Sunday the least active day across the board. The daily cycle
reveals a correlation between comment volume, sleep and awake
time, as well as working, lunch and dinner time: The comment
volume peaks around noon, starts decreasing in the afternoon, and
becomes minimal late at night. These aspects of online news seem
to be inherent characteristics of each source possibly reflecting the
credibility of the news organisation, the interactive features they
provide on their web sites, and their readers’ demographics [2].

3. MODELING NEWS COMMENTS

With regards to our second research question we seek to identify
models (i.e., distributions) that underly the volume of comments
per news source. We do so (1) to understand our data, and (2) to
define “volume” across sources. Our approach is to express a news
article’s comment volume as the probability for an article from a
news source to receive x many comments. We consider two types
of distribution to model comment volume: log-normal and negative
binomial. For evaluating the models’ goodness of fit we choose the
χ2 test due to its applicability to both continuous and discrete dis-
tributions [5]. Both distributions fit our dataset well with low χ2

scores (see also Fig. 1) leaving the final decision on which distri-
bution to favor on the data to be modeled and the task at hand.

4. COMMENT PREDICTION

We now turn to our third research question. First, we are inter-
ested in finding out whether the correlation between early and late
popularity found by [6] also holds for the news comments space.
Then, assuming such a relation has been confirmed, it can be em-
ployed for predicting the comment volume of a news story. The
existence of a circadian pattern implies that a story’s comment vol-
ume depends on the publication time. We account for this by in-
troducing a temporal transformation from real-time to source-time,
a function of the comment volume entering a news site within a
certain time unit.

We graph the Pearson’s correlation coefficient ρ to visualize the
correlation strength between comment volume at times close (early)
and farther away (late) from publication. Spits displays a very steep
comment volume curve meaning that most stories stop receiving
comments short after publication. In contrast to our expectations
that NUjij follows a fast correlation pattern similar to Digg, our
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Figure 2: Relative square error using Model 1 (blue line),

Model 2 (green line), and Model 3 (red line). Standard devi-

ation is shown in the shaded areas around the lines. QRE on

y-axis, observation time (hrs) on x-axis.

findings suggest that a strong correlation is achieved much later
possibly due to the different levels of effort required for digg-ing
and commenting.

We follow [6] and estimate a linear model on a logarithmic scale
for each source in our dataset. For evaluating our model we choose
the relative squared error (QRE) metric averaged over all stories
from a certain source. Fig. 2 shows that from the three models we
study, the one using all stories and having the slope fixed at 1 (M2)
performs the best. M2 demonstrates strong predictive performance
indicated by low QRE < 0.2 for all sources, in less than 10 hours of
observation. The QREs converge to 0 faster for some sources and
slower for others, exposing the underlying commenting dynamics
of each source as discussed earlier.

In this section we looked at natural patterns emerging from news
comments, such as the possible correlation of comment counts on
news stories between early and later publication time. A relation
similar to the one observed for Digg and Youtube has been con-
firmed, allowing us to predict long term comment volume with very
small error. We observed that different news sources ask for differ-
ent observation times before a robust prediction can be made. QRE
curves can indicate the optimum observation time per source, that
balances between short observation period and low error.
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ABSTRACT

Many of the existing tagging systems fail to cope with syn-

tactic and semantic tag variations during user search and

browse activities. As a solution to this problem, we pro-

pose the Semantic Tag Clustering Search. The framework

consists of three parts: removing syntactic variations, cre-

ating semantic clusters, and utilizing the obtained clusters

to improve search and exploration of tag spaces. Using our

framework, we are able to find relevant clusters and achieve

a higher search precision by utilizing these clusters. The

advantages of a cluster-based approach for searching and

browsing through tag spaces have been exploited in Xplore-

Flickr.com, the implementation of our framework.

1. INTRODUCTION

Today’s Web offers many services that enable users to

label content on the Web by means of tags. Flickr and De-

licious (also known as del.icio.us) are two well-known appli-

cations utilizing tags. Registered Flickr users are allowed to

upload and tag photographs. As with most tagging systems

the user has no restrictions on the tags that can be used, i.e.,

the user can use any tag to his or her likings. Even though

tags are a flexible way of categorizing data, they have their

limitations. Tags are prone to typographical errors or syn-

tactic variations due to the amount of freedom users have.

This results in different tags with similar meanings, e.g.,

‘waterfal’ and ‘waterfall’. A query for ‘waterfall’ on Flickr

returns 1, 158, 957 results, whereas ‘waterfal’ returns 1, 388
results. This implies that potentially 1, 157, 569 results are

lost due to a typographical mistake. Users also describe pic-

tures in different ways. For a picture which shows the inte-

rior of a house, most users would use the tag ‘interior’, where

others would use a tag like ‘inside’ or ‘furniture’. This is a

problem for search engines which only implement keyword-

based searching, as ‘interior’, ‘inside’, and ‘furniture’ are all

semantically related.

As a solution to the previous problem, we define the Se-

mantic Tag Clustering Search (STCS) framework, which

consists of three parts. The first part deals with syntac-

tic variations, whereas the second part is concerned with

deriving semantic clusters. The last part of the framework

DIR 2011 February 4, 2011, Amsterdam, The Netherlands.
Copyright 2011 by the author(s).

consists of a part where search methods utilize these clus-

ters to improve search for pictures. In the STCS frame-

work, we consider non-hierarchical clusters, where we select

the method proposed by [3]. Different from other methods,

this algorithm allows tags to appear in multiple clusters,

which enables easy detection of different contexts for tags.

Each cluster is considered to be a context for a tag. Also,

we propose an adaptation of this method that improves the

clustering results. Finally, we devise a search method, of

which the results are compared with a case without knowl-

edge about the semantic clusters or syntactic variation clus-

ters. We have made available an implementation of the

STCS framework in the form of a Web application called

XploreFlickr.com [4].

2. RELATED WORK

Syntactic variations between tags form a widely studied

research subject, as they represent a well-known symptom

in tagging systems. In [1], the authors analyze the per-

formance of the Levenshtein distance [2] and the Hamming

distance. The authors state that Levenshtein and Hamming

distances provide similar results for some syntactic variation

types, e.g., for typographic errors. In contrast, for variation

identification based on the insertion or deletion of charac-

ters, the Levenshtein distance performs significantly better

than the Hamming distance. This does not imply that the

Levenshtein distance performs well enough, as it has prob-

lems with for instance identifying variations based on the

transposition of adjacent characters, although results can

be improved by ignoring candidate tags with less than four

characters.

In previous approaches, the semantic symptoms are dealt

with by either using a clustering technique which results

in non-hierarchical clusters of tags, or a hierarchical graph

of either tags or clusters of tags. There is an extensive

body of literature available on tag clustering. Several mea-

sures which create clusters of related tags are based on co-

occurrence data, a commonly used similarity being the co-

sine similarity.

In this paper we focus on non-hierarchical clustering, as

hierarchical clustering is more complex and thus more time

consuming, because it first needs to build the tag hierar-

chy from which subsequently the clusters are deduced. The

amount of data that we are dealing with asks for fast clus-

tering procedures. Further, we observe that current non-
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hierarchical clustering approaches, e.g., the algorithm pro-

posed by Specia and Motta [3], suffer from merging issues,

i.e., larger clusters merge too easily and smaller clusters

merge too difficultly. In this paper, we provide a solution to

this problem.

3. STCS FRAMEWORK

Due to space limitations, we only discuss the first and

second part of the STCS framework in this version of the

paper. An extended version of this paper also discusses the

third part, i.e., how we use the clusters to improve the per-

formance of tag search engines. This extended version of the

paper is to be presented at the 26th ACM Symposium on

Applied Computing (SAC 2011) [5].

3.1 Syntactic clustering

In the first part of the framework, the syntactic cluster-

ing algorithm uses an undirected graph G = (T, E) as in-

put. The set T contains tags, and E is the set of weighted

edges (triples (ti, tj , wij)) representing the similarities be-

tween tags. Weight wij is calculated as a weighted average

based on the normalized Levenshtein distance and the co-

sine similarity between tags i and j using the co-occurrence

vectors. Normalized Levenshtein values are not represen-

tative for short tags, which is why we increase the weight

for the cosine value as the length of the two tags decreases.

The algorithm then proceeds by cutting edges that have a

weight lower than a threshold β. The syntactic clusters are

computed by determining the connected components in the

resulting graph.

3.2 Semantic clustering

For semantic clustering, we propose a modified version of

the algorithm that is proposed in [3]. The algorithms loops

over all tags that are present in the data set and creates a

new cluster which only includes the current tag. The algo-

rithm then loops over all tags again and adds a tag to the

cluster if it is sufficiently similar to the cluster. The tag is

sufficiently similar when the average cosine of the tag with

respect to all tags currently present in the cluster is larger

than a threshold χ. Because many tags are similar to each

other, this procedure produces many duplicate or near du-

plicate clusters. Hence, there is a need for cluster merging.

The authors of [3] propose two heuristics for the seman-

tic clusters merging process. The first heuristic merges two

clusters if the one contains the other and the second heuris-

tic merges clusters if the number of different elements be-

tween two clusters is below a certain threshold. We propose

a merging heuristic with a dynamic threshold, depending on

the cluster sizes. With a constant threshold the larger clus-

ters often merge too easily and the smaller clusters merge

too difficultly. The STCS heuristic fits the clustering process

better, as it is less sensitive to the size of smaller clusters

than the method proposed in [3].

4. STCS EVALUATION

In order to analyze the performance of the syntactic vari-

ations detection algorithm, we use a test set which con-

tains 200 randomly chosen tag combinations. These tags

are subject to the weighted average of the normalized Lev-

enshtein value and the cosine similarity. In our experiments,

the weighted average for all tag combinations is calculated

with a threshold value β of 0.62 for cutting edges, which is

determined by result evaluation using a hill climbing proce-

dure. After manually checking these tags on correctness, we

identify 10 mistakes that are produced by the framework,

resulting in a syntactic error rate of 5%.

For the analysis of the semantic clustering process, we

follow a similar procedure. For 100 random clusters, which

contained 458 tags, the number of misplaced tags is counted,

i.e., the tags that should have been placed in another clus-

ter. We encounter 44 misplaced tags and thus the error

rate is 9.6%. We report an error of 13.1% for the method

of [3], which shows that the STCS method outperforms the

original method on this data set. We observe that the STCS

algorithm finds many relevant clusters, such as {rainy, Rain,

wet, raining} and {iPod, iphone, mac}.

5. CONCLUSIONS

The Semantic Tag Clustering Search (STCS) framework

is used for building and utilizing semantic clusters based

on information retrieved from a social tagging system. The

framework has three core tasks: removing syntactic varia-

tions, creating semantic clusters, and utilizing obtained clus-

ters to improve search and exploration of tag spaces. For

the syntactic clustering process we have proposed a measure

based on the normalized Levenshtein value combined with

the cosine value based on co-occurrence vectors. Results

show that the framework obtains an error rate for syntac-

tic clustering of 5% and 9.6% for semantic clustering. We

compared the non-hierarchical clustering method proposed

by Specia and Motta [3] to our adapted version and have

found that the adapted version has a lower error rate than

the original method.

As future work, we would like to improve the process of

removing syntactic variations by using two ideas. First,

we want to take into account abbreviations, as the Lev-

enshtein distance does not address this issue. Second, we

would like to experiment with variable cost Levenshtein dis-

tances, which associate different weights to edit operations

depending on update characters and their location.
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ABSTRACT
In this paper we summarize our previous research on the

construction of training sets and development of metrics for

learning to rank. In particular, we consider the case of a

fixed budget of total judgments to be spent and we discuss

the effect of (a) the allocation of the budget between doc-

uments and queries, (b) the documents to be selected per

query, and (c) the choice of the metric to be optimized on

the effectiveness of learning to rank algorithms.

1. INTRODUCTION
Most algorithms for building modern search engines are

based on learning to rank. Given a training set of (feature

vector, relevance) pairs, a machine learning procedure learns

how to combine the query and document features to rank

the underlying collection upon a user’s request by optimiz-

ing an effectiveness metric correlated with user satisfaction.

Much thought and research has been placed on feature ex-

traction and the development of sophisticated learning to

rank algorithms. However, relatively little research has been

conducted on the choice of queries, documents and effective-

ness metrics to be used for learning to rank nor on the effect

of these choices on the effectiveness and efficiency of the

learning algorithm.

The main bottleneck in constructing learning to rank col-

lections is obtaining labels by annotating documents with

relevance grades since this task requires extensive human

effort. Thus, given a fixed judgment budget researchers

and practitioners often need to make a number design de-

cision, “Is it better to judge many queries with few judg-

ments per query (shallow judgments) or to judge few queries

but more documents per query (deep judgments)?”, “Which

documents per query should be selected to be annotated?”,

“Which metric should be optimized to obtain the best per-

forming ranking function with respect to an end user?”. In

this work we summarize recent results in an attempt to an-

swer all of the above questions [4, 1, 5, 2].

2. DEEP VS. SHALLOW JUDGMENTS
In order to test the effect of deep versus shallow judgments

we use data obtained from a commercial search engine. The

dataset contains 382 features extracted from a set of 5K

queries with an average of 350 judged documents per query

Copyright is held by the author/owner(s).
DIR’2011, February 4, 2011, Amsterdam.
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and it is split into train, validation and test sets with 2K, 1K

and 2K queries, respectively. Due to the high variability of

the number of documents judged per query, we select an 1K

subset of from the training queries with at least 128 judg-

ments each so that we can better control the experiment.

Using this data we form different data sets by halving the

number of queries in the training set, resulting in training

sets with 1024, 512, 256, 64, 32 and 16 queries, each contain-

ing 128 documents. Similarly, we also form different sets by

halving the number of judgments per query (128, 64, 32, 16,

8, 4 and 2 documents), keeping the number of queries fixed

(1K). The LambdaRank algorithm is then used to train the

ranking function over the different training sets.

The test set NDCG(10) value using these different train-

ing sets is reported in the figure. The x-axis shows the total

number of judged documents in the training set. The line

with the plus marks corresponds to halving the queries (hav-

ing 128 judgments per query) and the line with the dotted

marks corresponds to halving the number of judged docu-

ments per query (keeping all the 1K queries). Next to each

plus (or dot), we report the number of documents in the

training set (or the number of queries in the training set).

The results suggest that given a fixed judgment budget, it

is better to judge more queries with fewer documents per

query. It can be seen that with as few as 16 documents per

query, test set NDCG(10) values are comparable to using

the entire 128 documents. However, decreasing the number

of judged documents further results in a sharp decrease in

performance [4].

3. DOCUMENT SELECTION
In the experiments above having no information about

the process used to construct the original data set of 350
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judged documents per query on average we uniformly sam-
pled p% of them to construct the training subsets. Neverthe-
less, some documents may be more useful than others (i.e.
hold more information) for learning to rank. Here we exam-
ine a number of alternative document selection methods that
has been previously used for low-cost evaluation of retrieval
systems to choose documents to annotate. In order to ex-
amine the effect of different mechanisms to select documents
we used TREC data since these collections provide some
further information about the documents to be picked (e.g.
their ranks by the submitted to TREC retrieval systems).
Our complete document collection consists 150 queries and
depth-100 document pools from TREC 6, 7 and 8 adhoc
tracks, along with the corresponding relevance judgments. A
small set of 22 content features (a subset of LETOR3.0 fea-
tures [3]) is extracted from all query-document pairs. Using
different document selection methodologies, for each query,
documents from the complete collection are selected with
different percentages from 0.6% to 60%, forming different
sized subsets of the complete collection for each methodol-
ogy. The document selection methodologies used vary from
sampling (uniform and stratified) to depth-k pooling and
greedy on-line algorithms along with the current approach of
selecting documents used in the construction of the LETOR
2.0 and 3.0 datasets.1 We employ five different learning-to-
rank algorithms to test the document selection methodolo-
gies, RankBoost, Regression, RankingSVM, RankNet, and
LambdaRank.

Based on the results obtained by training the six learn-
ing to rank algorithms over the different training data set
a number of observations were made. First, some learning
to rank algorithms are more robust to document selection
methodologies than other (e.g. LambdaRank). Second, some
document selection methods are more effective than others,
with depth-pooling and stratified sampling being the best
performing ones. The fact that different document selection
methods produce training sets of different characteristics al-
lows us to examine what makes one training set better than
another. Using model selection we determined that the pre-
cision of the dataset (proportion of relevant documents) and
the similarity between relevant and non-relevant documents
the most influential characteristics. Surprisingly our results
suggest that it is harmful to select too many relevant doc-
uments and relevant and non-relevant documents that are
too similar.

4. EFFECTIVENESS METRICS

Most current learning to rank algorithms are based on the
assumption that if a metric X evaluates the utility of the
search engine to an end user, then a search engine should be
trained to optimize for that particular metric. For instance,
in section 2 the LambdaRank algorithm was optimized for
NDCG(10) given that our test metric was NDCG(10). Nev-
ertheless, evaluation metrics used in optimization act as bot-
tlenecks that summarize the training data. Given that some
metrics are more informative than others we hypothesize
that even if user satisfaction can be measured by a metric
X, optimizing the ranking function for a more informative
metric Y may result in better test performance according to
X. To test our hypothesis we extended the LambdaRank al-
gorithm to optimize for a number of evaluation metrics (Pre-

1More details can be found in Aslam et al. [1]

LambdaRank Test Metric
nDCG AP PC(10)

Opt nDCG 0.6301 0.6158 0.5355
Opt GAP 0.6363 0.6287 0.5388
Opt AP 0.6296 0.6217 0.5360

cision(10), Average Precision (AP), nDCG and nDCG(10)),
we used the original data set described in section 2 to train
the ranking function and measured the performance of the
obtained retrieval systems by all aforementioned measures.
When binary judgments were used our results suggested that
even if one is interested in user oriented metrics such as
PC(10) or nDCG(10) it is better to optimize for more infor-
mative metrics such as AP and nDCG. Further, optimizing
for AP appeared to lead to better results than optimizing
for nDCG [5]. Given that AP appeared the best metric to
optimize in the case of binary judgments and given that a
multi-graded measure can certainly hold more information
than a binary one, we extended the definition of AP to ac-
commodate multi-graded judgments [2]. Then we tested our
hypothesis by optimizing for nDCG, AP and Graded Aver-
age Precision (GAP). The results of our experiments can be
view in the table above and they suggest that GAP is indeed
the best measure to optimize for even when you care about
different measures.

5. CONCLUSIONS

When constructing training collections for learning to rank
with a limited budget researchers and practitioners face a
number of design question regarding how to distribute judg-
ments across query-document pairs and what metric to op-
timize for to obtain the best performing ranking function.
In our work we’ve shown than distributing budget across
a large number of queries with few judgments per query is
better than deeply judging a few queries. Further, we’ve
shown that the manner of selecting these few documents to
be judged per query makes a difference for most learning al-
gorithms. Finally, we’ve observed that learning algorithms
can make best use of these limited judgments when opti-
mized for an informative metric, with AP appearing to be
one of the most informative binary metrics. Motivated by
that, we’ve extended AP to graded judgments so we can fur-
ther increase the informativeness of the metric and improve
the effectiveness of the learning to rank algorithm.
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ABSTRACT

Our demo at DIR 2011 shows the benefits of fuzzy faceted
search. Fuzzy facets can be used to re-rank result sets with
vague predicates - not only to filter them with hard selection
criteria. This makes facets a better match with IR search
applications that are based on the ranking approach. First
class citizens in the score-based world, fuzzy facets can be
more powerful and useful tools to interactively improve re-
sults for an improved and more natural user experience.

Categories and Subject Descriptors

H.3.3 [INFORMATION STORAGE AND RETRIEVAL]:
Information Search and Retrieval

General Terms

Design, Experimentation

Keywords

DB and IR, probabilistic databases, fuzzy facets, probabilis-
tic relational algebra, search by strategy

1. INTRODUCTION

In recent years faceted search has become commodity in
search interfaces, and provides users with the ability to quickly
zoom in on result sets using various views on the data.
Faceted search is often used in IR-oriented search applica-
tions, but does not blend naturally rank-based approach.
Faceted search provides DB-style methods for filtering re-
sults, often ignoring the computed scores for the items in
the result set.

If facets were regarded as vague predicates, search inter-
faces could provide interactive refinement of query results,
without quickly running into database search issues such as
empty results or non-specific filter criteria. The proposed
demo shows a working implementation of fuzzy facets ap-
plied to the intellectual property domain with a real-life
sized data set.

The technology showed in this demo is particularly interest-
ing about two aspects: firstly, our approach towards flexible
and efficient query processing and facet computation; sec-
ondly, a novel novel user interaction is enabled, in which
an end-user can quickly refine her initial query using fuzzy
faceted search.

Flexible query processing is achieved by introducing a clear
separation of concerns in various layers of query formulation
(conceptual search strategy, probabilistic relational algebra,
SQL). Efficient execution of the automatically derived query
plans is achieved by using a next-generation column-oriented
database back-end.

When having such an efficient query processing back-end,
facet options can be computed on the fly and are not re-
stricted to pre-calculated bins, which in turn makes it pos-
sible to provide novel user interface elements.
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ABSTRACT
We introduce a news video tracking and browsing interface
“mediaWalker” that allows users to explore throughout a
news video archive by tracking news topics along a chrono-
logical semantic structure of news stories.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation (e.g., HCI)]:
User Interfaces

General Terms
Design

Keywords
News video, video archive, topic tracking, interface

1. INTRODUCTION
In the last ten years, we have been creating a news video

archive composed of more than 1,800 hours of video recorded
from a daily news show. In order to efficiently retrieve infor-
mation from such a large news video archive, analysis of the
chronological semantic structure of its contents is necessary.

We have previously proposed a method that retrieves the
chronological semantic structure; “topic thread structure”,
that originates from a specified news story and chains stories
on subsequent events on related news topics in the form of a
directed graph. This was done by measuring the relation of
news stories based on both text similarity and chronological
order. Details of the method could be found in [1].

∗This paper is a summarized version of papers [1, 2, 3].
†Currently staying at Univ. of Amsterdam.

Copyright is held by the author/owner(s).
DIR’2011, February 4, 2011, Amsterdam.
.

In this paper, we will introduce an interface “mediaWalker”
that allows users to browse throughout the archive by track-
ing news topics along the topic thread structure. We be-
lieve that such an interface facilitates the users to under-
stand news topics along the timeline, while it saves time
than browsing through a linear list of video clips on related
topics as in a traditional video retrieval interface.

2. THE MEDIAWALKER INTERFACE
We will briefly introduce the functions of the interface,

according to the search flow shown in Fig. 1.

2.1 Initial story listing
First, a user searches the initial story-in-focus, either from

a list of manually arranged set of stories, or by issuing a
query by combining keywords and dates (Fig. 1(a)).

2.2 Initial story selection
Next, a list of stories that match the criteria in the pre-

vious screen is listed. The list can be rotated, while video
clips corresponding to stories could be played. The user
then chooses one story, and selects to browse a topic thread
structure either towards the past (left) or the future (right),
originating from the story (Fig. 1(b)).

2.3 Topic tracking and browsing
Finally, video clips (stories) are placed as nodes on the

topic thread structure that originates from the story spec-
ified in the previous screen (Fig. 1(c)). Figure 2 shows an
example of topic tracking in the interface; The development
of news topics could be tracked by playing clip by clip along
the structure. The interface also shows the difference of key-
words between stories, to provide the users with information
for selecting the desired topic thread during the tracking.

In addition to the tracking function, the interface also
provides the following functions:

• Automatic playing and exporting
As shown in Fig. 3(a), when two stories are selected by
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(a) Initial story listing

→

(b) Initial story selection

→

(c) Topic tracking and browsing

Figure 1: Search flow in the mediaWalker interface.

↓

...

Figure 2: An example of topic tracking in the topic tracking
and browsing screen; Tracking stories (1), (2), (3), ...

checking a button at the corner of the video players,
the interface finds a path that connects them. The user
can then, let the interface automatically play along the
path, or export the list of stories along the path for
external use or post-processing.

• External link
As shown in Fig. 3(b), each story is linked to external
Web pages related to its contents. It is linked first
to Wikipedia articles, and then to other contents by
issuing queries based on the title of the articles. Details
on the linking method could be found in [3, 4].

3. CONCLUSIONS
We briefly introduced an interface that allows users to

track the development of news topics along the topic thread
structure. Future work includes story telling along the struc-
ture.

(a) Automatic playing and exporting
(b) External

links

Figure 3: Other functions in the topic tracking and browsing
interface.
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ABSTRACT

Children now encounter information technology in most en-

vironments (home, school, leisure) from the earliest of ages.

Whilst children naturally adapt to technology, it is less clear

whether technology is meeting their particular needs, specif-

ically in their quest for information. The PuppyIR Project

is working towards a better understanding of children as

information seekers, and incorporating this knowledge into

a common framework for building information services for

children. This paper reports the development of three pro-

totypes based upon the framework and its children-oriented

information processing components.

1. INTRODUCTION

Children naturally adapt to new technology in a way that

is often quite surprising to adults, but the question remains

whether services they use to find and access information are

appropriate for their needs. This question has prompted

research that investigates how children and adults are dif-

ferent (and similar) in their information seeking behaviour

[3], usability concerns across younger user groups [10], and

the implication of the different developmental stages that

children experience as they grow up [1]. It has been sug-

gested that a complete rethink is required in how services

incorporate support for the information needs of children [6],

and that some progress may be made by actually involving

children themselves within the design process [8].

In light of this, the main goal of the PuppyIR project
1

is

to design, develop and deliver an open source framework for

building information services specifically intended for chil-

dren. The project considers a wide range of service aspects,

including: the user interface and experience; information

processing of queries, query suggestions and results; and

providing access from different types of devices.

The framework has been designed using a prototype-driven

methodology. Three prototypes have been created that have

helped both guide framework development, and identify gaps

in current service provision. FiFi (Find and Filter), a topic-

based aggregator service for news and other interests, re-

vealed the limited amount of good quality information feeds

targeted at a younger audience; SeSu (Search and Suggest),

a visual search suggestion service to help build better queries;

1
www.puppyir.eu

Copyright is held by the author/owner(s).
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Figure 1: Screenshot of FiFi – Find and Filter

and JuSe (Junior Search), a completely visual search service.

Whilst the framework provides the means to create com-

plete services with relative ease, its component-based archi-

tecture allows new components to be developed indepen-

dently by third parties and integrated into a common plat-

form. This provides a wider benefit to the Interactive In-

formation Retrieval (IIR) community by allowing develop-

ments, such as a better form of query suggestion service, to

be rapidly integrated and evaluated within existing services.

2. PROTOTYPES

To assist with the design and development of the frame-

work, three prototype information services were created.

FiFi – Find and Filter: Information filtering for children,

based on their interests, has not been specifically studied

within the literature. However, it provides an opportunity

to investigate the information interests of children, whilst fa-

cilitating their information encountering [5]. For instance,

a child may have an ongoing interest in gossip surround-

ing High School Musical. A filtering service would be ideal

for meeting this information need, delivering fresh content

regularly, instead of favouring relevance.

FiFi was developed to support this use case. RSS feeds for

children on diverse topics (e.g. entertainment, news, science,

etc) were retrieved (from an manually curated list) and in-

dexed. The collection of articles can be searched by adding

topics to the user interface, which act as queries. Instead

of listing results (entries extracted from all feeds) based on

relevance, they are presented in reverse-chronological order,

however, relevance cues for the topic are preserved and in-

dicated by varying the text size of an entry’s title based on

its relevance score for that topic (see Fig. 1).
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Figure 2: Screenshot of SeSu – Search and Suggest

The development of FiFi required the integration of a lo-
cal search engine into the filtering service, but improving the
result presentation to make attractive and user friendly for
children. To separate the aspects of presentation and search,
a middleware component was developed to ensure that the
framework was not tied to a particular presentation method
or search engine technology, avoiding limitations in the flex-
ibility of the framework.

SeSu – Search and Suggest: Whilst FiFi provided a
novel means for children to encounter recently published
content aligned with their interests, it did not address a
key challenge faced by young information seekers: query
formulation [4]. It is well established that adults struggle
to adequately convey their information needs as a query,
but this struggle is worse for children who possess a smaller
vocabulary and limited cognitive development [9].

SeSu (Search and Suggest) was developed to provide query
assistance to children using query term and visual sugges-
tions. SeSu differs from FiFi by integrating an online search
service (provided by Yahoo), instead of a local search en-
gine. Figure 2 shows the user interface of SeSu. A panel
on the left-hand side contains the textual and visual sugges-
tions for the current query, whilst the search results fill the
central panel. The right-hand panel contains an experimen-
tal feature: a slider bar to control a suitability filter, which
moderates the displayed search results.

Building on the experience of developing FiFi, more atten-
tion was focused on improving the user interface in line with
the research [2, 7]. Beyond user interface improvements, a
suitability filter was developed to mitigate the risk of using
an external search service (despite using its safe mode, inap-
propriate content can still be found), whilst making it easier
to identify results based upon more positive features (i.e. a
page that was specifically designed for children).

JuSe – Junior Search: Search suggestion is a useful tech-
nique to assist children as they search. However, using text
based interfaces requires a certain level of dexterity and cog-
nitive ability, or at least the assistance of an adult. For the
final prototype, attention was focused on building an in-
formation service for children that required no query terms
whatsoever, relying instead upon a completely visual inter-
face. In effect, a service that very young children could make
use of to independently to encounter information without
assistance.

JuSe (Junior Search) presents the user with a central panel
of clip art images organised by category (see Fig. 3). Cat-
egories can be created on demand by supplying a category

Figure 3: Screenshot of JuSe – Junior Search

name, along with a list of associated keywords (e.g. Ani-

mals: Cat, Dog, Mouse). Images for each of the keywords
in a category are sourced from Google Image Search service,
selecting the top n clip art images per keyword. To further
assist the user, audio snippets of each image/keyword pair
are automatically generated, introducing an educational as-
pect to the service. One or more images can be dragged
from the central panel to the left panel, generating a query
from the associated keywords.
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We present Peilend.nl, a system for analysing Dutch-language

online news.

Essentially, Peilend.nl consists of three components:

• Data collection: the online news articles and users’ com-

ments on the articles (when available) are continuously tracked

using Ssscrape, an open source system for collecting dy-

namic online data
1
.

• Data processing: the collected data is indexed using Lucene
2

and is sent to Fietstas
3
, a text analysis web service, that per-

forms, in particular, extraction and resolution of named en-

tities; document processing results are available through a

REST web service.

• User interface provides functionality such as keyword search

and visualization of search results in terms of word and entity

clouds.

Peilend.nl provides feedback functionality: logged-in users can

correct system’s decisions, such as types of entities (person, organi-

zation, location), canonical names or URIs for entities. The system

uses such feedback to correct the display of the information, and

moreover, collects it for future use in retraining entity extractor and

resolver.

Peilend.nl is a demonstrator for the technology developed for the

online media analysis, where opinions towards entities and topics

are studied. Within this user scenario, we will demonstrate the use

of simple sentiment analysis techniques, based on hand-crafted and

automatically-derived polarity lexicons.

1http://ilps.science.uva.nl/resources/
ssscrape
2http://lucene.apache.org
3http://fietstas.science.uva.nl
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ABSTRACT 
In order to safeguard audiovisual heritage for future generations, 
large amounts of audiovisual content are being digitized. 
Unlocking the social and economic value of the collections 
requires the availability of metadata, preferably containing rich, 
fragment level annotations. Ideally, the content is linked to 
relevant contextual information sources as well. As available 
resources for manual annotation and contextualization are 
typically not in line with the quantities of digitized content, 
support from (semi) automatic annotation strategies and/or 
strategies that deploy crowdsourcing mechanisms, are widely 
investigated. This paper describes practical solutions that are 
developed at the Netherlands Institute for Sound and Vision in 
collaboration with academic partners in The Netherlands. 

Keywords 
Audiovisual archives; access; metadata; automatic annotation; 
crowdsourcing. 

1. INTRODUCTION 
Audiovisual archives are transforming from archives of analogue 
materials to very large stores of digital data. Audiovisual 
recordings preserve the history of the 20th Century: events and 
personalities can be seen and heard, having unique impact and 
meaning to all people. The exploitation model for this content -
unlocking the social and economic value of the collections- 
implies investments concentrated on both preservation and access. 
Hence, in the context of a large digitization program, such as the 
Images for the Future1 program at The Netherlands Institute for 
Sound and Vision (NISV), the study of access requirements of 
potential user groups plays an important role in the exploitation 
model.  
Although different types of end users have different backgrounds, 
different needs, different expectations and different goals, studies 
such as [1,2] focusing on transaction log analysis of broadcast 
professionals and multidisciplinary collaborations investigating 
requirements for oral historians [3], endorse the general 
impression that rich, fragment level annotations are becoming a 
prerequisite for successful exploitation of audiovisual collections.  
Moreover, in order to be able to link community knowledge (e.g., 
wiki) or multimedia context sources (e.g., broadcast websites) to 
archival content, anchor points -high level entities- need to be 
localized such as a particular person or place, a topic or event. 
As audiovisual archives are simply not capable to allocate 
resources for manual annotation and contextualization of today's 
quantities of digitized content in such levels of detail, support 
from (semi) automatic annotation strategies and/or strategies that 

                                                                 
1 http://beeldenvoordetoekomst.nl/en 

deploy crowdsourcing mechanisms, are widely investigated. An 
impressive set of methods and tools already exist and have proven 
their value in laboratory settings. However, in a more diversified, 
real world setting, scaling up and putting the complex pieces 
together remains a challenge. 
In this demonstration session, we showcase three practical 
annotation strategies: speech recognition, video concept labeling 
with users in the loop and a video labeling game. 

2. SPEECH RECOGNITION 
There is common agreement that deploying speech 

recognition technology for generating time-labeled annotations for 
audiovisual content based on the spoken words therein can be a 
useful strategy. However, success stories of the application of 
speech-based annotation for real world archives lag behind. After 
less successful attempts to use speech recognition technology for 
annotating highly heterogeneous historical data with low audio 
quality, NISV now focuses on automatic speech-based annotation 
strategies for Radio and content digitized in Images for the Future. 
Radio content is only sparsely annotated and as a consequence 
practically inaccessible in the archive. The speech application in 
the demonstration session shows the interface that is used by 
professional archivists within the archive to monitor transcription 
quality. This stems from the fact that task domains for speech 
recognition need to be selected carefully (and monitored). 

3. VIDEO CONCEPT LABELING 
This demonstration showcases video concept labeling and 
crowdsourcing using video footage of the Pinkpop rock festival 
that was digitized in the Images for the Future project [4]. The 
application is a real-world video search engine based on advanced 
multimedia retrieval technology, which allows for user-provided 
feedback to improve and extend automated content analysis 
results, and share video fragments. The main mode of user 
interaction with the video search engine is by means of a timeline-
based video player. The player enables users to watch and 
navigate through a single video concert. Little colored dots on the 
timeline mark the location of an interesting fragment 
corresponding to an automatically derived label. To inspect the 
label and the duration of the fragment, users simply move their 
mouse cursor over the colored dot. By clicking the dot, the player 
instantly starts the specific moment in the video. If needed, the 
user can manually select more concept labels in the panel on the 
left of the video player. If the timeline becomes too crowded as a 
result of multiple labels, the user may decide to zoom in on the 
timeline. Besides providing feedback on the automatically 
detected labels, we also allow our users to comment on the 
individual fragments, share the fragment through e-mail or 
Twitter, and embed the integrated video player, including the 
crowdsourcing mechanism, on different websites. 
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4. VIDEO LABELING GAME 
The third demonstration shows how engaging users in tagging 
videos through so called "games with a purpose" could work. 
"Waisda" is a multi-player video labeling game [5,6], launched in 
2009, where players describe video by entering tags. Players score 
points based on various temporal tag agreements. The underlying 
assumption is that tags are probably valid if they are entered 
independently by at least two players within a given time-frame. 
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ABSTRACT 
In this demo, we showcase Q-go Natural Language Search 
technology.   

Keywords 
Q-go, Natural Language Search, online customer service. 

1. INTRODUCTION 
Q-go’s online customer service is based on a sophisticated 
semantic and natural language search software. Q-go helps 
consumers find what they seek and achieve their goals on your 
website. We support organizations and help them cope with the 
following key issues. Q-go enables people to ask questions using 
their own words and language. The questions are analyzed both 
grammatically and semantically and a small set of relevant 
answers is returned within two clicks along with contextual 
services or offerings that can be easily read even on a mobile 
device. 

2. WEBSITE SEARCH SPECIFICITY 
2.1 Customer language  
Q-go enables consumers to ask questions on corporate webpages 
using their own words and language. Most search queries can be 
classified into three types: full sentences, telegram style and 
keywords. It is furthermore in the nature of webpage queries to 
contain typos as well as linguistic errors. A key requirement of Q-
go’s system is thus to be robust to customer query formulation. 

2.2 Customer facing 
One specific point concerning website search as well as customer 
self-care and support is its intertwinement with marketing and 
branding material. Quality and relevance of the answers are 
therefore central to the customer experience.  

In order to give the most relevant results in a controlled fashion 
Q-go has opted for an indirect construction where the central 
concept is that of a model question. In a nutshell, a model 
question represents an information need that is most often, though 
not necessarily, related to the webpage content.  

Q-go’s core natural language technology is thus not based on the 
indexing of the website’s content. 

3. Q-GO NATURAL LANGUAGE SEARCH 
3.1 Basic idea 
The system is thus based on the idea to find out which model 
questions match best a given customer query. In order to make 
optimal use of any lexical, syntactic, and semantic information 

available in a query, Q-go applies its proprietary natural language 
technology. 

3.2 Lexical analysis 
The first process of the linguistic analysis is lexical analysis. The 
customer query is tokenized and the resulting strings are looked 
up in Q-go’s dictionaries. Spelling correction is an integral part of 
this process. Because Q-go has historically been active on the 
Dutch, German as well as the Spanish market, compound analysis 
and clitic splits are also applied whenever possible. Multiword 
units and regular expressions are also analyzed. This is 
particularly relevant in the context of corporate webpage with 
product names or numbers. 

The end output of this process is a list of lemmatized lexical 
entries with their parts of speech. Synonyms like ‘ATM’ and 
‘Cash machine’ are retrieved by the system. The lexical entries 
returned also contain spelling corrected words. 

3.3 Syntactic analysis 
Based on the output of the lexical analysis and on Q-go’s 
grammar a syntactic analysis of the input query is built. This 
process is also tied up to the building of a semantic representation 
for the query. Q-go’s syntactic analysis is an adaptation of an 
Earley parser. The main deviation from a standard Earley parser 
comes from the fact that Q-go’s context-free grammar also codes 
semantic information together with its syntactic rules. The parser 
performs thus two tasks 1) building a parse tree and 2) building its 
associated semantic representation.  

As the input lexical entries for the parsing algorithm may contain 
spelling correction Q-go’s system can also correct real-words 
errors. The output of syntactic analysis is a structured 
representation containing merely lemmas. 

The basic idea of the system being of finding the best model 
question to answer a customer query it is only natural to analyze 
our model questions in the manner just described. We therefore 
end up  with having to compare the meaning representation of a 
user query with the meaning representations of the model 
questions. 

3.4 Matching 
Because the customers must be able to formulate their queries in 
their own words and language we must provide some flexibility to 
the matching. We cannot expect to match exactly lemmas from 
the customer query’s representation with lemmas of the model 
question’s representation.  To smooth this process Q-go uses 
hierarchical information. Connected lemmas, i.e. conceptually 
connected concepts, are matched at the cost of a penalty. 
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To further improve the flexibility and range of the matching Q-go 
also implements rules to automatically translate representations. 

The matching process outputs a ranked list of best matches of 
which the top best 5-7 matches are shown to the customer. 

3.5 Fallback mechanism 
Finally a keyword matching mechanism based on an index of the 
model questions is consistently used in parallel of the natural 
language technology.  

4. CONCLUSION 
Q-go provides a flexible and robust natural language search 
technology that enable companies to provide excellent search and 
support capabilities as well as the related sales opportunities. 

Finally Q-go supports research on ways to improve its core 
technology and functionalities with machine learning methods and 
continuously tries to improve customer usability with advanced 
interaction schemes. 
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ABSTRACT

We present the new Textkernel CV search application that
uses automatic information extraction of domain-specific se-
mantics for searching in a collection of unstructured CV
documents. The state-of-the-art user interface enables non-
expert users to effectively search and explore a set of CV’s
in order to quickly zoom in on the most relevant candidates.
The user interface provides faceted search, tag clouds, and
a simple means of constructing and manipulating complex
structured match profiles. The ranking makes use of CV-
specific knowledge such as career weighted relevance, and
synonyms for job titles, degrees and skills. Queries are auto-
matically interpreted with respect to the domain specific se-
mantics and the application aims to provide federated search
across multiple CV repositories.

1. INTRODUCTION

Recruiters need to search in large collections of CV’s (Cur-
riculum Vitae) for suitable candidates to find those with
the best possible match on a multitude of criteria, including
work experience, education, availability, location, seniority,
specific languages and computer skills. However, the perfect
candidate usually does not exist. CV search tasks therefore
often require to construct complex structured queries and
to find a set of best possible candidates ranked in order of
relevance. Some query terms are hard criteria, others are
important but not required, yet others are nice to have.
The candidate profiles are usually are present in recruit-
ment CRM systems or applicant tracking systems in the
form of unstructured CV documents. Since manual data
entry is often too time consuming, and structured search
would otherwise not be optimal, Textkernel has over the
past 10 years developed CV parsing software for many lan-
guages. CV parsing software automatically recognizes the
document structure and extracts information such as the
personal data of a candidate, language or computer skills,
and even derived information such as the total number of
work experience years. The demo shows that the automatic
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extraction, while not 100% perfect, provides a level of preci-
sion that offers a breakthrough in effective CV search with-
out any manual correction of the extracted data.

Our approach in building a usable semantic search appli-
cation for recruiters started out with the following design
goals:

(1) Recruiters are most often not information retrieval
experts. We need to provide a user-friendly interface that
allows non-expert users to issue complex queries intuitively;

(2) The relevance of the top candidates must be beyond
doubt. We must provide advanced relevance ranking using
state-of-the-art language models, document structure and
external domain-specific knowledge;

(3) Fast retrieval performance on large CV databases;
(4) Candidates must be searchable from the moment they

apply. This makes live indexing of new CV’s required;
(5) The right candidate is just as likely to be on LinkedIn

or Facebook as in the recruiters set of applicants. The ap-
plication should provide integrated searching in internal as
well as external (online) CV databases.

We focus in the reminder of the article on the first two
design goals, the search interface and strategies to improve
the ranking based on domain-specific knowledge.

2. USER INTERFACE

The search interface of our CV search application pro-
vides several means to construct queries and to tune and
manipulate them to further refine the results:
• facet browsing
• field-based tag-clouds
• “bread crumb”-like query overview
• controls to weight query parts
• robust powerful query language
The faceted search interface enables to explore the col-

lection and to drill down search results. We show aggre-
gated counts on facet items to guide the user when trying
to fine-tune the query results. The interface is highly con-
figurable and can show arbitrary numeric range and/or cat-
egory facets.

For fields containing short strings, not limited to a small
set of unique items, the interface offers to show tag-clouds
instead of static facets. Tag-clouds can visualize a larger
number of items than a common facet menu. They summa-
rize the characteristics of the current result set and provide
useful suggestions for query expansion. Instead of clicking
a tag-cloud term, we also allow the user to enter free terms
that are not shown in the cloud. This way users can easily
construct structured queries without an additional advanced
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search interface.
Moreover, we provide control both on facet and tag-cloud

selections to mark query parts as mandatory or desirable.
The latter will relax the specific query condition, allowing
to re-rank the result set by the facet selection instead of
filtering them.

Since queries often become complex during refinement, it
is helpful to provide an overview on all selected constraints
coming from the different interface elements. To this end,
we decided to show all currently selected query parts in the
style of bread crumbs. In contrast to the original bread
crumb idea, query selections are grouped according to fields
instead of presenting them as a search history in chronologi-
cal order. However, our bread crumbs still provide means to
control the entire query and to easily deselect specific query
parts. Bread crumbs also play a role in giving the user feed-
back about the system’s interpretation of natural language
queries, synonym expansions, etc.

Besides the graphical elements of the user interface, the
CV search also provides a robust and powerful query lan-
guage for expert users. The query language offers all con-
trols that can be selected by other interface elements and
even extends their power by offering proximity or weighting
features.

3. SEMANTIC RANKING STRATEGIES

The CV search application currently applies three strate-
gies to improve the ranking beyond standard language model
based full-text retrieval by using domain knowledge:
• synonym expansion
• automatic query field interpretation
• parametrized indexing
Synonym expansion exploits specially created thesauri on

e.g. job titles, or skills to expand the query. The employed
thesauri contain not only synonyms but also weights repre-
senting the relation strength between two expressions. The
weights are first used to determine which synonyms should
be used for query expansion, and secondly for weighting the
terms inside the expanded query.

If a user states a query such as “web developer london”,
we would like to automatically recognize that web developer
is a job description, whereas london refers to a city and
should be matched against the address of the candidate.
Using the same thesauri as employed for synonym expansion
we can automatically recognize job titles, skills or cities in
queries and assign those query parts to the corresponding
fields of the CV. The CV search clearly shows the advantage
of structured queries over simple full text queries. The above
full-text query would e.g. also match a candidate working
years ago in London for an internship. Since recognition in
queries and documents does not succeed in all cases we use
the full-text ranking as a fall-back strategy.

Special attention is given in our CV search to the ranking
of previous work experiences. The recognition of job titles
in the CV is not enough for effective ranking. A recruiter
would expect candidates with a longer or more recent work
experience to rank higher than other candidates that have
worked only briefly or years ago in the specified area. How-
ever, the statistical language model of a document does not
take into account the recency or duration of experiences.
Since our CV parsing engine can recognize work experiences
in the text as well as their corresponding begin and end
dates, we have all necessary input to modify the represen-

tations of term statistics used for relevance ranking before
indexing. Such parametrizable indexing shows to be quite
effective for experience ranking. It can also be useful for
ranking skills or education items of the CV, but following
different configurations for boosting term statistics in such
cases.

4. CONCLUSION

Our CV search application combines a number of state-of-
the-art search interface elements that enable users to effec-
tively search large databases of CVs. We also demonstrate
how to improve standard text ranking models by making
use of domain knowledge in form of specialized thesauri and
parametrized indexing strategies that capture our external
insight in the relative importance of different CV sections.
Current development focuses on more advanced query in-
terpretation and on integrating federated search in external
CV databases.
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A BST R A C T  
This demo paper describes the information retrieval system 
AquaBrowser, as developed by Serials Solutions Medialab.   

Categories and Subject Descriptors 
H3.3.3 [Information storage and retr ieval]: Information Search 
and Retrieval  Clustering, information filtering  

General T erms 
Algorithms, Design 

K eywords 
Information retrieval, search, text mining, word association, fuzzy 
search, clustering, relevance ranking, library 

1. IN T R O DU C T I O N 
The main challenge with searching library catalogs is a universal 
information retrieval challenge: how to understand what the user 
means. AquaBrowser combines several methods for query 
understanding by providing ways for the user to make clearer 
what is meant. According to user tests, this substantially improves 
search results. 

AquaBrowser is used by visitors of several hundreds of libraries 
worldwide to search through catalogs and external sources for 
books, articles and music. 

2. Q U E R Y UND E RST A NDIN G 
AquaBrowser starts by providing a search box in which the user 
enters a query. Next, the system provides a search result, based on 
relevance ranking, accompanied by visualizations of terms that 
provide the user with several ways to better indicate what to look 
for: facets, associations, spelling variations and synonyms. 

By clicking on these terms, new search results appear and the 
relevance ranking will take the indications into account. For 
example: search  and then click the right associated 
term to indicate the animal was meant, not the car brand. 

2.1 Conceptual grouping 
Words that can be associated with the search terms are shown in 
an interactive visual presentation of a graph  the so-called word 
cloud. These associations are based on a conceptual grouping 
algorithm[1] that has scanned reference documents to look at 
word co-occurrence, applying the necessary language handling 
such as stemming.  

2.2 Other search extensions 
The so-called facets that are presented with a search result refer to 
properties of the items in the catalog: year of publication, author, 
type of material, language, etc. By clicking these facets, the search 
is refined. 

The entire clicking behavior during the search session is used in 
the ranking to try to understand the direction the user wants to go 
with the search. The rich visual presentation of the suggestions 
encourages users to explore and discover more information. 

By offering social networking options, users can create personal 
profiles they can share with others, providing even more 
information that allows the system to better associate what people 
are interested in. 

 

 
 

F igure 1: AquaBrowser screenshot 
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ABSTRACT 
TermTreffer is an application for automatically extracting domain 
terms from documents. For extraction it uses a large variety of 
linguistic and statistical modules. On the one hand users can use 
standard configurations of these modules, but on the other hand, 
expert users can combine modules to create their own custom 
extraction pipelines.  

Apart from automatic term extraction, TermTreffer can also be 
used to browse, compare and edit (extracted) termbanks. It also 
contains functionality for exporting and importing termbanks to 
and from most common formats used for terminology.  

Keywords 
Term extraction, Dutch, terminology, computational linguistics, 
statistics, unithood, termhood 

1. DESCRIPTION 
Terminology is an important ingredient for language related 
software applications at governmental institutions and companies. 
For example, knowledge management, searching in text and 
speech, opinion mining, classification and improvement of 
communication. GridLine supports this kind of applications by 
using language technology for the Dutch language. It forms the 
basis for terminology extraction, term enrichment, automatic 
merging of termbanks, terminology management and 
standardization for writing assistance. 

Earlier this year, GridLine built an application called TermTreffer 
for the Nederlandse Taalunie. It enables organisations to keep full 
control of creating and maintaining lists of their specific 
terminology. With TermTreffer, users can easily create term lists 
based on their own documents, and their own organisation 
language. This is done by performing automatic term extraction 
using various linguistic and statistical algorithms. Apart from this, 
TermTreffer offers functionality for (semi)automatic merging of 
termbanks and term enrichment (= adding term properties). 

The extraction process starts with a number of linguistic 
processing steps which enrich the plain text and create an initial 
set of term candidates. Some examples of these linguistic modules 
are: Tokenizer, Lemmatizer, POS-tagger, Compound Splitter, 
Spellchecker, Chunker and Multi Word Unit Detector. These last 
two modules are able to make a first selection of term candidates, 
based on their syntactic profile. 

The terms extracted by the linguistic modules are then passed on 
to the statistical modules. These modules can be split up into two 
categories: Unithood and Termhood.  

Unithood modules are used to determine the strength of multi 
word terms. For example, the term “baseball bat” will have a high 
Unithood value because these words, in this order, have a strong 
connection. The term “big bat” on the other hand will have a low 
Unithood value because this combination of words is less 
common. TermTreffer offers a number of statistical evaluation 
methods for calculating Unithood values of term candidates and 
filtering out bad candidates. 

Termhood modules determine the measure in which a term is 
representative for a document collection, and thus for a domain. A 
commonly used method that TermTreffer offers is corpus 
comparison, in which term frequencies in the user’s documents 
are compared to their frequencies in a general corpus. Terms that 
have a significantly higher relative frequency in the user’s own 
documents are considered important term within the domain 
represented by these documents.  

Another Termhood method available in TermTreffer is called 
Distance Statistics. It calculates a Termhood value based on the 
assumption that important domain terms don’t occur evenly 
spread throughout document collections, but are concentrated in 
certain documents or paragraphs. Term candidates that occur 
regularly in all sections of the user’s texts get a low score, 
whereas term candidates that have a high frequency in a few 
passages get a high score. 

For unexperienced users, there is a one-click extraction option 
which uses the standard configuration of extraction modules. 
Expert users can fully configure their own extraction pipelines, 
including or excluding modules and setting module parameters. 
This distinction makes TermTreffer very usable for a wide variety 
of users. 

After extraction, users can manage and modify the resulting 
termbank as they wish. This view also shows linguistic properties 
of terms which were determined during extraction, like their 
lemma, their head (for compounds and multi word terms), their 
gender or their Part of Speech tag. Also, occurrences of terms in 
the text can be viewed as well as the different left and right 
contexts a term appears in and termbanks can be compared to 
other termbanks. 
Termbanks can be exported and imported to and from a variety of 
commonly used formats, enabling compatibility with other 
terminology software applications. 

2. DEMO 
The demo will consist of a live demonstration of the TermTreffer 
application, showing automatic extraction of terms from a text, 
ways in which extractions can be customized and functionality for 
analyzing and editing resulting termbanks. 
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ABSTRACT 
This paper presents eCare, a web-based dashboard for online 
reputation monitoring. eCare allows companies to monitor what is 
said online about their brands and products, to gauge the online 
sentiment, to identify the opinion leaders in the sector, and to find  
the sources where their brands and products are actively 
discussed.  
Categories and Subject Descriptors 
H.3.4 [Information Storage and Retrieval]: Systems and 
Software 

General Terms 
Algorithms, Experimentation, Verification. 

Keywords 
Online reputation management, Sentiment analysis, Web crawling  

1. INTRODUCTION 
People are influenced by their peers. Recommendations from 
friends, family and colleagues are an important factor in deciding 
where to eat, what places to visit, which movies to see and what to 
buy. We get spontaneous, unsolicited advice from people around 
us all the time; often we trust the information and act on it. In fact, 
word of mouth is one of the most important factors in consumers’ 
behavior. When consumers are asked which forms of 
advertisement they trust most, recommendations from other users 
and opinions posted online are amongst the top answers [1].  
Traditionally, word of mouth has been limited to face-to-face, 
spoken communication, but today, online forms of 
communication have become equally important. Blogs, forums 
and social media (Twitter, Hyves, Facebook, etc.) support word of 
mouth product recommendation and become more and more 
important to determine consumer’s behaviour. This demo shows 
eCare, Teezir’s online sentiment monitoring dashboard [2]. eCare 
is a flexible tool to monitor the online communication around 
brands, products and topics. This paper describes the underlying 
technology. 

2. eCare Technology 
Two important aspects of eCare as an online reputation 
monitoring tool are the flexibility of the tool and the quality of the 
results. Since eCare’s data collection is not centred on pre-defined 
search terms, users are free to query for their own topics. This 
way, even new users have instant access to a wealth of historic 
information that has been collected over the years. Moreover, 
users can construct their own dashboards choosing from a variety 
of result presentations.  

2.1 Crawling 
The content in eCare is collected by continuously monitoring a 
fixed set of the most important blogs, forums, news sites and 
social media platforms in the Dutch language domain. Specific 
crawlers have been trained to recognize the patterns of the various 
source types (news, blogs, and forums). Based on a small set of 
training examples, the crawlers have learned the characteristics of 
the links to follow and the content elements to store. This way 
content can be extracted cleanly from both known and new 
sources: individual posts and their metadata are collected while 
menu structures, advertisements and other distractors that may be 
present on a webpage are ignored. Additional content is collected 
from RSS feeds and social media APIs. 
While the set of sources monitored for eCare is not the complete 
Dutch internet, the carefully selected set provides a good picture 
of the topics that are discussed online and of the corresponding 
sentiments. Still, in some cases it is useful to know whether more 
discussion takes place outside these sources or whether important 
sources are missing. To identify these blind spots, eCare makes 
use of external search engine APIs. A change in the volume of 
relevant content for a specific site can lead to further study of the 
site by the eCare user, or eventually to adding this site to the set of 
monitored sources from which clean content is collected.  

2.2 Sentiment Analysis 
All collected content is automatically analysed to determine the 
predominant sentiment in the document. The main sentiment 
expressed in a document is formed by the words and sentences of 
the document. Based on lists of terms that are known to have a 
clear positive or negative connotation, the overall sentiment of 
phrases, sentences and documents is determined. We use part of 
speech tagging to take the context of a term into account. For 
example, the term sound can be opinionating or neutral depending 
on its context. Compare for example the following phrases: “their 
judgment is always sound”, “…with sound foundations”, “I have 
a 16bit sound card…” The first two are clear positive statements, 
the last is neutral.  
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Context is also analysed for modifiers that strengthen, weaken or 
reverse the sentiment of a phrase. This way we can deal with 
negations and subtleties like “…the mouse itself is not exactly 
ergonomically shaped…”, “…simple, but somewhat awkward…” 
and “…extremely solid and easy to use…”. The final sentiment 
expressed in a document is a function of the weights of the 
document’s opinionating expressions. 
The base list of positive and negative sentiment terms originates 
from the Instituut voor de Nederlandse Lexicografie. This list is 
constantly adapted to the language encountered in our data 
sources. In regular tuning sessions we manually adapt and extend 
the lists to keep up with the evolving language use in social media 
and other online sources. 

2.3 Index 
To efficiently combine relevance and sentiment scores, we 
developed our own inverted-file based indexing structures. These 
indexes contain the collected content, their metadata and the 
computed sentiment scores.  
Adding newly collected content and searching previously indexed 
content happens on the same files. This way there is no need to 
swap indexes to be able to access new data. Newly added data is 
initially kept in memory and only committed to the on-disk 
indexing structures later. A carefully designed recovery process is 
in-place to be able to reconstruct the non-committed indexing data 
when something goes wrong during the indexing process. 
The eCare indexing structures are designed for efficient 
computation of both relevance and sentiment scores. We need to 
be able to efficiently rank documents on either of these scores. At 
the same time computing aggregate volume, sentiment and 
relevance scores for sets of documents should be efficient.  

2.4 Dashboard 
eCare allows its users to slice and dice the collected content, and 
learn what people say, either at the very aggregated level: “What 
is the share of positive versus negative views about our new 
product?”, or at the very detailed level: “Which sources reflect 
this negative sentiment, and what exactly are people saying?”. 
Choosing from a range of available widgets, users can compose 
their own dashboards and share them with team members. 
A query can be formulated using terms, phrases and Boolean 
operators. On top of that, filters can be applied to zoom in on 
specific timeframes, sources or authors. The available views of 
the data include the following: 

• Document results: a relevance ranking of the matching 
documents 

• Sentiment overview:  an indication of the overall 
sentiment in the matching documents 

• Timeline: showing the development of volume and 
sentiment over time (Figure 1) 

• Related terms: showing the most distinguishing terms in 
the matching documents as well as whether they appear 
mostly in positive or negative documents (Figure 2) 

• A breakdown of volume and sentiment by source type 
(news/blogs/forums/etc.), by individual source or by 
author 

eCare sends email alerts when the sentiment drops below a user-
defined threshold. Users can export results to further analyse or 
combine with external data. Finally, users can directly engage 

with the authors of blog or forum posts and administer these 
actions in the eCare dashboards. 
 

 
Figure 1 - Timeline comparing the volume of results for Ziggo 
and KPN between January and November 2010 
 

 
Figure 2- Term cloud showing the most distinguishing terms 
in the context of Ziggo, including the context in which they 
appear (green for positive, red for negative) 
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