UNIVERSITY OF AMSTERDAM
X

UvA-DARE (Digital Academic Repository)

A layer correlation technique for pion energy calibration at the 2004 ATLAS
Combined Beam Test

Abat, E.; et al., [Unknown]; Ferrari, P.; Gorfine, G.; Hulsbergen, W.; Liebig, W.

DOI
10.1088/1748-0221/6/06/P06001

Publication date
2011

Document Version
Final published version

Published in
Journal of Instrumentation

Link to publication

Citation for published version (APA):

Abat, E., et al., U., Ferrari, P., Gorfine, G., Hulsbergen, W., & Liebig, W. (2011). A layer
correlation technique for pion energy calibration at the 2004 ATLAS Combined Beam Test.
Journal of Instrumentation, 6(6), [PO6001]. https://doi.org/10.1088/1748-0221/6/06/P06001

General rights

It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations

If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

UVA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)

Download date:09 Mar 2023


https://doi.org/10.1088/1748-0221/6/06/P06001
https://dare.uva.nl/personal/pure/en/publications/a-layer-correlation-technique-for-pion-energy-calibration-at-the-2004-atlas-combined-beam-test(e17fd31d-1be0-4aa7-a021-7cd8baf5e05c).html
https://doi.org/10.1088/1748-0221/6/06/P06001

IOPSClence iopscience.iop.org

Home Search Collections Journals About Contactus My IOPscience

A layer correlation technique for pion energy calibration at the 2004 ATLAS Combined Beam

Test

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2011 JINST 6 P06001
(http://iopscience.iop.org/1748-0221/6/06/P06001)

View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 145.18.109.227
The article was downloaded on 23/04/2012 at 10:00

Please note that terms and conditions apply.



http://iopscience.iop.org/page/terms
http://iopscience.iop.org/1748-0221/6/06
http://iopscience.iop.org/1748-0221
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience

’ inst PUBLISHED BY IOP PUBLISHING FORSISSA

RecCEIVED: December 20, 2010
REVISED: February 8, 2011
ACCEPTED May 12, 2011
PuBLISHED: June 1, 2011

A layer correlation technique for pion energy
calibration at the 2004 ATLAS Combined Beam Test

E. Abat , %1 J.M. Abdallah,  T.N. Addy, 2 P. Adragna, °¢ M. Aharrouche, "2

A. Ahmad, ™2 T.P.A. Akesson, & M. Aleksa, S C. Alexa, " K. Anderson, !

A. Andreazza, "¢Pf F. Anghinolfi, S A. Antonaki, € G. Arabidze, € E. Arik, ¥ T. Atkinson, Pd
J. Baines, ¢f O.K. Baker, 99 D. Banfi, eP S. Baron, S A.J. Barr, * R. Beccherle, 2

H.P. Beck,' B. Belhorma, 2% P.J. Bell, ®3 D. Benchekroun, 9 D.P. Benjamin, 2

K. Benslama, ° E. Bergeaas Kuutmann, °P*J. Bernabeu, “H. Bertelsen, v S. Binet, P
C. Biscarat, 24 V. Boldea, " V.G. Bondarenko, °* M. Boonekamp, ¢/ M. Bosman,

C. Bourdarios, P9 Z. Broklova, €@ D. Burckhart Chromek, S V. Bychkov, 2"J. Callahan, &
D. Calvet, ! M. Canneri, ™ M. Capeéans Garrido, $ M. Caprini, " L. Cardiel Sas, S T. Carli,
L. Carminati, PePf 3. Carvalho, P?Y M. Cascella, ™ M.V. Castillo, ¢ A. Catinaccio, S

D. Cauz, 2% D. Cavalli, P® M. Cavalli Sforza, f V. Cavasinni, ®¥ S.A. Cetin, ¥ H. Chen, |

R. Cherkaoui, °@ L. Chevalier, ¢ F. Chevallier, 2 S. Chouridou, ®* M. Ciobotaru, ¢

M. Citterio, P A. Clark, 2 B. Cleland, ® M. Cobal, 2 E. Cogneras, ' P. Conde Muino,
M. Consonni, Pebf S Constantinescu, " T. Cornelissen, $° S. Correard, ¥ A. Corso
Radu, S G. Costa, P M.J. Costa, 2 D. Costanzo, © S. Cuneo, 2 P. Cwetanski, &

D. Da Silva, " M. Dam, M. Dameri, 2 H.O. Danielsson, $ D. Dannheim, S G. Darbo, 2|

T. Davidek, ©@ K. De,9 P.O. Defay," B. Dekhissi, 2 J. Del Peso, ® T. Del Prete, ™V

M. Delmastro, S F. Derue, 2 L. Di Ciaccio, & B. Di Girolamo, $S. Dita," F. Dittus, S

F. Djama, " T. Djobava, s D. Dobos, 226 M. Dobson, S B.A. Dolgoshein, °¢ A. Dotti, ¥

G. Drake,P Z. Drasal, °@ N. Dressnandt, PY C. Driouchi, ¥ J. Drohan, ¥ W.L. Ebenstein, &
P. Eerola, ®7 |. Efthymiopoulos, S K. Egorov, & T.F. Eifert, S K. Einsweiler, "

M. El Kacimi, M. Elsing, $ D. Emelyanov, ¢"8 C. Escobar, ¢ A.l. Etienvre, ¢ A. Fabich, $

1Deceased.

2Now at SUNY, Stony Brook, U.S.A.

3Now at Université de Genéve, Switzerland.

4Now at DESY, Zeuthen, Germany.

SNow at INFN Genova and Universita di Genova, Italy.

6Now at CERN.

“Now at University of Helsinki, Finland.

8Now at Joint Institute for Nuclear Research, Dubna, Russia.

(© 2011 CERN for the benefit of the ATLAS collaboration, pub&ighunder license by IOP Publishing Ltd and

SISSA. Content may be used under the terms of the Creativer@mmAttribution-Non-Commercial-ShareAlike dOIlO1088/1748-0221/6/06/P06001

3.0 license. Any further distribution of this work must m@im attribution to the author(s) and the published
article’s title, journal citation and DOI.


http://dx.doi.org/10.1088/1748-0221/6/06/P06001

K. Facius, ¥ A.l. Fakhr-Edine, © M. Fanti, Pebf A. Farbin, ¢ P. Farthouat, S

D. Fassouliotis, € L. Fayard, 4 R. Febbraro, ! O.L. Fedin, ® A. Fenyuk, °

D. Fergusson, " P. Ferrari, 3° R. Ferrari, ™ B.C. Ferreira, " A. Ferrer, % D. Ferrere, 2
G. Filippini, Y T. Flick, 9¢ D. Fournier, °@ P. Francavilla, ® D. Francis, $ R. Froeschl,

D. Froidevaux, SE. Fullana, ? S. Gadomski, 2 G. Gagliardi, 2 P. Gagnon, @ M. Gallas, $
B.J. Gallop, ¢ S. Gameiro, $ K.K. Gan, P R. Garcia, 2 C. Garcia, °* |.L. Gavrilenko, ®!
C. Gemme, 2l P. Gerlach, 9¢ N. Ghodbane, Y V. Giakoumopoulou, © V. Giangiobbe, ?"
N. Giokaris, € G. Glonti, 2" T. Goettfert, ™ T. Golling, ™19 N. Gollub, $ A. Gomes, a-auby
M.D. Gomez,2¢ S. Gonzalez-Sevilla, %11 M.J. Goodrick, " G. Gorfine, P° B. Gorini, S

D. Goujdami, ° K-J. Grahn, 2412 P, Grenier, “12 N. Grigalashvili, 2" Y. Grishkevich,

J. Grosse-Knetter, 14 M. Gruwe, S C. Guicheney, ! A. Gupta, ! C. Haeberli,

R. Haertel, ™15 7. Hajduk, Y H. Hakobyan, 9¢ M. Hance, " J.D. Hansen, v P.H. Hansen, v
K. Hara,“ A. Harvey Jr., 2 R.J. Hawkings, S F.E.W. Heinemann, S A. Henriques
Correia, S T. Henss, 9¢ L. Hervas, S E. Higon,  J.C. Hill, " J. Hoffman, % J.Y. Hostachy, a¥
. Hruska, ¢@ F. Hubaut, " F. Huegging, ' W. Hulsbergen, $1® M. Hurwitz, !

L. Iconomidou-Fayard, P9 E. Jansen, °€ 1. Jen-La Plante, ! P.D.C. Johansson, ©

K. Jon-And, °P M. Joos, 8 S. Jorgensen, f J. Joseph, " A. Kaczmarska, ¥ M. Kado, P
A. Karyukhin, ¢ M. Kataoka, S8 F. Kayumov, P! A. Kazarov, ? P.T. Keener, 2!

G.D. Kekelidze, 2" N. Kerschen, © S. Kersten, 9¢ A. Khomich, °¢ G. Khoriauli, @

E. Khramov, 2" A. Khristachev, ' J. Khubua, 2" T.H. Kittelmann, %“1° R. Klingenberg, 22
E.B. Klinkby, 2° P. Kodys, @ T. Koffas, $ S. Kolos, ¢ S.P. Konovalov, P

N. Konstantinidis, ¥ S. Kopikov, 1. Korolkov, f V. Kostyukhin, 2120 S, Kovalenko,
T.Z. Kowalski, * K. Kriiger, $21 V. Kramarenko, ?' L.G. Kudin, ®" Y. Kulchitsky, ®

C. Lacasta, ®R. Lafaye, & B. Laforge, & W. Lampl, ¢ F. Lanni, | S. Laplace, @ T. Lari, "®
A-C. Le Bihan, 522 M. Lechowski, P9 F. Ledroit-Guillon, @¥ G. Lehmann, S R. Leitner, @
D. Lelas, " C.G. Lester, " Z. Liang, ? P. Lichard, S W. Liebig, °° A. Lipniacka, 9

M. Lokajicek, °Z L. Louchard, Y K.F. Lourerio, PP A. Lucotte, @ F. Luehring, &

B. Lund-Jensen, 29 B. Lundberg, & H. Ma,! R. Mackeprang, ¥ A. Maio, a-:24by

9Now at Nikhef National Institute for Subatomic Physics, Aerdam, Netherlands.
10Now at Yale University, New Haven, U.S.A.

INow at Université de Genéve, Switzerland.

2Corresponding author.

13Now at SLAC, Stanford, U.S.A.

1Now at Georg-August-Universitat, Gottingen, Germany.

I5Now at Versicherungskammer Bayern, Munich, Germany.

18Now at Nikhef National Institute for Subatomic Physics, Aetdam, Netherlands.
17Now at Université Pierre et Marie Curie (Paris 6) and UrsiterDenis Diderot (Paris-7), France.
18Now at Laboratoire de Physique de Particules (LAPP), Andegyieux, France.
I9Now at University of Pittsburgh, U.S.A.
2ONow at Physikalisches Institut der Universitat Bonn, Gang
2INow at Universitat Heidelberg, Germany.
22Now at IPHC, Université de Strasbourg, CNRS/IN2P3, Swasty France.



V.P. Maleev,? F. Malek, 2" L. Mandelli, "¢ J. Maneira, ® M. Mangin-Brinet, 2623

A. Manousakis, © L. Mapelli, S C. Marques, ®Y S.Marti i Garcia, % F. Martin, 2!

M. Mathes,' M. Mazzanti, ¢ K.W. McFarlane, 2 R. McPherson, 92 G. Mchedlidze, ©S

S. Mehlhase, 2" C. Meirosu, $ Z. Meng, ® C. Meroni, °¢ V. Mialkovski, 2" B. Mikulec, 2624
D. Milstead, P I. Minashvili, 2" B. Mindur, * V.A. Mitsou, ® S. Moed, 2825 E. Monnier, ¥
G. Moorhead, P P, Morettini, 2 S.V. Morozov, ° M. Mosidze, °¢ S.V. Mouraviev, °I
E.W.J. Moyse, S A. Munar, ® A. Myagkov, ¢ A.V. Nadtochi, ® K. Nakamura, €426

P. Nechaeva, 227 A. Negri, ™ S. Nemecek, P2 M. Nessi, $ S.Y. Nesterov, v

F.M. Newcomer, PU . Nikitine, ® K. Nikolaev, @ I. Nikolic-Audit, & H. Ogren,® S.H. Oh,a°
S.B. Oleshko, ®" J. Olszowska, Y A. Onofre, P9% C. Padilla Aranda, S S. Paganis, ©

D. Pallin, Y D. Pantea," V. Paolone, ™ F. Parodi, 2 J. Parsons, " S. Parzhitskiy, 2"

E. Pasqualucci, & S.M. Passmored, S J. Pater, °° S. Patrichev, ® M. Peez,22 V. Perez
Reale,P" L. Perini, &P V.D. Peshekhonov, 2" J. Petersen, S T.C. Petersen, v R. Petti, 1:28
P.W. Phillips, ¢f J. Pina, 2:a4by B, Pinto, ® F. Podlyski, " L. Poggioli, "4 A. Poppleton, S
J. Poveda, 9° P. Pralavorio, W L. Pribyl, S M.J. Price, S D. Prieur, ¢ C. Puigdengoles, f
P. Puzo,P@ 0. Rghne,” F. Ragusa, "ePf S. Rajagopalan, | K. Reeves, 929 |, Reisinger, 2@
C. Rembser, S P.A.Bruckman de Renstrom, °SP. Reznicek, @ M. Ridel, ' P. Risso0, 2

l. Riu,2830 D, Robinson, " C. Roda,®" S. Roe,s O. Rohne, P A. Romaniouk, K

D. Rousseau, @ A. Rozanov, W A. Ruiz, ® N. Rusakovich, 2" D. Rust, 2 Y.F. Ryabov, ?Y
V. Ryjov, $ O. Salto, f B. Salvachua, P A. Salzburger, @31 H. Sandaker, ¢

C. Santamarina Rios, S L. Santi, 2 C. Santoni, Y J.G. Saraiva, a-24by F, Sarri, oW

G. Sauvage,® L.P. Says, Y M. Schaefer, 2V V.A. Schegelsky, ®' C. Schiavi, 2]

J. Schieck, ™ G. Schlager, S J. Schlereth, ? C. Schmitt, 2 J. Schultes, 9¢

P. Schwemling, & J. Schwindling, ¢ J.M. Seixas, " D.M. Seliverstov, P L. Serin, bd

A. Sfyrla, 232 N. Shalanda, °" C. Shaw, 2! T. Shin, 29 A. Shmeleva, I J. Silva, %Y

S. Simion, 4 M. Simonyan, 2 J.E. Sloper, $ S.Yu. Smirnov, °K L. Smirnova, !

C. Solans, ¢ A. Solodkov, °® O. Solovianov, P I. Soloviev, ?¥ V.V. Sosnovtsey,

F. Spano, P. Speckmayer, $S. Stancu, ¢ R. Stanek, P E. Starchenko,

A. Straessner, 2 S.1. Suchkov, Pk M. Suk, @ R. Szczygiel, * F. Tarrade, | F. Tartarelli, °¢
P. Tas,®@Y. Tayalati, Y F. Tegenfeldt, @™ R. Teuscher, & M. Thioye, °@ V.O. Tikhomirov, P!
C.J.W.P. Timmermans, ¢ S. Tisserant, ¥ B. Toczek, * L. Tremblet, S C. Troncon, P¢

23Now at Laboratoire de Physique Subatomique et de Cosmoi§RS/IN2P3, Grenoble, France.
24Now at CERN.

25Now at Harvard University, Cambridge, U.S.A.

26Now at ICEPP, Tokyo, Japan.

2"Now at P.N. Lebedev Institute of Physics, Moscow, Russia.

28Now at University of South Carolina, Columbia, U.S.A.

29Now at UT Dallas.

30Now at IFAE, Barcelona, Spain.

3INow at CERN.

32Now at CERN.



P. Tsiareshka, ' M. Tyndel, ¢f M. Karagoez Unel, ®$ G. Unal,$ G. Unel,® G. Usai,!

R. Van Berg, PY A. Valero, ¢ S. Valkar, © J.A. Valls, ¢ W. Vandelli, $ F. Vannucci, 2

A. Vartapetian, 9 V.I. Vassilakopoulos, 29 L. Vasilyeva, ®I F. Vazeille, Y F. Vernocchi, 2!
Y. Vetter-Cole, Z I. Vichou, % V. Vinogradov, 2" J. Virzi, " I. Vivarelli, ®¥ J.B.de. Vivie, %33
M. Volpi, T T. Vu Anh, 2834 C. Wang, 2 M. Warren, ¥ J. Weber, 3 M. Weber, ¢f

A.R. Weidberg, sJ. Weingarten, '35 P.S. Wells, S P. Werner, $ S. Wheeler, 2

M. Wiessmann, P™H. Wilkens, S H.H. Williams, ®" I. Wingerter-Seez, & Y. Yasu, 2P

A. Zaitsev, ®® A. Zenin, ° T. Zenis, ™ Z. Zenonos, " H. Zhang, ¥ A. Zhelezko %

and N. Zhou ™"

aUniversity of Alberta, Department of Physics, Centre fortleéee Physics, Edmonton , AB T6G 2G7,
Canada

bArgonne National Laboratory, High Energy Physics Divisi®00 S. Cass Avenue, Argonne IL 60439,
U.S.A.

CUniversity of Arizona, Department of Physics, Tucson, AZ85U.S.A.

dUniversity of Texas at Arlington, Department of Physicsx B8059, Arlington, TX 76019, U.S.A.

€University of Athens, Nuclear & Particle Physics DepartingiPhysics, Panepistimiopouli Zografou, GR
15771 Athens, Greece

fInstitut de Fisica d’Altes Energies, IFAE, Universitat Aubma de Barcelona, Edifici Cn, ES - 08193
Bellaterra (Barcelona) Spain

9University of Bergen, Department for Physics and Technglafiegaten 55, NO - 5007 Bergen, Norway

hLawrence Berkeley National Laboratory and University ofifdania, Physics Division, MS50B-6227, 1
Cyclotron Road, Berkeley, CA 94720, U.S.A.

'University of Bern, Laboratory for High Energy Physics, I8idtrasse 5, CH - 3012 Bern, Switzerland

IBrookhaven National Laboratory, Physics Department, BBIDA, Upton, NY 11973, U.S.A.

KBogazici University, Faculty of Sciences, Department ofdits, TR - 80815 Bebek-Istanbul, Turkey
'Physikalisches Institut der UniveraitBonn, Nussallee 12, D - 53115 Bonn, Germany

MComenius University, Faculty of Mathematics Physics & imfatics, Mlynska dolina F2, SK - 84248
Bratislava, Slovak Republic

"National Institute of Physics and Nuclear Engineering (Barest -IFIN-HH), P.O. Box MG-6, R-077125
Bucharest, Romania

%Universie Cadi Ayyad, Marrakech, Morocco

PDepartment of Physics, University of Coimbra, P-3004-5bé1hra, Portugal

dUniversie Hassan Il, Facult des Sciences Ain Chock, B.P. 5366, MA - Casablanca, Morocco
"Cavendish Laboratory, University of Cambridge, J.J. Thomévenue, Cambridge CB3 OHE, United
Kingdom

SEuropean Laboratory for Particle Physics CERN, CH-1211 8en23, Switzerland

tUniversity of Chicago, Enrico Fermi Institute, 5640 S. &Wvenue, Chicago, IL 60637, U.S.A.

YLaboratoire de Physique Corpusculaire (LPC), IN2P3-CNB&yersi€ Blaise-Pascal Clermont-Ferrand,
FR - 63177 Aubiere , France

YNiels Bohr Institute, University of Copenhagen, BlegdaV, DK - 2100 Kobenhavn 0, Denmark

33Now at LAL-Orsay, France.
34Now at Universitat Mainz, Mainz, Germany.
35Now at Georg-August-Universitat, Gottingen, Germany.



“Universié Mediterraree, Centre de Physique des Particules de Marseille, CNRBBNF-13288 Mar-
seille, France

*Faculty of Physics and Applied Computer Science of the AGiNedsity of Science and Technology,
(FPACS, AGH-UST) al. Mickiewicza 30, PL-30059 Cracow, Rdla

YThe Henryk Niewodniczanski Institute of Nuclear PhysiolisR Academy of Sciences, ul. Radzikowskiego
152, PL - 31342 Krakow Poland

ZSouthern Methodist University, Physics Department, 10@dFen Science Building, Dallas, TX 75275-
0175, U.S.A.

a8Universitit Dortmund, Experimentelle Physik 1V, DE - 44221 DortmuBdrmany

abTechnical University Dresden, InstitiitfKern- und Teilchenphysik, Zellescher Weg 19, D-0106%@ea,
Germany

aDuke University, Department of Physics Durham, NC 27708, A.

adcentre de Calcul CNRS/IN2P3, Lyon, France

aUniversie de Gemve, Section de Physique, 24 rue Ernest Ansermet, CH - 1248v&d, Switzerland

afyniversity of Glasgow, Department of Physics and Astrondsy- Glasgow G12 8QQ, U.K.

aHampton University, Department of Physics, Hampton, VA6336).S.A.

ah|nstitute of Physics, Humboldt University, Berlin, Newgtiasse 15, D-12489 Berlin, Germany

al|ndiana University, Department of Physics, Swain Hall Wiist, Bloomington, IN 47405-7105, U.S.A.

alINFN Genova and Universitdi Genova, Dipartimento di Fisica, via Dodecaneso 33, 15146 Genova,
Italy

aKINFN Gruppo Collegato di Udine and Univeraitli Udine, Dipartimento di Fisica, via delle Scienze 208,
IT - 33100 Udine; INFN Gruppo Collegato di Udine and ICTP,dta Costiera 11, IT - 34014 Trieste,
Italy

al|nstitut fur Astro- und Teilchenphysik, Technikerstrasse 25, A - 86@8bruck, Austria

aMowa State University, Department of Physics and Astrondxmes High Energy Physics Group, Ames,
IA 50011-3160, U.S.A.

anJjoint Institute for Nuclear Research, JINR Dubna, RU - 140 B®scow Region, Russia

a0%|nstitut fur Prozessdatenverarbeitung und Elektronik, Karlsruhsstitut fir Technologie, Campus Nord,
Hermann-v.Helmholtz-Platz 1, D-76344 Eggenstein-Ledgiwdfen

aPKEK, High Energy Accelerator Research Organization, 1-loQfsukuba-shi, Ibaraki-ken 305-0801,
Japan

80Royal Institute of Technology (KTH), Physics Departmeit; $06 91 Stockholm, Sweden

a'l_aboratoire de Physique de Particules (LAPP), Univérsite Savoie, CNRS/IN2P3, Annecy-le-Vieux
Cedex, France

aS_aboratoire de Physique de Particules (LAPP), Univérsite Savoie, CNRS/IN2P3, Annecy-le-Vieux
Cedex, France and UniveréitCadi Ayyad , Marrakech, Morocco

alDepartamento de Fisica, Faculdade deé@cias, Universidade de Lisboa, P-1749-016 Lisboa, Pattug

auCentro de Fsica Nuclear da Universidade de Lisboa, P-1649-003 Lislreatugal

a&Universi€ Pierre et Marie Curie (Paris 6) and UnivergiDenis Diderot (Paris-7), Laboratoire de Physique
Nuclkaire et de Hautes Energies, CNRS/IN2P3, Tour 33 4 placeeilysBR - 75252 Paris Cedex 05,
France

aWL_aboratoire de Physique Subatomique et de Cosmologie GNRS3, Universié Joseph Fourier INPG,
53 avenue des Martyrs, FR - 38026 Grenoble Cedex, France

aX|_aboratoire de Physique HBorique et de Physique des Particules, Univérsiiohammed Premier, Oujda,
Morocco



& unds universitet, Naturvetenskapliga fakulteten, Fgsiastitutionen, Box 118, SE - 221 00, Lund, Swe-
den

aUniversidad Autonoma de Madrid, Facultad de Ciencias, Depaento de Fisica Teorica, ES - 28049
Madrid, Spain

bayniversitait Mainz, Institut fir Physik, Staudinger Weg 7, DE 55099, Germany

bbSchool of Physics and Astronomy, University of Manchestér Manchester M13 9PL, United Kingdom

beyniversitit Mannheim, Lehrstuhlif Informatik V, B6, 23-29, DE - 68131 Mannheim, Germany

bdSchool of Physics, University of Melbourne, AU - ParkvilGteria 3010, Australia

beINFN Sezione di Milano, via Celoria 16, IT - 20133 Milano, lita

bfUniversitx di Milano , Dipartimento di Fisica, via Celoria 16, IT - 2033Milano, Italy

bdpepartamento de Fisica, Universidade do Minho, P-4710-B&ga, Portugal

bhg |. Stepanov Institute of Physics, National Academy ofréeis of Belarus, Independence Avenue 68,
Minsk 220072, Republic of Belarus

big.I. Stepanov Institute of Physics, National Academy dér®eis of Belarus, Independence Avenue 68,
Minsk 220072, Republic of Belarus and Joint Institute focldar Research, JINR Dubna, RU - 141 980
Moscow Region, Russia

bIP.N. Lebedev Institute of Physics, Academy of Sciencemdikgrpr. 53, RU - 117 924, Moscow, Russia
bkMoscow Engineering & Physics Institute (MEPhI), Kashimsli&hosse 31, RU - 115409 Moscow, Russia

b omonosov Moscow State University, Skobeltsyn Instittitduzlear Physics, RU - 119 991 GSP-1
Moscow Lenskiegory 1-2, Russia

bMMax-Planck-Institutéir Physik, (Werner-Heisenberg-Institut)pRringer Ring 6, 80805 Mnchen, Ger-
many

bColumbia University, Nevis Laboratory, 136 So. Broadwayington, NY 10533, U.S.A.

boNjikhef National Institute for Subatomic Physics, Kruisia&09, P.O. Box 41882, NL - 1009 DB Amster-
dam, Netherlands

bPOhio State University, 191 West WoodruAve, Columbus, OH@3217, U.S.A.

bALAL, Universié Paris-Sud, IN2P3/CNRS, Orsay, France

brUniversity of Oslo, Department of Physics, P.O. Box 104Bd&irn T, NO - 0316 Oslo, Norway

bSDepartment of Physics, Oxford University, Denys Wilkin8uilding, Keble Road, Oxford OX1 3RH,
United Kingdom

btyniversi& di Pavia, Dipartimento di Fisica Nucleare e Teorica and INFPavia, Via Bassi 6 IT-27100
Pavia, Italy

buyniversity of Pennsylvania, Department of Physics, Higkrigy Physics, 209 S. 33rd Street Philadelphia,
PA 19104, U.S.A.

bvpetersburg Nuclear Physics Institute, RU - 188 300 Gatchussia

bWUniversita di Pisa, Dipartimento di Fisica E. Fermi and INFN Pisa , Larg.Pontecorvo 3, IT - 56127
Pisa, Italy

bXUniversity of Pittsburgh, Department of Physics and Astroy, 3941 O’Hara Street, Pittsburgh, PA
15260, U.S.A.

bY|_aboratorio de Instrumentacao e Fisica Experimental detieatas - LIP, and SIM/Univ. de Lisboa,
Avenida Elias Garcia 14-1, PT - 1000-149, Lisboa, Portugal

bzAcademy of Sciences of the Czech Republic, Institute ofd8hesd Institute for Computer Science, Na
Slovance 2, CZ - 18221 Praha 8, Czech Republic

faCharles University in Prague, Faculty of Mathematics andy§bs, Institute of Particle and Nuclear
Physics, V Holesovickach 2, CZ - 18000 Praha 8, Czech Republi



c|nstitute for High Energy Physics (IHEP), Federal AgencyAtém. Energy, Moscow Region, RU - 142
284 Protvino, Russia

€€Queen Mary, University of London, Mile End Road, E1 4NS, bontUnited Kingdom

¢dUniversie Mohammed V, Fac@tdes Sciences, BP 1014, MO - Rabat, Morocco

¢®Radboud University Nijmegen/NIKHEF, Dept. of Exp. High igyePhysics, Toernooiveld 1, NL - 6525
ED Nijmegen, Netherlands

¢fRutherford Appleton Laboratory, Science and Technologylii@s Council, Harwell Science and Inno-
vation Campus, Didcot OX11 0QX, United Kingdom

®University of Regina, Physics Department, Canada

hUniversidade Federal do Rio De Janeiro, Instituto de Fisi€aixa Postal 68528, llha do Fundao, BR -
21945-970 Rio de Janeiro, Brazil

CiUniversitr La Sapienza, Dipartimento di Fisica and INFN Roma |, Pid&Za Moro 2, IT- 00185 Roma,
Italy

¢iCommissariatx I’Energie Atomique (CEA), DSM/DAPNIA, Centre d’Etudes ddaya®1191 Gif-sur-
Yvette, France

Insitute of Physics, Academia Sinica, TW - Taipei 11529ydaiand Shandong University, School of
Physics, Jinan, Shandong 250100, P. R. China

clUniversity of Sheffield, Department of Physics & Astronogunseld Road, Sheffield S3 7RH, United
Kingdom

“Mnsitute of Physics, Academia Sinica, TW - Taipei 11529ydni

¢"SLAC National Accelerator Laboratory, Stanford, Calif@i®94309, U.S.A.

®University of South Carolina, Columbia, U.S.A.

¢PStockholm University, Department of Physics and The OslaniCentre, SE - 106 91 Stockholm, Sweden

%Department of Physics and Astronomy, Stony Brook, NY 183848, U.S.A.

%Insitute of Physics, Academia Sinica, TW - Taipei 11529ydaiand Sun Yat-sen University, School of
physics and engineering, Guangzhou 510275, P. R. China

®SThilisi State University, High Energy Physics Institutayitersity St. 9, GE - 380086 Thilisi, Georgia

tUniversity of Toronto, Department of Physics, 60 Saint @e@treet, Toronto M5S 1A7, Ontario, Canada

CUUniversity of Tsukuba, Institute of Pure and Applied Scésnd-1-1 Tennoudai, Tsukuba-shi, JP - Ibaraki
305-8571, Japan

SUniversity of California, Department of Physics & Astrongrirvine, CA 92697-4575, U.S.A.

“WUniversity College London, Department of Physics and Astroy, Gower Street, London WC1E 6BT,
United Kingdom

SUniversity of California Santa Cruz, Santa Cruz Institube Particle Physics (SCIPP), Santa Cruz, CA
95064, U.S.A.

YUniversity of lllinois, Department of Physics, 1110 Wese@&r Street, Urbana, lllinois 61801 U.S.A.

“Instituto de Fsica Corpuscular (IFIC) Centro Mixto UVEG-CSIC Apdo. 28BS-46071 Valencia Dept.
Fisica At. Mol. y Nuclear; Dept. Ing. Elednica; Univ. of Valencia and Inst. de Microeleétrica de
Barcelona (IMB-CNM-CSIC) 08193 Bellaterra Spain

dayniversity of Victoria, Department of Physics and AstroypO. Box 3055, Victoria B.C., V8W 3P86,
Canada

dbyniversity of Wisconsin, Department of Physics, 1150 UsitieAvenue, WI 53706 Madison, Wisconsin,
U.S.A.

deBergische Universiit, Fachbereich C, Physik, Postfach 100127, Gauss-St28sBE-42097 Wuppertal,
Germany



ddyale University, Department of Physics , PO Box 208121, NaweH, CT06520-8121, U.S.A.
deyerevan Physics Institute, Alikhanian Brothers Street\2,-875036 Yrevan, Armenia

E-mail: kjg@particle.kth.se

ABSTRACT. A new method for calibrating the hadron response of a setgderalorimeter is de-
veloped and successfully applied to beam test data. It iscbas a principal component analysis
of energy deposits in the calorimeter layers, exploitinggitudinal shower development informa-
tion to improve the measured energy resolution. Correstion invisible hadronic energy and
energy lost in dead material in front of and between the talkters of the ATLAS experiment
were calculated with simulated Geant4 Monte Carlo eventisused to reconstruct the energy of
pions impinging on the calorimeters during the 2004 Bar@hBGined Beam Test at the CERN H8
area. For pion beams with energies between 20 GeV and 180 tBe\particle energy is recon-
structed within 3% and the energy resolution is improved éyveen 11% and 25% compared to
the resolution at the electromagnetic scale.

KeywoRDS. Calorimeter methods; Pattern recognition, cluster figdicalibration and fitting
methods; Calorimeters; Detector modelling and simulatibfinteraction of radiation with mat-

ter, interaction of photons with matter, interaction of et with matter, etc)

ARXIV EPRINT: 1012.4305


mailto:kjg@particle.kth.se
http://arxiv.org/abs/1012.4305

Contents

1

2

10

11

Introduction
The Layer Correlation method
The 2004 ATLAS barrel Combined Beam Test

Calorimeter calibration to the electromagnetic scale
4.1 Cell energy reconstruction

4.2 Topological clustering

4.3 Pion energy reconstruction

Event selection and patrticle identification
5.1 Event selection
5.2 Proton contamination

Monte Carlo simulation

6.1 Hadronic shower simulation
6.2 Detector simulation

6.3 Event samples

Implementation of the Layer Correlation method

7.1 Calculation of the eigenvectors of the covariance matri

7.2 Compensation weights
7.3 Dead material corrections

7.3.1 Dead material between the LAr and Tile calorimeters

7.3.2 Other dead material corrections
7.4 Applying the calibration

Method validation on Monte Carlo simulation
8.1 Compensation validation
8.2 Dead material corrections

8.3 Linearity and resolution in the Monte Carlo sample

Systematic uncertainties

Application of the method to beam test data
10.1 Data to Monte Carlo simulation comparison
10.2 Linearity and resolution on data

Conclusions

o O 01 Ol

~N OO

0 ~N N~

(0]

10
12
12
14
15

16
16
17
17

19

21
21
22

24




1 Introduction

In the general case of non-compensating calorimeters eponse to hadrons will be lower than
the response to particles which only interact electromtcadly, such as electrons and photons.
This is due to energy lost in hadronic showers in forms notsuesble as an ionization signal, i.e.,
nuclear break-up, spallation and excitation, energy depagiving out of the sensitive time win-
dow (such as delayed photons), soft neutrons, and partisteping the detectot{3]. Moreover,
the calorimeter response will be non-linear, since a hadrsimwer has both an electromagnetic
and a hadronic component, with the size of the former inamgasith shower energy4]. In addi-
tion, the large phase space of hadronic interactions leesigatstantial fluctuations in the size of the
electromagnetic shower component from event to eventadaty the measured energy resolution.

ATLAS [5] is one of the multi-purpose physics experiments at the CERde Hadron Col-
lider (LHC) [6]. Scientific goals include searching for the Higgs bosonlankling for phenomena
beyond the Standard Model of particle physics, such as sypenetry. Many measurements to be
performed by the LHC experiments rely on a correct and ateerergy reconstruction of hadronic
final-state particles. In the central barrel region, the ABL.calorimeters consist of the lead-liquid
argon (LAr) electromagnetic calorimeter and the Tile sssghtillator hadronic calorimeter. Both
calorimeters are intrinsically non-compensating.

Various techniques for equalizing the electromagnetic laadronic shower response, i.e.,
achieving compensation, have been proposed. For a reveeweerenced], chapter 3. Software-
based offline calibration techniques can use the topologlgeotisible deposited energy to exploit
spatial event-by-event information on shower fluctuatiand derive energy corrections aimed at
restoring linearity in the response and improving the gneggolution. For example, the calorime-
ter cell energy density has been used for the calorimetéreiiitl experimentsq] and is planned to
be used in ATLAS§].

In this study, a calibration technique based on Monte Canlation is developed to deal
with compensating the response of a segmented calorineetexdrons and correcting for energy
lost in the dead material between two calorimeter systerhs. cbrrelations between longitudinal
energy deposits of the shower have been sh@yto[contain information on the electromagnetic
and hadronic nature of the shower. This information iszdii by making a principal component
analysis of the energies deposited in the different caletémlayers. The calibration is applied to
pion beam test data, taken at the 2004 ATLAS Barrel CombiremhBTest 10-14]. The method
presented here is an alternative to the standard ATLASredililm schemes. The application is quite
specific to ATLAS, but the framework is general and it can lséste on any segmented calorimeter.
Energy corrections based on the longitudinal shower dpwedmt have been proposed by ATLAS
in the context of jet calibrationl5-17].

The following section explains the basic principles of thetinod. Sectio3 details the ATLAS
Barrel Combined Beam Test, while sectiohsind 5 discuss calibration to the electromagnetic
scale and event selection, respectively. The Geant4 Moat Gimulation used is described
in section6. Then, sectiory gives the details of the implementation of the calibratioetmod.

In section8, the method is validated based on Monte Carlo simulationgiafs. In the Monte
Carlo simulation, the effect of the compensation weightd e dead material corrections are
evaluated separately. Lastly, the linearity and resatubithe final calibrated energy is considered.



Section9 discusses systematic uncertainties. Results of appliimgiethod to real beam test data
are presented in sectid). Finally, conclusions are drawn in sectitf.

2 The Layer Correlation method

The Layer Correlation calibration method (LC in the follog) is aimed at calibrating the response
of a non-compensating longitudinally segmented calommiet hadrons. Exploiting the properties
of hadronic showers to characterize fluctuations in the siggub invisible energy, it uses a prin-
cipal component analysid§] of the energy deposited in the calorimeter layers. Obsdegathat
describe the shower fluctuations should be able to discaitmibetween different corrections to be
applied to recover invisible losses due to hadronic inteyas. Through the principal component
analysis, it is possible to reduce the number of dimensibasthe corrections depend on, while
still capturing a large amount of event fluctuation inforioatand maintaining a good separation
between events with different content of invisible energy.

To derive the corrections, the interaction of the showetiglas with the detector material
is simulated with the Geant49, 20] Monte Carlo simulation toolkit. In the simulation the true
energy deposited in the calorimeters and the non-instrtedenaterial is known. The covariance
matrix between the calorimeter layer energy deposits sutated. Diagonalizing it, a new orthog-
onal basis in the space of layer energy deposits is deritecbnkists of the eigenvectors of the
covariance matrix. By sorting the eigenvectors in descendigenvalue order, the projection of
the energy deposits in the calorimeter layers along thefévgieigenvectors are made to describe
the most important fluctuations in the longitudinal showevelopment.

Using this information, compensation weights — correcfimgthe non-compensation of the
calorimeters — are derived in the form of two-dimensionaklap tables in the projections along
the first two eigenvectors of the covariance matrix. Oneetéblused for each calorimeter layer.
The tables are thus functions of two different linear corations of the observed energy deposits
in the layers.

In addition, energy losses in hon-instrumented mater@icédled “dead material”) will vary
depending on the shower development. In the ATLAS barrébreghese losses are primarily
in the region between the LAr and Tile calorimeters. The migetors of the covariance matrix
considered above can also be used to correct for this, irggutt a unified treatment for compen-
sation and dead material correction by deriving both cdioas from the same set of observables.
In this implementation, the dead material corrections feavenherent dependence on the beam
energy. This dependence is removed by employing an iteratibeme, where at each step the esti-
mated energy of the former step is used, until the returnkgeva stable. A detailed mathematical
description of the method is given in sectién

3 The 2004 ATLAS barrel Combined Beam Test

The energy calibration procedure is applied to data gathierthe fall of 2004 during the ATLAS
Barrel Combined Beam Test at the H8 beam line of the CERN SPSeaxator. A full slice of the
ATLAS barrel region was installed (see figute This included, firstly, the inner tracker with the
pixel detector, the silicon strip semiconductor trackeZ$ and the straw tube transition radiation
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Figure 1. The layout of the 2004 Combined Beam Test.

tracker (TRT); secondly, the LAr and Tile calorimeters; dhiddly, the muon spectrometer. The
pixel and SCT detectors were surrounded by a magnet capigtnieducing a field of 2 T, although
no magnetic field was applied in the runs used for this study.

The pixel detectorq] comprises six modules, each consisting of a single siliwafer with
an array of 40< 400 um? pixels. The modules were arranged in locations mimickirgARLAS
configuration, with an approximate angle of 20 degrees vésipect to the incoming beam. The
semiconductor tracker (SCTH]uses sets of stereo strips for tracking. Each module givesits,
one in each direction. Eight modules, corresponding toethinghe ATLAS end-cap, were used.
The TRT [p] forms the outermost tracking system in ATLAS. It consista@ollection of 4 mm
diameter polyimide straw tubes filled with a mixture of xenearbon dioxide, and oxyge]|
Transition radiation is emitted when a charged particlesses the interface between two media
having different refractive index. The amount of emittediaéion depends on the LorengAactor
of the particle. This makes it possible to discriminate lestw electrons and hadrons, given the
much highery factor of the former at a given energy, due to their smallessna

Details of the ATLAS LAr electromagnetic calorimeter aresciébed elsewheres] 21]. In
the beam test one calorimeter module was used. The caleririzetnade from 2.21 mm thick
accordion-shaped lead absorbers glued between staitdéetsathodes. Three-layered anode elec-
trodes are interleaved between the absorbers, spaced by @apsrover which a high voltage of
2 kV is applied. The module was placed in a cryostat contgitiguid argon. The signal is read
out by capacitive coupling between the two outermost andéméral layer of the anodes. In front
of this accordion module a thin presampler module was mauriteonsists of two straight sectors
with alternating cathode and anode electrodes glued batpie¢es made of a fiber-glass epoxy
composite (FR4). The Tile hadronic calorimeter consistgaf absorbers sandwiched between
organic scintillator tiles. It is described in detail eld@we b, 22]. The tiles and absorbers are
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Figure 2. The layout of the 2004 Combined Beam Test.

oriented parallel to the direction of incoming particleseBy cell of the calorimeter is read out by
two wavelength-shifting fibers, which in turn are groupegktiner and read out by photo-multiplier
tubes (PMTSs).

The calorimeters were placed so that the beam impact angtesponded to a pseudo-rapidity
of n = 0.45 in the ATLAS detector. At this angle, the expected amiafi material in front of the
calorimeters was about 0.4, whereA, is the nuclear interaction lengtB,[23]. This includes the
LAr presampler. The LAr calorimeter proper is longitudigasegmented in three layers that ex-
tend in total for 1.35\,. The dead material between the LAr and Tile calorimeteraspaout 0.63
A;. Finally the three longitudinal segments of the Tile catwter stretch in total for about 8.23.

A sketch of this setup is shown in figuge In total there are seven longitudinal calorimeter layers
(the LAr presampler; the front, middle, and back layers eflt\r calorimeter; and the so-called
A, BC, and D layers of the Tile calorimeter). The length of thdividual calorimeter layers was
0.32, 0.96, and 0.04, in the LAr calorimeter and 1.61, 4.53, and 2.804in the Tile calorimeter.

In addition, special beam-line detectors were installechtmitor the beam position and re-
ject background events. Those include beam chambers miagitine beam position and trigger
scintillators. Beams consisting of electrons, photonsngj protons, and muons were studied. In
this analysis, pion beams with nominal momenta of 20, 50, 460 180 GeV were used (see ta-
ble 1). Data belong to the fully combined run period, where aledgir sub-systems were present
and operational. No magnetic field was applied around thel pird silicon strip detectors. The
beams were produced by letting 400 GeV protons from the S&Sexator impinge on a beryllium
target, from which secondary pions are selected. For thatr@80 GeV, positrons were nominally
selected after the target. However, the beam still conlatneontamination of positively charged
pions, which were selected and used for this analysis wihrththods described in sectibri

4 Calorimeter calibration to the electromagnetic scale

4.1 Cell energy reconstruction

The individual cells of the calorimeter are calibrated te ¢éfectromagnetic scale, i.e., with the aim
of correctly measuring the energy deposited in the cell byralp electromagnetic shower. The

IATLAS has a coordinate system centered on the interactiamt,pmith the x axis pointing towards the center
of the LHC ring, they axis pointing straight up, and theaxis parallel to the beam. Pseudo-rapidity is defined as
—In(tan(6/2)), wheref is the angle to the positiveaxis.



calibration of the electronics of the LAr calorimeter is deised in detail in reference2f]. The
method of optimal filtering25] is used to reconstruct the amplitude of the shaped sigrakhw

is sampled by an ADC (analog-to-digital converter) at 40 MHhe amplitude is calculated as
weighted sum of the samples, after a pedestal level meassneg random triggers is subtracted.
Fua—mev/ fsamp @ constant factor, converts the measured current to agyenaasured in MeV.
The energy deposited in the lead absorbers is taken intaiatby the sampling fractiofiiamp The
shaping electronics are calibrated by inserting calibrapulses of known amplitude. In the Tile
calorimeter a parameterized pulse shape is fitted to thelsamf charge injection system is used
to calibrate the read-out electronics, while a cesium soigased to equalize the cell response,
including the response of the PMTs (see, for example, nefer@6]).

4.2 Topological clustering

Calorimeter cells calibrated to the electromagnetic sasdecombined by adding up the energy in
neighboring cells using a topological cluster algorith27][ The algorithm has three adjustable
thresholds: Seed, Neighbor (), and BoundaryR). First, seed cells having an energy above the
Sthreshold are found and a cluster is formed starting withdkll. Then, neighboring cells having
an energy above the threshold are added to the cluster. This process is repaatiédhe cluster
has no neighbors with an energy above théhreshold. Finally, all neighboring cells having an
energy above thB threshold are added to the cluster. To avoid bias, the afesedlues of the cell
energies are used. TI®N, andB thresholds are set to, respectively, four, two, and zeregithe
expected noise standard deviation in the cell considered.

4.3 Pion energy reconstruction

The reconstructed energy in a calorimeter lalyas obtained by considering all the topological
clusters in the event and summing up the parts of the clustatsre part of that calorimeter layer.
The total reconstructed energy is then derived by summirgg the N5y longitudinal layers in
the calorimeter.

5 Event selection and particle identification

5.1 Event selection

A signal in the trigger scintillator and a measurement imeent beam chambers that is compatible
with one particle passing close to the nominal beam lineeagaired. In addition, exactly one track,
where the sum of the number of hits in the Pixel detector ardSIGT is more than six, is asked
for, as well as at least 20 hits in the TRT. The track in the TRishbe compatible with a pion
track, i.e., no more than two hits passing the high threshaldt be present. Events with a second
track in the TRT are rejected: this ensures that the pion doegteract strongly before the TRT.
Furthermore, there must be at least one topological clsesr sectiort.2) with at least 5 GeV

in the calorimeter. This cut rejects muons contained in #genband does not influence the pion
energy measurement. To reject some residual electron tmgid, events with more than 99% of
their energy in the LAr calorimeter are excluded. The sartexten is applied on simulated Monte
Carlo events as on data, with the exception of cuts relatéitetbeam chambers and scintillators.



Table 1. Data samples taken in the 2004 Combined Beam Test used jimékent analysis.

Efonm(GeV) | Emeas(GeV) | No. ev. bef. cuts No. ev. after cuts forot
20 20.16 49871 8957 < 17% (84% CL)
50 50.29 109198 29578 (45+ 12)%
100 99.89 67220 5843 (61+ 6)%
180 179.68 105082 11780 (76+ 4)%

5.2 Proton contamination

This study used beams of pions with positive electric chajgese beams are known to have a
sizable proton contaminatiofyo defined as the fraction of events in a sample that result from
protons impinging on the calorimeters. It varies betwedieidint beam energies. The TRT makes
it possible to measure the average proton contaminatioheofdst beam for each beam energy,
owing to the different probabilities between pions and @nst of emitting transition radiation,
although it is not possible to discriminate between theigag on an event-by-event basis. The
measured JO] contamination is reported in table For the 20 GeV beam energy, a one-sided
confidence interval is given. In the analysis, a proton aoiration of 0% was used. Agreement
is found with measurements performed b§erenkov counter at a 2002 beam t&§] [conducted

in the same beam line.

6 Monte Carlo simulation

6.1 Hadronic shower simulation

All calibration corrections are extracted from a Geant49, 0] Monte Carlo simulation, with an
accurate description of the Combined Beam Test geometiyplfisics list—i.e., set of models —
QGSPBERT was used. It uses the QGSB|[(Quark Gluon String Pre-compound) phenomeno-
logical model describing the hadron-nucleus interactigrthe formation and fragmentation of
excited strings together with the de-excitation of an extihucleus. The Bertini modeB(-32]
of the intra-nuclear hadronic cascade is used to describlearuinteractions at low energies. This
model treats the particles in the cascade as classical apagumtes them through the nucleus,
which is modeled as a medium with a density averaged in corncespheres. Excited states are
collected and the nucleus decays in a slower phase follothim@ast intra-nuclear cascade.

The Bertini model is applied up to an energy of 9.9 GeV, whilke QGSP model applies from
12 GeV and upward. In an intermediate range of 9.5-25 GeMaieenergy parameterized LEP
model B3] is used. In the energy ranges where models overlap, theideaivhich one to use is
made stochastically using a continuous linear probabdiggribution that goes from exclusively
using the low-energy model at the lower end of the region wusively using the high-energy
model at the upper end.

6.2 Detector simulation

The simulation provides not only reconstructed calorimetdl energies at the electromagnetic
scale — including the effects of the readout electronics +also the true deposited energy, which



is divided into four components: electromagnetic visilhiagronic visible, invisible, and escaped.
Visible energy results from ionization of the calorimeteatarial. Invisible energy is energy not

directly measurable in the detector, such as break-up gmenmguclear interactions. The escaped
energy represents the small contribution from neutrinigh-Bnergy muons and, possibly, neutrons
and low-energy photons escaping the total simulated valume

6.3 Event samples

Monte Carlo samples were produced by simulating both pimgspeotons impinging on the de-
tector setup. Two statistically independent event sampte produced by dividing the available
sample into two approximately equal parts: one set (“ctioet samples in the following) was
used to derive compensation weights and dead materialotiome, while the other set (“signal”
samples in the following) was used to validate the weightimacedure and find the expected per-
formance. Pions and protons were simulated at 25 differeatrbenergies, ranging from 15 GeV
to 230 GeV. In total, about 800 000 events per sample andcleatyipe were available after event
selection. The energy spacing was 2, 3, or 5 GeV up to 70 GeMarmat 20 GeV above 70 GeV.
This spacing was found to give satisfactory performance ¢setions8 and10). Further studies of
different spacings can be pursued when applying this tgcienio different calorimeters to explore
possible improvement in performance.

Taking the proton beam contamination mentioned in se&i@imto account, all the available
“correction” Monte Carlo samples were used to build a “miXxgidn-proton sample, one for each
energy available in the data (see tahje Each of these samples is used as input when deriving
the corrections used for that proton fraction. In this wag/ ¢brrections were tuned to the studied
proton fraction. If the samples had different numbers ofhévea sample-dependent weight was
first applied to give them equal weight before selection.cliten, given the proton contamination
forot @t @ given energy, pion and proton events for each sameyepaigof samples were assigned
a weight of 1— o and fpror, respectively.

7 Implementation of the Layer Correlation method

7.1 Calculation of the eigenvectors of the covariance matxi

Each event is associated with a seNgf, layer energy deposit&{®S, . .. ,E,{facy), one per calorime-
ter layer, representing a point in &y-dimensional vector space, referred to in the following as
the space of layer energy deposits. They are reconstruotdies at the electromagnetic scale,
formed as calorimeter layer sums of topological clusterslesribed in sectiod.1 The Njay-
dimensional covariance matrix of the layer energy depasitalculated as

Cov(M, L) = (EM°E[™) — (En°) (B, (7.1)

whereM andL denote calorimeter layers afg°is the energy reconstructed at the electromagnetic
scale in calorimeter layevl. The averages are defined as

. Erecgrec Erec
(B9 = ZIMILT ang (gee) — ZIME (7.2)
Nev NeV



Table 2. Energy thresholds per calorimeter layer.

Calorimeter layen Threshold (GeV)
0 0.032
0.108
0.030
0.150
0.039
0.070
0.042

o Ok WN PP

The sums are performed over all tNg, events in the sample. The eigenvectors of the covariance
matrix form a new orthogonal basis in the space of layer gndeposits. The coordinates of the
point in theNyy-dimensional vector space corresponding to an eveat be expressed in this new
eigenvector basis as

Eeigm = Zaﬁﬁ’,‘i B (7.3)

whereaf; are the coefficients of the transition matrix to the new basisojections of events
along the covariance matrix eigenvectors represent imkye fluctuations. The variances of
those fluctuations are given by the corresponding eigeesallihe eigenvectors are sorted in de-
scending order according to their eigenvalues, meaningthieafirst eigenvectors determine the
directions along which most of the event fluctuations talec@l The layer energy covariance
matrix CovM, L) (equations/.1and7.2) is calculated using events from the “mixed” sample.

In any given event a symmetric energy cut is applied on eaar kEnergy such that the energy
for that layer is re-defined d&®¢, if |E[®¢| > E!™, zero otherwise. The goal of such cuts is to elim-
inate the contribution of noise-dominated layers. The@nétreshold values for each calorimeter
layer can be found in tabl2. The cuts were optimized to obtain the best expected comafiens
performance on Monte Carlo samples at 50 GeV.

A physical interpretation of the eigenvalues and normdligigenvectors can be obtained from
figure 3, which shows the components of the first three eigenvecignessed in the original basis
of calorimeter layer energy deposits. We find that

1

Eego ~ NG (—2E_ar,middle + ETile,a + Erile,8C), (7.4)
1

Eeig1 ~ ﬁ(_ETile,A + Erile,8c), and (7.5)
1

Eag2 ~ Ne (ELAr.middle + ETile A + Erile BC)- (7.6)

So in a qualitative but suggestive way, we can make the irg&fon thatEé‘fg‘fO corresponds to

the difference between the Tile and LAr calorimeters, simmsst of the energy deposited in the

LAr calorimeter is deposited in the middle layéigy,; corresponds to the difference between the
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Figure 3. Eigenvector components for the first three eigenvectgrsessed in the basis of the seven layers
of the ATLAS calorimeters in the Combined Beam Test for a $&tad mix of protons and pions with 45%
proton contamination.

second and first layers of the Tile calorimeter, witi[§}, corresponds to most of the energy of the
event. The other eigenvectors represent individual cakter layers. These layers are rather thin
and appear to be uncorrelated with the other layers.

7.2 Compensation weights

The compensation weights account for the non-linear respaf the calorimeters to hadrons.
There is one weight table for each calorimeter layer, iteged for the LAr calorimeter and three
for the Tile calorimeter. The seventh layer, the LAr prestmpvhich in order is the first layer, is
not used in the weighting procedure, as explained below.tdtaéreconstructed energy is the sum
of the weighted energies in each calorimeter layer:

El\iveighted: WI_E[ec (77)
E&\)/fighted: Z El\i\/eighted. (7.8)

For each event, there is an ideal set dfisy coefficients that would re-weight each recon-
structed energy deposit in layetto the true deposited energy:

wideal = gfrue/ E[5 (7.9)

The symbolE[%° (E['{) denotes the reconstructed (true) energy deposited ih'tHayer in theith
event. The task is to find a set of weights that approximate the ideal weights. In general, for
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each layel, the weight is arNjay-dimensional function of the layer energy deposits. Exjigi
the fluctuation-capturing properties of the eigenvectajgmtions, the weights can in general be
derived as a function of aN-dimensional subspace of tiNgy-dimensional space of layer energy
deposits, spanned by the fifdteigenvectors. In the absence of an analytic formulatiom lakier
weightsw; are estimated by Monte Carlo sampling: multi-dimensiomdisare built, which parti-
tion theN-dimensional vector space along the directions of the bigeseectors. In general, these
cells are multi-dimensional hyper-cubes. They are refetoeas bins below.
For each birk one defines the weight as the average of the ideal weightsuatieq 7.9

1
Wi = (BB = g — > ELV/EL, (7.10)
evk 4G

where the summation is performed for tNg,x events in the bin. If each event has a wefght
the average is modified accordingly:

3 PEN/E

Wi = (EF/ES (7.11)
' 2ibi
Using bink of the weight tables, the total reconstructed energy besome
ndMed= ZWKL Efe°. (7.12)

Here, thewy | functions defined in equatioh11are estimated in bins of the two-dimensional space
spanned by the eigenvectors corresponding to the two Higihgenvalues, i.e\ = 2. Thus each
layer is associated with a two-dimensional look-up tabler. &given layer the average weights in
each two-dimensional bin are calculated using only theggnegilues that passed the cuts defined
in section7.1 The table has the same number of equally spaced bins alertgvthdimensions:
128x 128. Bi-linear interpolation is performed between the biveights for the LAr presampler
are not calculated, even if the presampler is kept in ther@vee matrix. No weights are applied
to the energy deposited in the presampler layer, and en@pgsited in the presampler itself is
taken as part of the upstream dead material losses.

In addition the compensation weights and corrections ddrivom the proton sample are
corrected by the factor

Epem 7.1
Epeam— Mproton’ '

wheremyroton is the proton mass, to account for the fact that, for a prateesum of the total true
deposited energy in the calorimetel5g0 — Myroton

Typical compensation weight tables are shown in figiréhey illustrate the look-up tables
for the second (middle) layer of the LAr calorimeter and foe first and second layer of the Tile
calorimeter for a pion-proton mixed sample with 45% contaation. The triangular shape visible
in the weight tables can be understood from the interpoetaif the eigenvectors of equatioingt
and7.5. With increasing energy in the Tile calorimeter and lessltAr calorimeter, i.e.Egy,
is large, there are more values that can be assuma;?gw, which is the approximate difference

2For instance, to equalize the number of events for all ddta se
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between the first and second layers of the Tile calorimetered lines can be seen extending from
the origin to each of the three corners of the triangle. Firdte line extending from the origin and
to the left corresponds to events where close to all of theggrie deposited in the LAr calorimeter.
The small slope is due to the slight dependendefif; on the second layer of the LAr calorimeter.
Secondly, the line extending up and to the right cOrrespumés'ents where all energy is deposited
in the second layer of the Tile calorimeter. Along that linmejghts are small for the first sampling
of the Tile calorimeter, since particles are still minimimmizing in that layer. Thirdly the faint line
extending down and to the right corresponds to events whese o all the energy is deposited in
the first layer of the Tile calorimeter.

7.3 Dead material corrections

Regions of dead material constitute those parts of the Bwpat that are neither active calorimeter
read-out material (liquid argon or scintillator), nor sdimg calorimeter absorbers (mostly lead or
steel). The LC technique is used for the dead material betwheeLAr and the Tile calorimeters,
while a simple parameterized model is utilized for otheséss

7.3.1 Dead material between the LAr and Tile calorimeters

Most of the dead material is in the LAr cryostat wall betwdsam it Ar and Tile calorimeters. In this
0.6 A region, pion showers are often fully developed, giving tséarge energy loss. Each event
i is associated with a point in the layer energy deposit vegpace as explained in secti@riL

It also has a true total energy lost in the dead material aivibe LAr and Tile calorimeters:
ECAHINe(i). The dead material correcti®PA for each everitcan be derived asB-dimensional
function of the layer energy deposits. In general, the satesphosen for deriving the dead material
correction and its dimensiom can be different from the one chosen for compensation, both i
content (spanned by different eigenvectors) and in dinoen@i can be different fronN). The

value of ERM:, is estimated by Monte Carlo sampling. For aylimensional birm one defines

EArie.m = (ELArtl )m: (7.14)
where the average is performed for the events in that bin.

Here, the correction defined in equati@rld is calculated in bins of the two-dimensional
space spanned by the eigenvectors corresponding to theuidisthird eigenvalues, i.€l, = 2.
This was the combination of eigenvectors that was found ‘e tie best performance. As for
the compensation weights, correction tables are derivad ft 128x 128 bin look-up table and
bi-linear interpolation is performed between the bins.

The three dimensions of the look-up table are all shown ttesedh the beam energy, i.e.,
a table determined at a given beam energy can be turned istatom different beam energy by
scaling all the dimensions with the ratio of the two energi@snsequently, all dimensions in the
table — the eigenvector projections and the average deaérialdbsses — are divided by the
beam energy when filling the table. That is, the event coatdsin the space of layer energy
deposits are expressed as

Eeigm = Eegm/E = Zam E[*°/E, (7.15)
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Figure 4. Compensation weights as a function of the first two eigetorgmrojections for simulated pion-
proton mixed events (45% proton contamination) in the sédayer of the LAr calorimeter (a), first layer
of the Tile calorimeter (b), and second layer of the Tile dateter (c).

where the variables have the same meaning as in equagandE is the best estimate of the beam
energy of the simulated pion in that event (see below). Tlagl deaterial look-up table is shown in
figure5 for a pion-proton mixed sample with 45% contamination. Thar& shows the distribution

of the rescaled dead material energy as a function of thalexsevent coordinates. Regions with
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Figure 5. Look-up table for LAr-Tile dead material corrections asiadtion of the first and third eigenvector
projections normalized to beam energy for 45% proton coimation.

different dead material fractions can be differentiatetieyfrange between 0 and more than 30%
of beam energy. In addition, the samples at different easrgehave very similarly as a function

of the re-scaled variables.

7.3.2 Other dead material corrections

While the energy losses between the LAr and Tile calorinsetkyminate, there are still other
regions where dead material losses can occur. These aes lossted in the material upstream of
the LAr calorimeter, between the LAr presampler and the Eifst calorimeter layer, and energy
leakage beyond the Tile calorimeter. To compensate forethesses the mean energy loss was
determined as a function of beam energy and the resultirgmtants were fitted using a suitable
functional form

oM C1+C2v/Epeam if  Epeam< Eo
Eother Ebeam) = (7.16)
C3+Cs(Epeam— Eo)  otherwise,
whereEy = 30 GeV. As an example, the fit for a proton fraction of 45% carséxen in figures.
The resulting fitted parameters are

Cy = (—353+23) MeV, (7.17)
C, = (8.47+0.17) VMeV, (7.18)
C3 = (1102+3) MeV, and (7.19)
C4 = 0.01392+0.0001 (7.20)
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Figure 6. Mean dead material losses other than those between therldATike calorimeters as a function
of the beam energy. Filled circles indicate the mean losaiogd from Monte Carlo simulation. The line
indicates a parameterization to interpolate between thetenergies.

7.4 Applying the calibration
The final energy after calibration consists of the sum of tleéghted calorimeter layer energies
and the dead material corrections:

ERkn=Eqk + Eiotm(E). (7.21)

otkm — “totk

The indexk stands for the bin in the appropridiedimensional space of layer energy deposits used
in the weight tables (equatio’s10or 7.11), while mis the bin in theT -dimensional space of layer
energy deposits used to build the LC estimate for the enargy ih the dead material between
the LAr and Tile calorimeters obtained from equatibi4 The total dead material correction is
derived from summing the two contributions derived in sewi7.3.1and7.3.2

Et?){\,/lm(E) = EIE)AIVrITiIe,m + E(E%rl\]Aer(E% (7.22)

whereE is the best estimate for the total deposited pion energy tsedtimateEpeam in equa-
tion7.16

The events in a Monte Carlo sample are usually generated »¢d lieam energy in order
to test the calorimeter response. Corrections derived faofited beam energy sample are, in
principle, dependent on that information, i.e., they dejpen the same quantity (pion energy) for
the reconstruction of which they should be used. For the emsgttion weights, this dependence is
overcome by superposing events from all the available &werdhe eigenvector projections scale
approximately with the energy of the incoming particle, mieg that regions in the table that come
in use for a certain particle energy will be dominated by dasiplose to that energy.
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On the other hand, the look-up-table-based LAr-Tile deatéria correction and the parame-
terized model for the other dead material losses have andnhdependence on an assumed beam
energy when applying the corrections (see equatfohSand7.22). This dependence is overcome
using an iteration technique, giving the end result of ddpenonly on the energy in the calorime-
ters. At each step the best estimate of the reconstructedyeBgY" after all corrections is used to
set both the scaling factor/EE (equation7.15) for the LAr-Tile correction and the best pion energy
estimate in the parameterization for the other dead matateections. Each new estimate of the
energy is used to pick up a new correction from the look-ufetahtil the returned value is stable.
In the initial stepE"" is just the pion energy after compensation weights are eghplihe iteration
cut-off is a tunable parameter.

The process of applying the calibration is as follows:

e Associate each event to a bin in both thedimensional compensation weight and the
dimensional dead material correction spaces defined ifoesa@.2and7.3by expressing its
electromagnetic-scale energy deposit vector in the neengagtor basis derived from the
simulated events.

e Extract compensation corrections for the energy of eachngiayer and the LAr-Tile dead
material correction from the look-up tables. Apply all @mtions according to equatiofis21
and7.22

e Use the iteration for dead material corrections.

8 Method validation on Monte Carlo simulation

Before applying it to beam test data, the calibration isdzkd on a Monte Carlo sample statis-
tically independent of the one used for extracting the abioas. First, the performance of the
compensation weights is evaluated, then the linearity asdlution of the method as a whole. The
weighting technique is validated on Monte Carlo simulasamples in separate steps:

e Reconstruct the true deposited energy in the calorimeterafgensation validation).

e Reconstruct the full energy of the incoming particles, udahg dead material corrections,
and quantify the performance in terms of linearity and netsah.

The performance is evaluated in terms of bias and resolutibime weights and dead material
corrections are derived from the “correction samples” gomgliad on the statistically independent
“signal samples” (see secti@d). The results in this section are derived for pions only.

8.1 Compensation validation

The reconstructed pion energy after compensation coorecticompared to the true deposited en-
ergy in the calorimeter. The event-by-event differeE 9" EiUe(calo) is considered, where
E{f'®(calo) is the true total energy deposited in the calorimeter. Tlaes i the energy recon-
struction is defined as the average valE&9"*_ Ele(calo)) and the resolution is obtained by

calculating the standard deviatio(E2*'9"*9_ Elive(calo)).
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The performance of the LC technique is compared with a sirogliération scheme (called
fcomp in the following) which uses beam energy information: eagnéin the sample is weighted
with the same factofcomp = (Ef{€)/(Els?), where (EfN®) ((Efs®) is the average true total (re-
constructed) energy deposited in the given sample in thdentadorimeter, but not in the dead
material. Thefcomp calibration scheme provides a reference scale to whichntipgavement in
resolution of the LC weighting can be compared.

The results of the validation procedure are shown in figuf®y construction, there is no bias
in the energy reconstruction for the calibration procedisieg a simple factor. The LC weighting
mostly gives a slight positive bias of about 0.6%. At the lowdge of the energy range studied,
the bias instead turns slightly negative. The resolutioprovement increases with beam energy.
It is about 10% at 50 GeV and about 20% at 180 GeV.

8.2 Dead material corrections

Figure8 shows the bias of the weighted energy, and also the bias dleth@ material corrections.
For most energies, the LAr-Tile dead material correctioa aalight negative bias, while at low
energies the bias is positive. The bias is 0.5% maximallys Tancels out most of the bias from
the weighting. The final energy is reconstructed correcithiw a few per mil.

8.3 Linearity and resolution in the Monte Carlo sample

The performance for the fully corrected energy reconstuds finally assessed in terms of linear-
ity with respect to the beam energy and relative resolutiime reconstructed energy distribution

is fitted with a Gaussian distribution in the interval { 20, u + 20), whereu ando are the mean
value and the standard deviation, respectively. Thisvatas found iteratively. The mean value
Esr and the standard deviatiam;; of the fitted Gaussian are used together with the beam energy
Epeamto define the linearity and the relative resolution.

e The linearity isEst/Epeamas a function oEpeam
e The relative resolution isit/Esit as a function oEpeam

Both linearity and relative resolution are derived for tmemrgy distribution at four stages of the
energy reconstruction:

e at the electromagnetic scale,
e after applying the compensation weights,

e after compensation weights and application of dead matesiaection for losses between
the LAr and Tile calorimeters, and

e after compensation weights and all dead material cornestid his last step aims to recon-
struct the pion energy.

This is shown in figur®. At the electromagnetic scale the calorimeter responseridinear
— as expected — and only about two thirds of the pion energydasured. After weighting,
between 80% and 90% of the incoming pion energy is recoverbile the dead material between
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Figure 7. Bias (a) and resolution (b) of the reconstructed energgr afbmpensation correction minus
the true deposited energy for energy deposited in the cadéders in simulated samples for the calibration
procedure using a simple factor and LC weighting.

the LAr and Tile calorimeters accounts for an additional0841 After all corrections the correct
pion energy is reconstructed within 1% for all beam energiEach correction step makes the
calorimeter response more linear. The compensation gt a better improvement of the lin-
earity at high energies, while the dead material effectg almore significant role at low energies,
in particular at 20 GeV where other corrections than LAeTdead material are important to get
to within 1% of the beam energy. The relative resolution iprioved when applying each of the
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Figure 8. Bias (reconstructed energy minus true deposited enengged by beam energy) for the three
individual corrections: weighted calorimeter energyyreotion for dead material between the LAr and Tile
calorimeters, and other dead material corrections. Las#ybias of the final reconstructed energy, which is
the sum of the three.

different correction steps At high beam energies (abo#eam= 100 GeV) the contribution of the
compensation weights to the improvement in energy resoilias the same magnitude as that of
the LAr-Tile dead material corrections. At lower beam eregglead material corrections account
for about 70% of the relative resolution improvement dowalioutEpeam~ 30 GeV. BelowEpeam

~ 30 GeV all the corrections account for a similar fractionte improvement: other dead material
corrections than those for LAr-Tile account for about 20%hef resolution improvement, they are
marginal above that threshold.

9 Systematic uncertainties

Systematic uncertainties on the calibrated energy canvigedi into
e The uncertainty of the beam energy: 0.7%3]|

e The absolute electromagnetic scale uncertainty, whiclstismated to be 0.7%1p] in the
LAr calorimeter and 1.0%26] in the Tile calorimeter. Scaling the cell energies withithe
corresponding uncertainties gives a combined electroptagscale uncertainty of 0.9%.

3The apparent discontinuity in resolution between the tesatlenergies below 150 GeV and those above might be
due to a geometry change in the description of the beam tiegt: dbree centimeters of aluminum were included in the
Inner Detector system for energies larger than or equal Gd=E/.
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applied, and all corrections applied.

e The sensitivity of the results to the proton fraction at ebehm energy. It was estimated by
varying the fraction used to calculate the corrections hwWie assumed fraction adjusted up
or down one standard deviation of the TRT measurement, taevieevariation in linearity
and resolution in data and Monte Carlo simulation was founbet of the order of 1% for
Ebeam= 20 GeV and 50 GeV and less than 0.5% for 100 GeV and 180 GeV.
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Figure 10. Distribution of the first three eigenvector componentsdata (filled circles) and Monte Carlo
simulation pion-proton “mixed signal” with a proton fraati of 45% and a beam energy of 50 GeV.

Adding these contributions in quadrature gives a totalesyatic uncertainty of less than 2% for
each beam energy.

10 Application of the method to beam test data

Finally, the method is applied to beam test data, which ispamed with Monte Carlo samples with
a weighted mixture of pions and protons to match the beam ositign.

10.1 Data to Monte Carlo simulation comparison

The pion-proton “mixed signal” samples are used to compata dnd Monte Carlo simulations
in terms of the distribution of the first three componentshef layer energy vector along the basis
of covariance matrix eigenvectors as defined in secfidn Figure 10 shows such a comparison
for a proton fraction of 45% and a beam energy of 50 GeV. Goodemgent is obtained between
data and simulation. The distribution fBkigo shows a double peak structure that separates events
mainly showering in the Tile calorimeter from those where shower starts earlier.

The shapes of the energy distributions (in unit bins of enaryl events) for data and Monte
Carlo simulation are compared in figut&. The corrections are successively applied. Already at
the electromagnetic scale the energy distribution is ndk i@produced. The distribution in the
Monte Carlo simulation is narrower and less skewed thaneéndidita. This effect is even larger
at 20 GeV but less pronounced at higher energies. The quulttye initial description of data by
Monte Carlo simulation is not modified by the application lndé tompensation weights and dead
material corrections (see also sectidh?).
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Figure 11. Normalized energy distribution fdf,eam= 50 GeV after applying subsequent corrections for
compensation and dead material effects. For the Monte Gamlolation a proton fraction of 45% is used.

10.2 Linearity and resolution on data

The performance of the method, as applied to simulation aatl ream test data is shown in
figure 12. The data at the electromagnetic scale in this analysis lam@rne presented in refer-
ences 11, 12] are in reasonable agreement. The largest deviations ft &6 (2%) are seen at
20 GeV (180 GeV). At 20 GeV the difference can be explainedheyfact that in that study, the
energy in the calorimeters — instead of using topologicastelring — was determined by adding
the energie&.e of those calorimeter cells having a pseudo-rapidity withia of the beam impact
point and for whichEgg is two standard deviations above the expected noise. At 830 @ata in
that study were taken with a beam of negatively charged pighikh does not suffer from proton
contamination. In addition, for all beam energies data vigken in an earlier run period with a
different material configuration upstream of the caloriengt

The linearity and relative resolution are extracted at@dirh energies for both data and “mixed
signal” Monte Carlo samples. As in sectiBrBthe reconstructed energy distribution is fitted with
a Gaussian distribution in the interval ¢ 20, u + 20), whereu and o are the mean value and
the standard deviation, respectively. Data (simulatioe)sbhown with markers (horizontal lines)
at the electromagnetic scale, with compensation weighgheal with the dead material correction
for energy lost in dead material between the calorimetepdiea) and lastly at the final calibrated
stage, including all dead material corrections.

After all calibration corrections, the linearity is recogd within 3% for all beam energies.
The discrepancies between data and Monte Carlo are inthémniten the reconstructed energy at the
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Figure 12. Data and Monte Carlo simulation are compared for linegd}yand relative resolution (b) at all
stages of the corrections. The markers show data, whiledtiedntal lines show (a) from bottom to top and
(b) from top to bottom: electromagnetic scale, compensatieights applied, weight plus LAr-Tile dead
material correction applied, and all corrections appl@&ele text for details.

electromagnetic scale and they are not considerably cdamben the calibration is applied. The
relative resolution in data is improved by about 11% at loergy (20 GeV) and about 25% at high
energy (180 GeV) when moving from the electromagnetic scellee fully corrected energy scale.

— 23—



A similar relative improvement is obtained in the Monte @aslmulation: 14% at low energy
and 24% at high energy. The relative resolution is, howesmller in Monte Carlo simulation
than in data: the discrepancies, at each correction stagg between 10% and 21% depending
on the energy. The relative resolution is smaller in Montdd&simulation than in data already at
the electromagnetic scale, by about 10-16%, depending @m le@ergy. The discrepancies in the
shape of the total energy distribution are more pronounctéaleer energies and they are already
present at the electromagnetic scale.

The ratio of data to Monte Carlo simulation is unchanged witt%o (4%) for linearity (res-
olution) after the corrections are applied. For lineariticts changes are of the same order of
magnitude as the discrepancies between data and Monte €aulidation at the electromagnetic
scale: the agreement between data and Monte Carlo simulatilbe same for all correction stages.
This means that the Monte Carlo simulation is able to pratieEtorrections that should be applied
on the data.

The ability of the Monte Carlo simulation to reproduce théadat the electromagnetic scale
(i.e., before any correction) seems to be the most critioatihg factor. For the relative resolu-
tion the changes are small, if compared with the discrepanat the electromagnetic scale: the
discrepancies do not get worse when the corrections aréedpjol the data. From preliminary
studies a newer Geant4 version (4.9) is able to provide arbitt still not good, description of
the resolution in the data.

11 Conclusions

An energy calibration technique was developed to deal irem@mt manner with both compensat-
ing the hadron response and correcting for the most signtfibead material losses in a segmented
calorimeter. The technique is based on the sensitivity efdbrrelation between the deposited
energies in the different calorimeter layers to hadronit electromagnetic deposits.

The calibration technique was successfully applied to tlexgy reconstruction of pions im-
pinging on a subset of the central ATLAS calorimeters duthey ATLAS combined beam test in
2004. When taking into account the beam composition of pant protons, linearity is recov-
ered within 3% and relative resolution is improved by betw&&% and 25%. Consistency with
the expectation from Monte Carlo simulation studies is gladboth the linearity and the per-
centage improvement in relative resolution. The absolateevof the relative resolution (after all
corrections) is larger in data than Monte Carlo simulatigri®% to 21%.

The discrepancies between data and Monte Carlo simulatemnberited from the recon-
structed energy at the electromagnetic scale and they aonsiderably altered when applying
the calibration. Additional improvement in the data dgstosh by Monte Carlo simulation can
help fulfill the expected absolute value for the relativeohaton.
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