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Section 1 Introduction 1

1 Introduction

We consider the problem of predicting a discrete sequence of observations arising from a discrete
partially observable Markov process µ. When the state space and transition distribution of the
process are unknown, this is not completely straightforward. One possibility is to explicitly
estimate the process, as was done in the approach followed by Beal et al. [2]. Alternatively, one
can ignore the underlying state structure and approximate the sequence of observations by a
Markov chain. However, it is not known what order of the Markov chain might be suitable. The
naive approach of maintaining a set of models of different order is inefficient, as the highest order
models will usually be particularly sparse. We present a simple Bayesian construction that takes
into account this sparseness, by creating a conditional hierarchy of predictive distributions. The
approach can be seen as a Bayesian analogue to predictive state representations [c.f. 8, 13, 6],
from which it was inspired.

More precisely, at each time step t, we observe the outcomes xt of an unknown process µ.
We denote the complete history of observations1 to time t by xt = x1, . . . , xt and a partial
history by xtt−k , xt−k, . . . , xt. When there is no need to specify a time index we shall use x
to identify elements of X k. Finally, we write µ(·|·) ≡ Pµ(·|·) ≡ P(·|·, µ) to denote conditional
distributions (as well as densities, when there is no ambiguity) under the process µ. We examine
algorithms Λ : X ∗ →X , mapping from any sequence of observations xt to an inferred probability
φt(xt+1|xt) over the subsequent outcomes xt+1 ∈ X , and that make randomised predictions x̂t+1

by sampling from φt. Our goal is to find Λ that minimises the average loss over T steps

LT (Λ) ,
1
T

T∑
t=1

`t, `t , I {x̂t 6= xt} , (1)

where I {·} is an indicator function, that equals 1 when its argument is true and zero otherwise,
and where xt+1 ∼ µ, and x̂t+1 ∼ φt. We make the following assumption through out:

Assumption 1. The unknown process µ is stationary.

One particular type of process that matches our problem well is a hidden Markov model:

Definition 1 (HMM). A hidden Markov model µ is a random process over (S × X )∗, the
product space over sequences of states st ∈ S, observations xt ∈ X , for all t > 0, with the
following properties. Firstly, that the state distribution is Markov:

µ(st+1|st) = µ(st+1|st), (2)

where we take st to mean (s1, . . . , st). Secondly, that the observations only depend on the current
state:

µ(xt|xt−1, st) = µ(xt|st). (3)

When µ is unknown, one possibility is to use a Bayesian approach to estimate the correct
model. LetM be a class of HMMs with common X ,S, but unknown state observation distribu-
tion and let the true model be µ∗ ∈M. We equip the measurable space (M,M), where M is a
suitable Borel set overM, with a series of probability measures Ξt corresponding to our subjec-
tive belief. Thus, for any M ∈M, Ξt(M) is our subjective belief at time t that µ∗ ∈ M ⊂ M.

1We maintain a general exposition, in that we do not consider a special structure in the space of observations,
i.e. that xt is a tuple (at, ot, rt) of actions, observations and rewards. Nevertheless, the proposed approach is
adaptable to partially observable Markov decision processes with some additional work.
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Assuming that the density ξt , dΞt over M exists for all t, we can write the following update:

ξt+1(µ) , ξt(µ|xt+1, xt), ξt(µ) =
∑
st

ξt(µ, st). (4a)

Inference in such a domain is not trivial, and it becomes harder when S is unknown. Non-
parametric methods such as the infinite hidden Markov model [2] can be used in that case.
However, if we are not interested in the state per se, but only in the observations, we may be
able to predict x equally well in some other way.

Predictive state representations [8] and observable operator processes [5]), do not explicitly
model the state. Rather, they create a model over next observations, conditioned on histories
of observations and past and future actions P(xt+kt+1|xt, at+k). We shall employ a similar device,
with a Bayesian approach that considers all possible contexts (in practice up to some maximum
order) all the time. We do not explicitly discuss actions in this paper, however it is not difficult
to adapt the approach to take them into account.2

Them main contribution of the paper is that the difficulty in learning such representations
vanishes, as the process can be implemented as a simple hierarchical prior over conditional
models. This enables us to perform full Bayesian inference for discrete observations.

The paper is organised as follows. We discuss related work in Sec 1.1. Section 2 discusses the
models used in this paper to predict observations. We first examine a simple Bayesian Markov
chain model of order k in Sec. 2.1, which we later extend with a prior over orders k in Sec. 2.2.
Finally, Bayesian predictive state representations are introduced in Sec. 2.3. Experimental
comparisons and results are presented in Sec. 3 and we conclude with Sec. 4.

1.1 Related work

The suggested approach is inspired by predictive state representations (PSR) [8], and the closely
related observable operator processes (OOP) [5] and variable length Markov chains [4, 3]. Such
representations use a set of contexts {Mi} on observations (called tests in the reinforcement
learning literature), over which a probability pt is maintained at any given moment t. Jointly,
the set of tests and the probability of each test given the history, then assign a probability
Pt(xt+1|xt) =

∑
iMi(xt+1)pt(Mi|xt) to the next observation.3 Many approaches for learning

the set of core tests, which is the set of tests necessary to predict future outcomes, as well as the
required probability model pt have been proposed in the past [13, 12, 6].

To our knowledge, so far there have not been any Bayesian approaches for learning such
representations. This is an important issue, as non-Bayesian approaches appear difficult to
adapt to the online learning case. Using a fully Bayesian framework, there is no set of “core”
tests, in contrast to the previous approaches. Rather, we have a different amount of certainty
in the predictions of each different test. Furthermore, the usefulness of each context changes
as more data is acquired, something which is not taken into account at all in previous related
approaches.

A closely related approach are context tree weightings [15]. Thsese are related to variable
order Markov models, and they employ a Dirichlet prior at each context. However, in those
models the representation is not updated.

Conceptually, our model is very similar to CTW, especially in its use of recursive computation
to simplify inference and prediction. The main difference is that in the CTW model, the weight
of each model class w(M) are defined in a non-Bayesian way. Thus, they only depend upon

2As our approach does not employ Monte Carlo sampling to perform estimation, we need no special assumptions
on the sampling distribution.

3Again note that we have simplified matters somewhat by only considering the next observation and no actions.
However, we feel that this difference is tangential to the topic of this paper.
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the size of the model and not on the number of data the model has seen. The main advantage
of the Bayesian approach is that the weights of larger contexts become higher once more data
becomes available.

Other related work includes the infinite hidden Markov model[2] and the infinite Markov
model [10]. However, these models employ sampling, while the presented approach is closed
form. Another well-known closed-form approach is Polya trees [7, 9], which define a tree of
partition on [0, 1], but can be trivially extended to X ∗. The main difference between Polya trees
and the method proposed herein is our approach takes into account the quality of the predictions
at each context.

The main contribution of this paper is a construction that allows us to compactly represent
and update belief over all possible contexts. This belief can then be considered as a Bayesian
predictive representation of state. In the sequel, we shall develop the model and demonstrate its
predictive ability.

2 Predictive Bayesian models

One may usually predict the observations well by using a Markov chain of sufficiently high order
k. Bayesian inference for a Markov chain of known order with discrete observations is simple
and is summarily described in Sec. 2.1. Unfortunately, not only is the required order not known,
but the best-approximating order depends on the amount of available data. For this reason, we
consider a simple hierarchical prior over model classes of different order in Sec. 2.2. The problem
with this approach, (ignoring switching time considerations such as those analysed in [14]) is
that, since k order models have a predictive distribution condition on k observations, different
contexts (partial histories) will have been observed different amounts of times. Thus, for some
contexts it might be better to switch to a lower order model. We may also need to switch to a
lower order model if for a specific previous observation xt−k, the next observation xt+1 no longer
depends on xt−k′ for k′ > k.

The main insight of this paper is that this can be achieved very easily with a Bayesian
formulation of predictive state representations. Inference in such models is much simpler than
inference in hidden Markov models and computationally efficient. The method is fully described
in Sec. 2.3. However, we begin by introducing Bayesian inference over the set of Markov chains
of a specific order and extend this to a collection of sets of various orders, before introducing
the full model.

2.1 Bayesian inference for a single Markov chain

We restrict ourselves to the set Mk ⊂M of Markov chains (MC) of order k with observation set
X . Each Markov chain µ ∈ Mk corresponds to a probability distribution conditioned on the k
previous states. More specifically, we use a Dirichlet distribution for each x ∈ X k, with density

ξt(τx = u) =
Γ(ψx(t))∏
i∈X Γ(ψx

i (t))

∏
i∈X

u
ψx

i (t)
i , (5)

with τx , P(xt+1 | xt=x), u ∈ R|X |, ‖u‖1 = 1, u ≥ 0. We will denote by Ψ(ξt) the matrix
of state transition counts at time t, with Ψ(ξ0) being the matrix defining our prior Dirichlet
distribution.

Thus, for any belief ξ, we have Dirichlet parameters {ψxi (ξ) : i ∈ X ,x ∈ X k}. These values
are initialised to Ψ(ξ0) and are updated via simple counting:

ψx
i (ξt+1) = ψx

i (ξt) + I
{
xt+1 = i ∧ xtt−k = x

}
. (6)
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We now need to move from the distribution of a single context vector x to the set of transi-
tion distributions for the whole chain. In order to do this easily, we shall make the following
simplifying assumption.

Assumption 2. For any x,x′ ∈ X k p(τx, τx′) = p(τx)p(τx′).

Now we shall denote the matrix of transition probabilities for MC µ as T µ and let τµx,i ,
µ(xt+1=i | xtt−k=x). Then

ξt(µ) = ξt(T µ) = ξt(τx = τµx∀s ∈ S, a ∈ A) (7a)

=
∏
s∈S

∏
a∈A

ξt(τx = τµx ), (from Ass. 2) (7b)

=
∏
s∈S

∏
a∈A

Γ(ψx(ξt))∏
i∈S Γ(ψsi (ξt))

∏
i∈S

(
τµs,i

)ψs
i (ξt)

. (7c)

Thus Ψ is a sufficient statistic for expressing the density over Mk. To fully specify the model,
we need to set the prior Dirichlet parameters. For this model and throughout the paper, these
are always initialised to 1.

We can now employ ξt, the posterior over the parameters of Mk at time t, to predict the
next data point:

ξt(xt+1|xt,Mk) ,
∫
Mk

µ(xt+1|xt)ξt(µ) dµ. (8)

It is common and straightforward to add another prior over model order, allowing us to switch
to more complex models when more data is available. This is described in the next section.

2.2 A hierarchical prior over Markov chain orders

Let a collection of sets of modelsW = {Mk}, equipped with a prior distribution φ0 over M ∈ W.
Each model set Mk contains all Markov chains of order k for a fixed observation set X and thus
admits a conjugate prior such as the Dirichlet prior outlined in the previous section. The belief
over model sets can be updated as follows:

φt+1(Mk) , φ0(Mk|xt+1) =
ξt(xt+1|xt,Mk)φt(Mk)∑
M∈W ξt(xt+1|xt,M)φt(M)

. (9)

The posteriors over the models in each set Mk are updated according to (7), so ξt(xt+1|xt,Mk),
given by (8), is the predictive distribution of the k-th order model, conditioned on the history,
and resulting from the posterior ψt obtained after seeing t observations. The only remaining
question is how to set the prior φ0. In this paper, we simply use the Akaike information
criterion [1] and set it to φ0(Mk) ∝ exp(−|X |k+1). This is not ideal, since explicit switch time
distributions have better performance [14], but it is good enough for our purposes.

We can now use the posterior over Mk to form a distribution over next observations:

φt(xt+1|xt) ,
∑

Mk∈W
ξt(xt+1|xt,Mk). (10)

The main problem with this setting is that it will take a long time for φt(Mk+1) to become
greater than φt(Mk) because the number of possible contexts for order k+1 is larger by a factor
of |X |. Furthermore, for t such that φt(Mk+1) > φt(Mk), there will exist some histories xt for
which Mk+1 will be making much poorer predictions than Mk because of the possibility that
Pµ(xt+1|xtt−k−1) ≈ Pµ(xt+1|xtt−k). Thus, intuitively, we could do better by switching to larger
order models for some contexts only. This can be achieved if we allow our belief over model
order to depend on the history.
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2.3 Bayesian predictive state representations

We can test the hypothesis that higher order models are only better for some context vectors, by
using a conditional prior over model orders. In order to do this, we now consider model classes
Mi that are only active for specific subsets of histories.

More specifically, let Mi denote a conjugate model class predicting the next observation
xt+1. Letting our belief over model parameters at time t be ξt as usual, we define the predictive
distribution of Mi at time t as:

M t
i (xt+1) ,

∫
Mi

µ(xt+1)ξt(µ) dµ. (11)

Furthermore, let Ck , {Mi : i = 2k, . . . , 2k+1 − 1}, be a collection of k-order Markov models.
Different models in the collection predict xt+1 given different context history vectors xtt−k. More

precisely, we associate a vector xi ∈ X k with each model class Mi ∈ Ck, such that
⋃2k+1−1
i=2k xi =

X k and xi ∩ xj = ∅ for all i 6= j. Let us write xt � x, for x ∈ X k if xtt−k = x, and denote the
set of active models Mi for a given history xt by M (xt) = {Mi : xt � xi}. Now, note that we
can use the collection Ck to define a distribution over next observations for all t ≥ k:

Ck(xt+1|xt) =
∑

Mi∈Ck

I
{
Mi ∈M (xt)

}
M t
i (xt+1) (12)

The set Ck is analogous to the “uniform” set Mk used by the hierarchical model. All that
remains is to define an appropriate distribution over models in M (xt). In order to do this
efficiently, we take advantage of the following construction.

Let Ck ,
⋃k
j=0Cj be the set of all models of order at most k, and denote the event that

the order of M is at most k by Bk , I
{
M ∈ Ck ∧ (M /∈ Ck′ ∀k′ > k)

}
. Then we can write a

recursion relating the prediction given that the model is at most order k, with the prediction
given that the model is at most order k − 1, for the particular context xt:

P(xt+1|xt, Bk) = P(M ∈ Ck|xt, Bk) P(xt+1|xt,M ∈ Ck)
+ [1− P(M ∈ Ck|xt, Bk)] P(xt+1|xt, Bk−1). (13)

The above recursion allows us to efficiently store our belief over models using different con-
texts. Let us now see how to update this belief and make predictions. For compactness, let
φt(·|·) , P(·|·, xt, φ0) denote any conditional distribution under our belief at time t. In addition,
with a slight abuse of notation, let Mk denote the event that M ∈ Ck. Then, we can write the
following update for our belief:

φt+1(Mk|Bk) =
φt(xt+1|xt,Mk)φt(Mk|Bk)∑k
i=1 φt(xt+1|xt,Mi)φt(Mi|Bk)

. (14a)

=
φt(xt+1|xt,Mk)φt(Mk|Bk)

φt(xt+1|xt,Mk)φt(Mk|Bk) + φt(xt+1|xt, Bk−1)[1− φt(Mk|Bk)]
(14b)

Note that for any φ:

φ(Mk−1|Bk) = [1− φ(Mk|Bk)]φ(Mk−1|Bk−1), (15)

which also allows us to write the following expression for the predictive distribution:

φ(xt+1|xt, Bk) = φ(xt+1|xt,Mk)φ(Mk|xt, Bk) + φ(xt+1|xt, Bk−1)[1− φ(Mk|xt, Bk)]. (16)

Let us now put everything together.
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2.3.1 Implementation

Each collection Ck contains models of order k. Let M t
k ∈ Ck such that φ(M t

k, x
t) > 0, i.e.

M t
k , Ck ∩M (xt). By construction, there is only one such model in Ck. We then use pt

′
k ,

φt′(M t
k|Bk) to denote the probability that the correct model is M t

k, given that the correct
model’s order is at most k, under belief φt′ at time t′. Then note that Bt is trivially true at
time t and thus φ(M t

t ) = φ(M t
t |Bt)φ(Bt) + φ(M t

t |¬Bt)φ(¬Bt) = φ(M t
t |Bt). So φ(M t

t ) = ptt and
φ(Mt−1) = ptt−1(1− ptt) and

φ(M t
k) = ptk

t∏
j=k+1

(1− ptj).

In order to make predictions we must calculate (16), thus we must calculate

αk , φ(xt+1|xt, Bk)

for all k. Note that
αtk = ptkM

t
k(xt+1) + (1− ptk)αtk−1.

Finally, we can calculate the posterior for each conditional model via

pt+1
k =

ptkM
t
k(xt+1)
αtk

.

This quantity only needs to be calculated for the models in M (xt). With an efficient sparse
matrix implementation, it is possible to store the coefficients ptk with little overhead.

3 Experiments

In order to test the efficacy of the proposed approach, we compared the Bayesian predictive state
representation (BVMM) model, described in Sec. 2.3, with the Bayesian hierarchical model over
Markov chains (BHMC) described in Sec. 2.2.

Each experiment was performed by generating data from an underlying class of hidden
Markov models M , with |S| states and |X | observations, as well a specified maximum order kmax

of the BVMM and BHMC models. Each experiment consisted of 100 runs of length T = 104.
At the start of the n-th run, we randomly created a hidden Markov model µn and generated xT

observations.
Each of the models under evaluation calculated a history-dependent probability distribution

φt, for t = 0, . . . , T−1, from which we generated a series of predictions x̂T , by sampling x̂t+1 ∼ φt.
We then calculated the instantaneous loss of each model, `t. In addition to the BVMM and
BHMC models, we also evaluated an oracle and an HMM oracle.

The HMM oracle selects x̂t+1 with probability βt(xt+1) =
∑

st+1,st
µn(xt+1, st+1|st)βt(st).

This is done by maintaining a belief βt(st) over states4 with the initial belief β0 being uniform.
Thus, the predictions of this model are the best we could do if we knew the correct model µn.

The oracle actually observes st and predicts xt+1 with probability µn(xt+1|st) =
∑

st+1
µn(xt+1, st+1|st).

Its performance is that obtainable under perfect state estimation.
Figure 1 presents some experiments with |S| = 4, |X | = 4 and for kmax ∈ {2, 4, 8}. The results

on the left column show Lt, the average loss to time t, averaged over 100 runs. The rightmost
columns show the cumulative regret of each algorithm Λ compared to the HMM oracle Λ′

RT (Λ,Λ′) =
T∑
t=1

`t(Λ)− `t(Λ′),

4Using the standard updates βt(st) = βt−1(st|xt) = µn(xt|st)βt−1(st)/βt−1(xt) and βt−1(st) =P
st−1

µn(st|st−1)βt(st−1).
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Figure 1: The figures depict average loss at t time steps for all models with kmax = 8, and
cumulative regret with respect to the HMM oracle, for the two estimated models, with the
underlying HMM having an observation set with |X | = 4. The results are averaged over 100
runs.
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where Λ is either the BVMM or the BHMC model. It can easily be seen that both models
start at the same level of performance, but BHMC reaches a plateau very quickly. This fits the
hypothesis that the conditional prior over models is more suitable for prediction. Overall, we
see that the cumulative regret of BVMM is consistently smaller than that of BHMC. However,
the overall gain, while signifcant, is not very large.

4 Conclusion

We presented a simple extension of the simpler Bayesian hierarchical Markov chain, by allowing
our posterior over model orders to be conditioned on the history. This allows us to switch
between higher and lower order models depending on the recent observations. The fully Bayesian
approach allows us to treat the learning and prediction problem in a unified framework.

Experimentally, it appears as though the BVMM model consistently outperforms the naive
hierarchical approach and suffers only a small amount of regret compared to the HMM oracle.
We conjecture that a more classical PSR learning scheme, such as [13], can perform similarly
to the BVMM approach for a fixed amount of data and with the right choice of core tests.
However we think that the question of selecting the right core tests has not been satisfactorily
addressed. Most methods extend the approach suggested in [8, 12], which relies on having
a known POMDP model, to the case when the POMDP model is unknown. That requires
performing tests of conditional independence, which in our view, not only lacks the elegance
afforded by the fully Bayesian approach, but is also difficult to implement as it requires the
definition of a threshold for accepting conditional independence.

The presented construction is similar to the one used in predictive state representations,
though the two approaches are not directly equivalent. It is, however, easy to obtain a partial
equivalence by replacing the space X with the product space of POMDP observations and actions
O×A. Then each outcome is actually xt = (ot, at). Then, instead of maintaining a distribution
P(xt+1|xt), we maintain |A| distributions, P(ot+1|at+1, x

t), which fully characterise the system.
Compared to PSRs, the suggested approach makes use of the fact that the set of useful

tests changes as we acquire more data. This is an extremely important aspect of the problem
of learning to act in a large POMDP. Then, even if we knew the “right” core tests, it would
be improper to use them from the start, since they are initially poorly estimated. Rather,
estimating simpler tests initially and more complex tests as more data is acquired is a much
more efficient use of the data.

In the future, we would like to address the following issues. Firstly, it would be important
to perform further experiments on larger problems and with higher order models. Secondly,
it is necessary to apply the model to actual POMDP problems, explicitly taking actions into
consideration. Because the approach is fully Bayesian, it would be also theoretically possible to
perform Bayes-optimal exploration [c.f. 11] in this framework. In fact, using a BVMM, inference
is much simpler, since it is no longer required to perform elaborate sampling procedures. Finally,
it would be extremely interesting to examine the performance gain of an explicit switching time
prior [14] and to perform a theoretical analysis of the regret.
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