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Abstract
Decisions of regulatory government bodies and courts affect many aspects of citi-
zens’ lives. These organizations and courts are expected to provide timely and 
coherent decisions, although they struggle to keep up with the increasing demand. 
The ability of machine learning (ML) models to predict such decisions based on past 
cases under similar circumstances was assessed in some recent works. The dominant 
conclusion is that the prediction goal is achievable with high accuracy. Neverthe-
less, most of those works do not consider important aspects for ML models that 
can impact performance and affect real-world usefulness, such as consistency, out-
of-sample applicability, generality, and explainability preservation. To our knowl-
edge, none considered all those aspects, and no previous study addressed the joint 
use of metadata and text-extracted variables to predict administrative decisions. We 
propose a predictive model that addresses the abovementioned concerns based on 
a two-stage cascade classifier. The model employs a first-stage prediction based on 
textual features extracted from the original documents and a second-stage classifier 
that includes proceedings’ metadata. The study was conducted using time-based 
cross-validation, built on data available before the predicted judgment. It provides 
predictions as soon as the decision date is scheduled and only considers the first 
document in each proceeding, along with the metadata recorded when the infringe-
ment is first registered. Finally, the proposed model provides local explainability by 
preserving visibility on the textual features and employing the SHapley Additive 
exPlanations (SHAP). Our findings suggest that this cascade approach surpasses the 
standalone stages and achieves relatively high Precision and Recall when both text 
and metadata are available while preserving real-world usefulness. With a weighted 
F1 score of 0.900, the results outperform the text-only baseline by 1.24% and the 
metadata-only baseline by 5.63%, with better discriminative properties evaluated by 
the receiver operating characteristic and precision-recall curves.
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1 Introduction

Public services such as licensing, social benefits granting, or economic agents super-
vision are carried out by government bodies whose decisions affect various aspects 
of citizens’ lives. Often, these institutions are responsible for solving conflicts, 
enforcing rules, and shaping administrative justice. This justice system deals, in 
many countries, with more cases than criminal or private civil justice (Nason 2018).

Within this scope, the corrective measures taken by financial system supervi-
sors, namely in the banking and insurance sectors, are a good example of enforc-
ing administrative law. The worldwide insurance industry’s gross premiums in 2018 
reached USD 5.3 trillion, with an average penetration1 of 7.23% in 2019 (Statista 
2020), supporting the need for regulation and supervision. The supervisory authori-
ties’ duties include bankruptcy avoidance, contract fairness evaluation, and con-
sumer protection.

One of the insurance supervision principles asserts that the jurisdictions must 
guarantee that the supervisor "enforces corrective action and, where needed, 
imposes sanctions based on clear and objective criteria that are publicly disclosed" 
(IAIS 2017). This principle directly gives rise to a demand for administrative bod-
ies that timely deliver justified and coherent proceedings when infringements are 
identified.

However, to produce coherent and timely decisions, the decision-maker would 
benefit from swiftly knowing the past decisions in similar cases. In addition, inspec-
tors responsible for supervising companies gain from knowing in advance whether 
potential problems are usually considered infringements by administrative courts. 
Machine learning (ML) may provide valuable tools to help administrative courts 
meet this demand. This study proposes a novel ML method for combining variables 
extracted from the infringement text and proceedings metadata to predict proceed-
ings outcomes. Its three main goals are to ensure good generalization, so that other 
courts can adopt it, out-of-sample applicability (Katz et  al. 2017), and preserve 
some degree of explainability.

We used data from the Superintendency of Private Insurance (SUSEP), an inde-
pendent agency under Brazil’s Ministry of Finance with authority to license and 
supervise insurance brokers and companies. In 2019, SUSEP oversaw 286 insurers 
and reinsurers, with technical provisions of nearly one trillion BRL (two hundred 
fifty billion USD) (SUSEP 2020a) and 99.836 insurance brokers (SUSEP 2020b). 
The agency’s duties include monitoring and prosecuting infringements to the rules 
in force, both for prudential and conduct infractions. As a conduct directive exam-
ple, insurers are required to pay claims within 30  days, a deadline that only may 
be suspended if the claim processing requires additional information. SUSEP may 
start a sanctioning proceeding after an inspection or a complaint and enforce penal-
ties if an infringement has existed. Similarly, as an example of a prudential rule, 

1 The ratio of total insurance premiums to gross domestic product.
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companies must regularly provide financial information and maintain investments 
under specific guidelines, whose infringement may result in penalties.

SUSEP initiated, on average, 822 infringement proceedings per year between 
2016 and 2019. When data were extracted and considering cases initiated in this 
period, 2471 cases remained undecided, as well as, on average, it took 1113 days 
to decide. In this context, there is an immense opportunity to take advantage of ML 
on supervision efficiency. Decidedly SUSEP and other governmental entities that 
assume administrative judges’ roles can use this study’s outcome to speed up the 
legal analysis in their jurisdictions while still observing jurisprudence.

This study is dedicated to predicting the infringement proceedings’ decisions, i.e., 
whether an infringement has existed or not, which is a binary classification task. It 
provides an advisory tool so inspectors and decision-makers can take past decisions 
under similar circumstances when dealing with a new case. The proposed model can 
provide uniformity, legal certainty, and better use of jurisprudence without neglect-
ing the need for human reasoning in each specific case.

In practice, the model provides the government stakeholders (inspectors, legal 
analysts, and judges) with a presumable outcome for each case based on past deci-
sions under similar circumstances. Additionally, other stakeholders such as lawyers, 
companies, citizens, and administrative staff of the courts can benefit from knowing 
the trend of a judgment of infringements under similar circumstances, saving time 
and resources.

2  Literature review

Recent work established practices for predicting judicial decisions, either strictly 
using metadata or text-based approaches. In a seminal paper, Ruger et  al. (2004) 
proposed a statistical method (in practice, classification trees) for predicting the 
Supreme Court of the United States (SCOTUS) decisions, using general case char-
acteristics, and compared its results with legal experts’ predictions. The result was 
a much better performance achieved by the classification trees. The authors explain 
it was due to the model’s ability to predict the more ideologically central votes, sug-
gesting that it was more accurate than the gold-standard legal analysts in separating 
the classes in a binary decision task. Despite choosing variables particular to that 
court and not generalizing for SCOTUS terms different from those used in 2002, 
this work brought an optimistic scenario in which metadata-based decision predic-
tion could outperform human-based judgment.

In another experiment with classification trees, Chen and Eagel (2017) applied 
the Random Forests algorithm (an ensemble of randomized decision trees) to a 
much larger dataset related to asylum adjudications. The authors used metadata 
internal to the cases and extraneous factors such as news and local weather to predict 
outcomes accurately. On the other hand, the number of variables involved hampered 
the model’s interpretation. Also, incorporating external variables demanded analysis 
of whether they represented causality or mere correlation. The proposal had a com-
plex replication from this perspective, mainly because it considered the subject’s 
many internal and external variables.
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Random Forests’ success for metadata-based prediction tasks was confirmed by 
Katz et al. (2017) in a paper that described the design of a new model for predicting 
SCOTUS decisions. The authors established consistency, out-of-sample applicabil-
ity, and generality as principles to make predictive ML models useful for real-world 
applications.

Consistency may be described as the quality of having the lowest possible perfor-
mance variance across time, case issues, and Justices. Out-of-sample applicability, 
in its turn, is directly related to ensuring that all information required for the model 
is known before the decision’s date. Katz et al. (2017) also described generality as 
a model’s property of achieving good performance on different court compositions. 
The authors compared their assembly with the study from Ruger et al. (2004) that, 
even though representing an enormous contribution to the field, did not apply to 
other terms or different compositions of the SCOTUS. In the authors’ description, 
a general model is a model that can learn across time with new samples. Finally, to 
ensure out-of-sample applicability, Katz et al. (2017) divided the dataset into yearly 
terms and used data before each test period for training.

To the authors’ knowledge, Aletras et al. (2016) produced the first study based 
solely on textual content for predicting the outcome of cases tried by the Euro-
pean Court of Human Rights (ECHR). With a bag-of-words embedding model, the 
authors extracted n-gram features and topics based on n-gram similarity. Their study 
provided strong evidence that the factual background described in the textual data 
may be a good predictor for each trial’s result, i.e., the usefulness of the natural lan-
guage processing (NLP) approach.

Medvedeva et  al. (2020), in their turn, extended these findings by testing how 
well support vector machines (SVM) were able to predict future cases by divid-
ing the samples used for training and testing based on the year of the case. They 
concluded that forecasting decisions for future lawsuits, i.e., considering the time 
dimension, poses a much more challenging task, and predictions based on the dis-
tant past negatively impact performance.

Following the evolution of neural network-based classifiers, Pillai and Chandran 
(2020) applied convolutional neural networks (CNN) to bag-of-words derived from 
Indian Courts data. Sivaranjani et al. (2021) applied hierarchical convolutional neu-
ral networks (HCNN) on a feature set extracted from the Indian Supreme Court to 
predict the outcomes of appeal cases. The feasibility and results of these deep-learn-
ing studies for text-based prediction are questionable as they lack generality and 
out-of-sample applicability for not considering the time dimension when testing the 
findings. As in some previous works, the mentioned studies also present the results 
based on the implementations’ Accuracy, which can skew an imbalanced datasets’ 
results. Accuracy mixes true positives and true negatives, being prevalence-depend-
ent, which enforces the importance of choosing an adequate score-evaluation metric.

Moreover, the increasingly frequent application of deep learning techniques and 
black-box models in the legal context motivated the study of Bibal et al. (2021). In 
the authors’ words, "despite their high performance, they may not be accepted ethi-
cally or legally because of their lack of explainability." This review paper clarified 
the concept of explainability in law and how the different levels of legal require-
ments could be interpreted and translated into ML models’ explainability. In their 
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study, sets of requirements that can be required from ML models were derived from 
the need for decision motivation.

To the authors’ knowledge, no previous works investigated the joint use of meta-
data and textual information through a cascading classifier model for legal decision 
prediction.

3  Methodology

In the current infringement examination process, represented in Appendix 1, the 
proceedings are initiated by inspectors and distributed among legal analysts. The lat-
ter produces an evaluation of the case, subsiding the decision-making. Their role is 
crucial to the trial process since legal analysts are the ones who conduct the formal 
review and prepare the case for trial, acting as assistants to the judge. The norma-
tive competence for judging each case depends on the infringed rule: it can be from 
an administrative judge or the agency’s board of directors, composed of five mem-
bers. The responsibilities in the infringement examination process are summarized 
in Table 1.

The number of participants in this business process makes it even more challeng-
ing to consider the existing jurisprudence. Furthermore, each analyst can evaluate 
similar cases differently over time, mainly depending on the final-decision makers 
to maintain coherence. A tool based on this study can help stakeholders obtain vis-
ibility on the precedents of court judgments. In practice, inspectors, analysts, and 
judges may receive advice on the decision outcome (a binary classification) by pro-
cessing the proceeding’s initial document.

It is also common to find different administrative judges and distinct compo-
sitions of the directors’ board, e.g., in the analyzed data, there were two different 
judges and two different board compositions. Keeping the model’s performance 
across time and under varying circumstances creates a challenge.

On the other hand, the differences between judicial and administrative proceed-
ings are advantageous for text feature extraction. In this sort of administrative 
justice, although complaints may initiate the proceedings, most of the potential 

Table 1  Roles and their responsibilities in the infringement examination process

Role Responsibilities

Inspector Assess potential violations during their routine activities and file an infraction 
notice as appropriate, check whether a complaint corresponds to a possible 
infringement, and register the infraction notice or complaint in the penalties 
system

Defendant Present defense
Legal analyst Conduct a formal review of cases, notify Defendant to present a defense, 

prepare the case for trial
Administrative Judge Issuing the final decision in cases whose infraction is within their competence
Board of directors Issuing the final decision in cases whose infraction is within its competence
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infringements are identified by inspectors during their routine activities, leading to 
infraction notices of similar wording. They commonly refer exclusively to infringed 
legislation and do not contain a significant number of references to decisions taken 
in similar cases. In cases where the proceeding begins with a complaint, the inspec-
tors assess whether there is any potential infringement. Still, an infraction notice is 
not generated, and the complaint continues in its original state.

3.1  Data extraction

Data from two of SUSEP’s internal systems were used: the penalties system and the 
administrative process system. The former keeps track of the infringement analysis 
lifecycle, storing metadata as the infringement date, regulations involved, whether 
the infringement was committed by a person or a company, decision date, and the 
existence of mitigating or aggravating circumstances. The later system stores the 
text documents of the proceedings in a timely order.

Three criteria were considered to create the dataset. First, the potential admin-
istrative infringement must have had a decision by an administrative judge, which 
means having a decision registered in the penalties system. Second, the administra-
tive proceeding must have been born-digital so that data can be adequately parsed 
(documents in HTML or PDF format), and third, the alleged infringement must still 
be among the rules in force.

Each proceeding may have had one or more potential infringements, regularly 
described in a single complaint or infraction notice, from now on referred to as the 
primary document. This fact created the need to split the text related to each infrac-
tion. The infringement was used as the unit of analysis, and the respective part of the 
primary document was extracted for each of them. Some proceedings also contained 
drafts and rectifications, meaning, in these cases, that there were two or more copies 
of the same procedural documents. As a general rule, the last versions were believed 
to be final.

The computer program BeautifulSoup (Richardson 2007) extracted text from 
the HTML files and pdfminer.six (Shinyama et al. 2019) served the same purpose 
for PDF files. Different parsers were built for complaints and infraction notices, in 
which regular expressions helped remove prologues and epilogues and extract the 
core text for each infringement. Figure 1 shows an example of an infraction notice 
stored as a PDF file, and Appendix 2 contains a free English translation of the text.

3.2  Dataset characteristics

The result was a dataset containing 1108 infringements, including their primary doc-
ument’s text extract. The following metadata was of interest for this study: infringed 
regulation identifier (infringementID), whether the offender was a person or a com-
pany (pessoaFisica), infringement date (infringementDate), decision date (decision-
Date), and decision type (julgamentoDecisaoId). Excepting the features related to 
the decision, all others are available at the beginning of an infringement analysis 
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providing an early prediction of its outcome. Hence, the model can be reproduced 
with the same variables set as soon as the decision date is fixed or estimated.

A subset of 109 samples (9.8%) did not have a judgment date. Instead of discard-
ing such a noticeable percentage of samples, the decision date in these cases was 
set to be the average date among all previous decisions. Decision dates ranged from 
June 2016 to August 2020.

The possible outcomes identified by julgamentoDecisaoId were five. One 
appeared in 830 samples (74.9%) and represented the positive case, i.e., a situation 

Fig. 1  PDF Infraction notice sample. This document describes the findings of an inspection team and 
may contain one or more potential infringements
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in which the decision-maker considered an infringement had occurred. The remain-
ing four included the following circumstances: proceedings filed without judgment 
on the merits (1.6%), those in which the judge(s) decided that an infringement had 
not occurred (16.6%), proceedings that generated a recommendation for the com-
pany, and not a penalty (0.5%), or even those extinct by any legal reason (6.3%). 
Jointly, these four outcomes represented the negative case.

Finally, in 14.0% of the samples, the proceedings’ origin was a customer com-
plaint, and the 86.0% remaining originated from infraction notices.

3.3  Study hypothesis

As illustrated in Fig. 2, this study employs a two-layer cascade classification model 
to predict whether an administrative judge will confirm a potential infringement. The 
hypothesis under evaluation is that the proposed model obtains a better combination 
of Precision and Recall than two baselines: a metadata-only classifier and a text-only 
classifier. The proposed model uses features extracted from the text (n-grams) and 
features extracted from the metadata.

From a practical perspective, the objective is to evaluate one outcome against the 
others, turning the task into a binary classification. We implement an architecture 
based on the Cascade Generalization (Gama and Brazdil 2000), feeding the predic-
tor that uses metadata with the prediction obtained from the textual features.

This multistage method is a better choice than other ensemble techniques, like 
bagging or boosting, as we want later to examine features’ contribution to the final 
classification. Also, the computational cost of training the metadata-based and text-
based learners can be divided, contrarily to using all features in a single classifier. 
Finally, selecting the best text-based classifier first, which is more costly, allows test-
ing parameters for the second classifier in less time.

Based on Katz et  al. (2017) contributions, this study satisfies the concepts 
of generality, consistency, and out-of-sample applicability, proposing a practi-
cal approach for various administrations, provided they store decisions’ text and 

Fig. 2  Cascading classifiers to 
combine text and metadata
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metadata. The generality property is addressed by evaluating the model across 
different decision-makers, a single judge, or the board of directors, with varying 
compositions across time. Out-of-sample applicability is intrinsic to the valida-
tion strategy since all training samples precede the test samples in time, guar-
anteeing that all information the model needs to produce an estimate is known 
before the predicted decision’s date.

Consistency across time is directly addressed by time-based cross-validation. 
Furthermore, as mentioned in Sect. 3, the data span a period with two different 
administrative judges, two board compositions, and several different faults. Thus, 
this validation method also indirectly delivers consistency across case issues and 
courts.

Text-based features were used to train the first classifier. The decision to use 
text representations based on n-grams and embed the text into term frequency-
inverse document frequency (TF-IDF) (Luhn 1957; Spärck Jones 1972) vectors 
or Latent Dirichlet Allocation (LDA) (Blei et al. 2003) topics relate to preserv-
ing visibility over the textual variables that contribute to the first stage’s predic-
tion. Although neural network-based models may capture semantic features (e.g., 
Doc2Vec (Le and Mikolov 2014), Word2Vec (Mikolov et al. 2013), GloVe (Pen-
nington et  al. 2014)) and transformer-based models (e.g., Universal Sentence 
Encoder (Cer et al. 2018), BERT (Devlin et al. 2019)), they are not interpretable 
by their nature. Moreover, the cascading strategy for combining heterogeneous 
features through two classifiers enables one to evaluate the classification’s contri-
bution from the first stage to the second stage.

The second classifier was fed with the predicted class from the early stage as 
an additional feature, along with infringement metadata. It should be noted that 
ensemble techniques such as bagging and boosting are not feasible to connect the 
first and second stages in this assembly because they apply bootstrapping as the 
sampling method from a single data set. Similarly, the stacking technique could 
only be employed in case the second stage was a meta-classifier.

Following the need for explainability when predicting administrative decisions 
through an ML model, we chose word embeddings and an ensemble technique 
that provides human-interpretable features. The n-grams relevant to the predic-
tion relate to the facts behind a decision, and the legal article is a feature pre-
sent in the metadata. In this sense, we used the SHapley Additive exPlanations 
(SHAP) detailed by Lundberg and Lee (2017) to approximate each feature’s con-
tribution and reverse-engineer the output. This model agnostic approach provides 
local explainability, i.e., a specific prediction made by the model can be under-
stood by approximating the decision through an interpretable local model. This 
local model does not globally explain the whole model but instead provides clues 
on why a specific prediction has been made (Bibal et al. 2021).

Preserving human-recognizable features to interpret their contributions allows 
understanding the decision prediction standalone stages. In this sense, not only 
does the proposed model address how the variables combine to reach a decision, 
but it also allows identifying the text extracts (facts) that contribute to the deci-
sion (first stage) and the legal article(s) relevant to the case (second stage).
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3.4  Feature engineering

Three features were also engineered from data to address relevant aspects of the 
decisions and to feed the second stage classifier. First, the time difference between 
the decision date and the infringement date, i.e., the time the administrative court 
took to deal with the case and decide on it, was stored in the feature tempoAteJulgar. 
Next, the textLength feature was created to store the primary document length for 
each infringement. Finally, the time difference between the infringement date and 
January 1st, 2000, was stored in the daysFrom2000 feature and substituted infringe-
mentDate, addressing the case recency and treating the date as an ordinal and con-
tinuous variable. In summary, the following features were made available to the sec-
ond stage classifier:

• infringementID: infringed regulation identifier;
• pessoaFisica: whether the offender is a person or a company;
• decisionDate: decision date;
• tempoAteJulgar: time difference between the decision date and the infringement 

date;
• textLength: primary document length;
• daysFrom2000: time difference between the infringement date and January 1st, 

2000;
• subsistent: the binary target feature, corresponding to the decision result.

The infringementID feature had a high cardinality when considering the number 
of samples, with 97 different values. As a data preparation measure, infringementID 
classes were sorted by the number of occurrences, and the values representing 90% 
of the cases were kept, resulting in 40 categories. The remaining possible infringe-
mentID were grouped into a default category. Finally, this feature was encoded 
into dummy binary variables, making it suitable for the classification algorithms. 
InfringementDate was transformed into a continuous variable ranging between the 
dataset’s minimum and maximum date.

3.5  Baselines

Our study aimed to compare the experimental results with both a classifier based 
only on metadata and a classifier based on features extracted from the text. Both 
on the baselines and the cascade classifier stages, we employed seven estimators 
based on different learning methods: a lazy (or instance-based) learner represented 
by k-Nearest Neighbors (kNN), a neural network (or Multilayer Perceptron), a tree-
based classifier (Decision Tree), a Bagging Classifier using decision trees as its base, 
a bagging classifier employing random subsampling of features (Random Forest), a 
boosting classifier (XGBoost) and an analogy-based learner (Support Vector Clas-
sifier). All estimators used versions implemented on Scikit-Learn (Pedregosa et al. 
2011), except XGBoost implemented in Python by T. Chen and Guestrin (2016).
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3.6  First stage classifier

Text preprocessing was the first step of the pipeline, removing ubiquitous and 
non-discriminative words from the primary documents using regular expressions 
(RegEx), e.g., phone numbers, URLs, and business unit names. Part-of-speech 
(POS) tagging was also used to remove articles, conjunctions, pronouns, and cur-
rency symbols. Several POS taggers were tested. The Mac-Morpho Brazilian Por-
tuguese corpus (Fonseca et  al. 2015) associated with Brill Tagger (Brill 1992) 
from the Natural Language Toolkit—NLTK (Bird et al. 2009) obtained the best 
performance in classifying sentences. NLTK was also used to apply, in sequence, 
tokenization, stopword removal, and stemming. Tokenization is the text segmen-
tation into basic units (tokens) such as words and punctuation, while Stemming 
accounts for reducing words to their root form based on pre-established rules. For 
example, a rule may state that any expression with -ing as a suffix will be reduced 
by removing the suffix (Bird et al. 2009). The last step used the RSLP Stemmer 
for Portuguese (Orengo and Huyck 2001).

We also used POS tagging to extract words and summarize the text according 
to three summarization strategies: the first returned the full stemmed text, and the 
second and third summaries were composed of the nouns (concepts) and nouns 
and verbs (concepts and relations), respectively. In the latter cases, the resulting 
text was also stemmed.

A bag-of-words model was used to represent the text corresponding to each 
infringement on the vectorization step. The bag-of-words approach assumes that 
a text is nothing more than a histogram of the words it contains. Thus, words’ 
order or context are not considered (Theodoridis 2020). For vectorial document 
representation, two approaches were tested. First, words’ occurrence frequency 
was normalized by the number of infringements in which each word occurs, i.e., 
through TF-IDF. Also, in this case, words appearing in only one document or 
more than 80% of the corpus were ignored. The second approach involved count-
ing the number of occurrences of each word in the documents and applying the 
Latent Dirichlet Allocation (LDA) model, representing each document by its 
composition in LDA topics.

The TF-IDF representation proved effective in different scenarios, generally with 
up to four words in each n-gram. In our case, n-gram sizes varied from 1 to 4. Each 
vectorization trial utilized pairs of the following n-gram sizes: (1,2), (2,3), and (3,4). 
The vocabulary size, i.e., the number of different n-grams obtained when mapping 
terms to features, reached 185.921 with n-grams of size (1,2) and the full stemmed 
text.

Due to the large number of features, both for performance reasons and to avoid 
the curse of dimensionality, a dimensionality reduction technique was applied. This 
phenomenon is observed when estimating an arbitrary function by a high num-
ber of features minimizing the approximation error. L. Chen (2009) states that the 
number of samples needed for this estimation with a given level of Accuracy grows 
exponentially with the number of input variables (i.e., the dimensionality) of the 
function. The computational effort also increases exponentially with the number of 
unknown variables. In such cases, dimensionality reduction techniques transform 
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the data from a high-dimensional space into a low-dimensional space, retaining the 
original representation’s properties as much as possible.

Hence, Singular Value Decomposition (SVD) was applied to the vectorized rep-
resentation for each n-gram size using a components number equal to 1% of the fea-
ture space. It means approximating the feature-space matrix A with another lower-
rank matrix B, i.e., truncating A to a specific rank r corresponding to 1% of this 
study’s dataset features. After obtaining the variance explained by a projection to 
each principal component, the number of components necessary to explain 95% of 
the total variance was selected. Thus, it was possible to get a dimensionality that 
best suited each n-gram set. The correspondence between text summarization strat-
egy, n-grams size, and the number of components varied from 655 components for 
the full text and n-grams of size (3,4) to 550 components for the concepts and rela-
tions text with n-grams of size (1,2). Consequently, it was possible to grid search on 
various text summaries, n-gram sizes, and their corresponding number of features.

Differently, it was not necessary to apply dimensionality reduction techniques 
to text representations that used LDA because, in this case, the vector dimension 
is specified by the number of topics. This study tested configurations with 20, 40, 
and 80 topics. The last step in the first stage classifier was the classification algo-
rithm, for which the same implementations described in Sect. 3.5 were investigated 
(Fig. 3). 

Following the literature considerations about out-of-sample prediction and 
model generality, using timely ordered data is mandatory for cross-validation and 
real-world applicability. Despite being a challenging premise, it was possible to 
demonstrate that reasonably high performance is still achievable. The samples for 
training were limited to only that available before all decisions in the test set. On 
the other hand, the model used a novel approach to divide the samples between 
the training and test sets. The previously adopted strategies considering the tem-
poral dimension consisted of ordering the samples and defining cutting points on 

Fig. 3  Pipeline for the first stage classifier
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time for training and testing sets, e. g., setting the training set’s final date to be 
December 31st every year and predicting an arbitrary timeframe within the fol-
lowing year. As proposed by Herman–Saffar (2020), our study used time-based 
cross-validation (see Fig. 4).

The predictor was trained with samples taken from 12 months and tested on sam-
ples corresponding to an adjacent month. All test sets were constrained to start after 
January 1st 2020. Consequently, we utilized seven train/test splits for cross-valida-
tion based on a time-based splitting strategy, selecting the best model by the best 
mean F1 weighted score. The significant difference in this approach is that the split-
ting points slide along with the samples, and all of them may be used to apply time-
based cross-validation. It is worth mentioning that this method creates sets contain-
ing a fixed time frame instead of a fixed number of records. Table  2 present the 
train-test splits.

This study did not aim to evaluate the best train-test split scheme or fine-tune the 
classifiers’ settings but to evaluate the hypothesis of better performance of a cascad-
ing model over metadata-only or text-only models. Consequently, the search space 
for hyperparameters on classifiers included only the learning rate control and the 
classifier base architecture (activation functions, number of layers, nodes, neighbors, 
leaves, and estimators). Table 3 summarizes the parameter space used on grid-search 
for the first stage. 

F1 Score was chosen as the primary evaluation metric because it best suits data-
sets with imbalanced classes. It is an evenly-weighted combination of Precision and 
Recall, defined as the harmonic mean of these two metrics. The Precision is the ratio 
between the number of positive samples classified as positive (true positives) and all 
the samples predicted to be positive. It is also called positive predictive value (PPV). 
The Recall represents the ratio between the true positives and the positive samples 
(sum of true positives and false negatives).

Fig. 4  Cross-validation strategy. Adapted from “Time based cross validation” by Herman-Saffar (2020)
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The weighted average implementation of Scikit-Learn was used to select the best 
classifier for each stage. This case calculates the F1 Scores for the positive and nega-
tive classes and finds their average weighted by the Support (the number of true 
instances for each label). Otherwise, because of the higher occurrence of positive 
samples in the dataset, it would be possible to have good F1 Scores even if the 
model always predicted positives.

The best overall result was obtained with a Random Forest Classifier, using 
LDA vectors created from the full-text representation. None of the vectorizers or 
text representations consistently outperformed other configurations. The first stage 

Table 3  First stage parameter space

Pipeline step Algorithm Unchanging 
hyperpa-
rameters

Hyperparameters search space

Vectorization TF-IDF + SVD Maximum 
document 
frequency

Text representation N-gram 
range

Compo-
nents

0.8 Full (1, 2) 605
Concepts (1, 2) 550
Concepts and relations (1, 2) 550
Full (2, 3) 637
Concepts (2, 3) 595
Concepts and relations (2, 3) 593
Full (3, 4) 655
Concepts (3, 4) 620
Concepts and relations (3, 4) 616

LDA – Number of topics: 20, 40, 80
Classification k-nearest neigh-

bors
– Number of neighbors: 3, 5, 7

Weights: uniform, distance inverse
Neural network – Hidden layer sizes: 100, 200, (100, 100)

Activation function: relu, logistic
Solver for weight optimization: adam, lbfgs
Alpha: 0.01, 0.03, 0.1, 0.3, 1.0

Decision tree – Splitter: best, random
Minimum number of samples in a leaf: 1, 6, 11
Maximum number of features: all, log2

Bagging clas-
sifier

– Number of estimators: 10, 25, 50

Random forest – Number of estimators: 10, 50, 100
Minimum number of samples in a leaf: 1, 6, 11
Maximum number of features: all, log2

XGBoost – Number of estimators: 25, 50, 100
Minimum weight needed in a child: 1, 6, 11

Support vector 
machine

– Kernel: radial basis function, polynomial, linear
Regularization: 0.001, 0.01, 0.1, 1.0
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grid-search results are summarized in Table  4, represented by the F1 weighted 
scores. The best scoring setup is highlighted. 

Finally, two techniques were tested to attenuate the imbalance effects generated 
by an asymmetrical class distribution of 3:1 towards the positive outcome. Random 
oversampling of the minority class and synthetic minority over-sampling technique 
(SMOTE) (Chawla et  al. 2002) were integrated into the Random Forest classifier 
assembly. Still, they did not improve the model performance.

3.7  Second stage classifier baseline

To compare the results of the proposed model with metadata-only classifiers, we 
performed a hyperparameter search on the classifiers cited in this study employing 
only non-textual features. Unlike the text-based predictions, the results summarized 
in Table 5 show the gradient boosting-based algorithm as the best classifier.

3.8  Second stage classifier

The classifiers of the first stage (Table  3) were later applied to predict outcomes 
for the entire dataset, and the result was made available to the second stage as a 
new feature. Thus, the variables were the same as those used for the metadata-only 
predictors added from the previous step predictions. Dimensionality reduction was 
employed to avoid overfitting, and finally, grid-search with the same classifiers men-
tioned in Sect. 3.5 was applied in the second stage.

The entire cascade must be refitted for each training/test split to select the best 
second-stage classifier. If not, there will be statistical leakage between the phases, 
i.e., a classifier fitted in the first stage to the entire dataset would already incorporate 
the whole dataset’s characteristics. It means including data that would not be avail-
able when training the second stage in a real-world problem. For the same reason, 
the transformations implemented in infringementID needed to be included in each 
training/test split.

4  Results and discussion

As mentioned in Sect. 3.8, a grid-search among the classifiers from Sect. 3.5 was 
performed, with cross-validation according to the technique described in Sect. 3.6. 
Table 6 presents the results obtained in three assemblies: the first stage (baseline 1), 
built only on n-grams extracted from infringements’ text, the baseline 2, using only 
infringements’ metadata, and the proposed cascade classifier (composed of the first 
and second stages).

The results show that the two-stage model surpassed both the n-gram and the 
metadata-based approaches. It obtained the best F1-weighted, benefiting from the 
prediction extracted from the text. Still, the full-text representation provided the 
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best results for feeding the cascade classifier with the first stage predictions. With a 
higher number of n-grams, this representation seems to benefit from more variance 
in the input data, despite being computationally more expensive.

The best overall performance was obtained with a Random Forest classifier 
applied on LDA topics in the first stage and an XGBoost classifier in the second 
stage. Its F1 weighted score was 1.24% higher than the best score achieved with a 
baseline.

The confusion matrix in Table 7 provides more insights through the class-wise 
performance distribution of each assembly. Since the test sets were non-overlapping, 
the results were totalized by summing each train-test split result. Compared to the 
first baseline and second-best model, the cascade classifier showed a slightly worse 
performance when predicting the positive class. On the other hand, it significantly 
improved the performance in predicting the negative class, better limiting false posi-
tives. This feature deserves to be explored more extensively as it may be particularly 
desirable in predictions applied to the legal context.

The standard deviation obtained by the proposed approach is compared to the 
standard deviations of the two baselines in Table 8. The cascading classifier has a 
higher overall standard deviation (and variance) than the text-based classifier. This 
model will return results varying in a broader range when predicting future data. It 
can be beneficial to the final predictor due to the bias-variance tradeoff.

Bias refers to assumptions in the learning algorithm that narrow the scope of 
what can be learned. It can accelerate learning and lead to stable results at the cost 

Table 4  First stage classifier 
F1 weighted scores per 
classifier, vectorization, and text 
representation

Values in bold represent the best score for a classifier among differ-
ent text representations

Classifier F1 Score

Full Concepts Concepts 
and rela-
tions

Vectorization X Classifier X Text representation
TF-IDF k-nearest neighbors 0.838 0.854 0.868

Neural network 0.852 0.851 0.851
Decision tree 0.863 0.831 0.857
Bagging classifier 0.840 0.849 0.865
Random forest 0.838 0.849 0.866
XGBoost 0.874 0.872 0.862
Support vector machine 0.851 0.850 0.850

LDA k-nearest neighbors 0.864 0.861 0.832
Neural network 0.851 0.885 0.840
Decision tree 0.841 0.847 0.830
Bagging classifier 0.844 0.828 0.859
Random forest 0.887 0.843 0.854
XGBoost 0.852 0.857 0.830
Support vector machine 0.823 0.823 0.780
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of the assumption differing from reality (Browlee 2018). In this sense, models built 
from the cascading method tend to learn more from new data while balancing the 
bias-variance tradeoff compared to metadata-based models. Considering that the 
small size of the dataset is a cause for high variance, fitting the model on more train-
ing data can reduce the overall variance.

Table 9 compares the baselines and the proposed model according to the Area 
Under the Receiver Operating Characteristic Curve (ROC AUC) scores. The ROC 
plots the True Positive Rate (TPR) against the False Positive Rate (FPR) at vari-
ous probability thresholds, i.e., the probability of belonging to the majority class. 
Also, from this perspective, the cascade classifier performs better by differentiating 
classes in different probability thresholds.

Taking the training/test split in which the cascade classifier obtains the best 
results compared to the baselines (test split 2), Fig. 5 presents the Receiver Operat-
ing Characteristic (ROC) for a range of probability threshold values on the classifi-
cation algorithms’ predictions. Two probability thresholds are marked as examples.

At the discrimination point of 0.691 for the majority class, the cascade classi-
fier has an FPR of 0.462, and the TPR is 0.988. For an FPR of 0.231 and a TPR 
of 0.802, the baseline classifier threshold is 0.898. The curve represents the Recall 
(or True Positive Rate—TPR) versus the False Positive Rate (FPR). It is a standard 
technique for presenting a classifier performance over a range of tradeoffs between 
TPR (benefits) and FPR (costs). The optimal performance, or the optimal probabil-
ity cut-point, combines the highest benefit with an acceptable cost, depending on the 
problem to which the model is applied.

Table 5  Metadata-only 
classifiers F1-weighted scores

The value in bold identifies the classifier used as the baseline 2

Classifier F1 score

Baseline 2 (metadata-based) k-Nearest neighbors 0.818
Neural network 0.771
Decision tree 0.842
Bagging classifier 0.851
Random forest 0.848
XGBoost 0.852
Support vector machine 0.790

Table 6  F1 weighted score 
compared text-based prediction 
(first stage and baseline 1), 
metadata-based prediction 
(second stage and baseline 2), 
and the final assembly

F1 weighted score

Classifier F1 score
Baseline 1
(text-based, Random Forest)

0.887

Baseline 2
(metadata-based, XGBoost)

0.852

Cascade classifier
(First stage, Random Forest)
(Second stage, XGBoost)

0.900
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The example shown in Table  10 for the sample under analysis highlights the 
probability threshold of 0.691, where the cascade classifier has a TPR of 0.988 and 
an FPR of 0.462. The choice model depends on the tradeoff that best suits the task 
under analysis.

The improved performance of the cascade classifier becomes even more evident 
when the ROC curves are cross-validated using all training/test time splits (Fig. 6). 
The cascade classifier outperforms the baselines in most splits. It shows a higher 
mean value for the Area Under the ROC curve (AUC), indicating better discrimina-
tion power between the two classes.

In their turn, the Precision-Recall curves of Fig.  7 show a comparison of the 
tradeoffs between Precision and Recall for different probability thresholds. Also, 
under this perspective, the cascade classifier outperforms the baselines with a better 
tradeoff behavior. We can observe a drop in Precision when the Recall achieves val-
ues closer to 0.7 in the metadata-only and text-only baselines. However, the cascade 
classifier maintains Precision with a smooth decay path as Recall increases.

These results are consistent with the work premise, i.e., the cascade classifier pro-
posed in this work outperforms both the metadata-only and the text-only assemblies. 
The results also reveal that despite being a more challenging task to take the time 
dimension into account while maintaining out-of-sample applicability, it is possible 
to achieve reasonably high results, as the authors observed when working with this 
dataset. Additionally, the difference in performance observed in the characteristic 
curves shows the significance of evaluating this modeling in prediction tasks when 
text and metadata are available. We emphasize the importance of continually incor-
porating new judgments into the dataset to reduce variance.

We also wanted to evaluate the relative performance between the models through 
statistical tests, i.e., whether the results ensured a better performance of the cascade 
classifier. For this purpose, we resorted to Dietterich (1998) to determine McNe-
mar’s test as the one to be used. The author argues that, given two learning algo-
rithms and a small dataset, none of the tests analyzed can answer which one will 

Table 7  Confusion matrix when all test samples are considered

Baseline 1
(text-based)

Predicted Baseline 2
(metadata-based)

Predicted Cascade 
classifier

Predicted
1 0 1 0 1 0

Actual
1 524 13

Actual
1 500 37

Actual
1 518 19

0 62 105 0 64 103 0 49 118

Table 8  Comparison of standard 
deviations between the proposed 
model and the baselines

Classifier Standard 
devia-
tion

Baseline 1
First stage (text-based)

0.037

Baseline 2 (metadata-based) 0.078
Cascade 0.050
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produce more accurate classifiers when trained on a dataset of the same size and 
obtained from the same population, limiting the result to the training sample used. 
In addition, he emphasizes that each statistical test has its limitations, and the results 
must be interpreted as approximations.

The null hypothesis in our study is that the assemblies have the same error rate, 
i.e., the number of samples misclassified by one model but not by the other is equal 
to the number of samples misclassified by the second model and not by the first. 
Comparing the metadata-based classifier with the cascade classifier, we obtained 
a p value of 0.000090, rejecting the null hypothesis. In comparing the text-based 

Table 9  Comparison of 
ROC AUC scores between 
the proposed model and the 
baselines

Classifier ROC AUC 

Area under the receiver operating characteristic curve (ROC AUC) 
scores

Baseline 1
First stage (text-based)

0.820

Baseline 2 (metadata-based) 0.823
Cascade 0.861

Fig. 5  ROC curves for cascade and baseline classifiers
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and the cascade classifier, the result was equal to 0.208668, the reason why the null 
hypothesis cannot be rejected.

Finally, we use SHAP values, an additive feature attribution method, to 
approximate each feature’s contribution to the prediction and reverse-engineer the 
output, providing local explainability. The best explanation of a simple model is 
the model itself; it perfectly represents itself and is easy to understand. However, 
we cannot use the original model as its own best explanation for complex models, 
such as ensemble methods or deep networks, because it is not easy to understand. 
Instead, we must use a simpler explanation model, which we define as any inter-
pretable approximation of the original model (Lundberg and Lee 2017).

SHAP assigns each feature an importance value for a particular prediction. Our 
study used complex models as classifiers in the standalone stages. However, we 
preserved the visibility of the features by using TF-IDF vectors or LDA topics in 
the first stage and metadata in the second stage.

We present the cascade classifier with the best overall performance as an 
example. The first stage is constituted by an LDA transformer whose output is fed 
into a Random Forest classifier. LDA assumes that each document is represented 
by a distribution of a fixed number of topics, and each topic is a distribution of 
words. For a random infringement whose prediction in both stages was “positive” 
or one, Fig. 8 shows the influence of the most significant topics in the first stage 
prediction. The base value is the averaged predicted probability across all sam-
ples. The red topics positively influence the prediction (driving it beyond the base 
value). The blue arrows represent the topics that drive the prediction down. The 
bold value is the actual prediction for this sample.

The relevance of an n-gram to a topic, in its turn, is defined as:

Equation (1) Relevance of an n-gram to a topic.
In Eq.  (1), �kw is the probability of an n-gram w occurring in topic k, and 

�_kw∕p_kw is the lift calculated by the n-gram’s probability within a topic and its 
marginal probability across the entire corpus. The second term helps to discard glob-
ally frequent n-grams. Therefore, a lower � gives more importance to n-grams’ topic 

(1)r(w, k|�) = � log�kw + (1 − �) log
�kw

pkw

Table 10  TPR and FPR 
for different discrimination 
thresholds (sample split 2)

The example mentioned in the text above is highlighted in bold

TPR FPR Probability 
threshold

0.111 0.000 0.990
0.309 0.077 0.978
0.593 0.154 0.958
0.802 0.231 0.898
0.864 0.308 0.825
0.988 0.462 0.691
1.000 0.846 0.167
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exclusivity. Using the pyLDAvis library (Mabey and English 2015), we visualize the 
topics’ interrelation and n-grams relevance. In Fig. 9, by lowering λ to 0.5, we can 
find that topic 31 top-ranked stemmed n-grams related to ethics in the Portuguese 
language, e.g., “étic”, “comit étic” and “códig étic”.

Next, we use the SHAP values to estimate the importance of variables in the sec-
ond stage (Fig.  10), which employs an XGBoost Classifier. In this case, the time 
difference between the infringement date and January 1st, 2000 (“daysFrom2000”), 
the infringed regulation (“5534”), and the previous stage prediction (“pred_sub-
sistente”) positively influenced the output. The time difference between the decision 
date and the infringement date (“tempoAteJulgar”) drove the prediction towards the 
negative output.

Fig. 6  Cross-validated ROC curves
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5  Conclusions

This study employed several NLP and ML techniques through an innovative 
approach, combining different types of data with state-of-the-art classifiers through 
a cascade assembly. Previous studies have used text and metadata separately, and in 
this study, both types contribute to the prediction. The cascade approach was chosen 
to preserve visibility into the contributions of variables from both stages.

We obtained an F1 score of 0.900 with a Precision of 0.929 and a Recall of 0.873. 
These results mean that in the vast majority of cases, the system correctly predicts 
the final decision given the initial document of the proceeding. As seen in Fig. 7, 
our cascaded approach provides a robust estimate, in particular eliminating the 
drop in performance for recalls greater than 0.65 that occurs when classifiers are 

Fig. 7  Cross-validated precision-recall curves
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used separately. This approach allows for very high Precision, even with the highest 
Recall values.

This study also addressed the time dependency of judicial decisions innovatively. 
Many reviewed approaches did not take time into account, in effect using all data 
even to predict decisions that occurred in the past. In this study, we only used data 
samples that occurred before the decision was predicted. This limitation naturally 
leads to a drop in performance, but thanks to the cascade approach, we managed to 
have an acceptable performance, even taking time into account.

The good results obtained in the paper were achieved using only the first doc-
ument from each proceeding, i.e., neither external variables nor any particular 
assumption about the data was used. Therefore, our method allows predicting the 
final outcome as soon as the decision date can be estimated, which is precious infor-
mation for practitioners saving time and resources.

A possible application of this method is to aid decision-makers with predic-
tions, along with the preliminary analysis done by legal analysts. If the analysis 

Fig. 8  SHAP values for the first stage prediction. Topics in red influence prediction positively, and topics 
in blue influence negatively

Fig. 9  Topics relatedness and n-grams relevance on topic 31



1 3

Joining metadata and textual features to advise administrative…

and the result suggested by the model point in the same direction, it might increase 
the conviction in decision-making. On the other hand, a contradiction between 
the preliminary analysis and the model’s result would undoubtedly lead to a more 
detailed assessment of the case. In both cases, the assertiveness of the result may be 
increased.

Nonetheless, identifying variables that influence the classification of infringements 
is critical to the model’s usefulness. In this sense, by using SHAP, the state-of-the-art 
method to identify the variable contributions, and by preserving the visibility of the 
variables extracted from the text, it is possible to explain each prediction to the user. 
Other important information, such as predictions of similar cases (precedents), may 
also be used to inform courts.

Despite people not expecting a future in which trained machines can substitute deci-
sion-makers, this study demonstrates how an ensemble model can improve existing 
decision-support models. As previously stated, the more accurate the prediction model, 
the better the advice it provides to administrative courts, offering agility and consist-
ency in decisions by facilitating jurisprudence usage.

The results confirm that it is possible to improve administrative court decisions’ effi-
ciency and consistency using AI-based legal assistance techniques. The present study 
showed objective and robust evidence that the proposed model, applicable when meta-
data and textual features are available, reliably outperforms the most used models in 
important metrics by a gain rate that makes its implementation attractive. The predic-
tive performance was also probed under generalization and out-of-sample applicability 
conditions.

5.1  Limitations and future work

The promising results pave the way for future work to investigate whether the proposed 
approach is the right choice for multiclass problems. Furthermore, larger datasets and 
ensembles of predictions from two-stage models may be explored to introduce bias and 
decrease the variance. The possible contribution of using semantic analysis for extract-
ing forecasts in the first stage is another topic that deserves further investigation from 
the author’s point of view. There is still a vast field to investigate models that offer 
global explainability so that humans can easily interpret how classifications are carried 
out. Like others, this study is not without limitations. Due to restricted data available, 
further tests should be conducted to validate the model’s stability. Reproducing these 

Fig. 10  SHAP values for the second stage prediction
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results may depend on the organization and the type of problems addressed. Further-
more, employing the stemming technique to reduce the feature space in the first stage 
brought adverse consequences to local explainability from topics and n-grams.

The cascade model is meant to be applied as a real-time query system, recom-
mending decision outcomes when a new infringement case and the respective initial 
document are analyzed. In this scenario, predicting decisions 1 month in advance, for 
instance, may require a well-suited pipeline for data integration and training. In this 
case, models need to be pre-trained and updated promptly. Therefore, future studies 
should also focus on understanding how similar models could be deployed in produc-
tion environments.

Appendix 1: Infringement examination business process
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Appendix 2: Infraction notice (English translation)
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