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ABSTRACT 

This professional internship took place at Worten, in Lisbon, with a duration of 9 months in the year 

2021/2022 in order to apply and consolidate, in a practical context, the theoretical knowledge acquired 

in the 1st and 2nd semester of the Master with guidance and supervision, with the to complete the 

master's degree and gain experience in the area. 

The main objective of this study was to try to understand customer behaviour considering their 

opinion given in the NPS (Net Promoter Score) process, trying to measure, classify and predict the 

customer's transactional behaviour in the company. Although this metric has been criticized by the 

academic community due to its poor predictive sales performance, NPS remains the most notorious 

metric in the market adopted by managers as a metric of consumer mindset. This internship report 

validates that NPS is a bad predictor of Sales in the long term, but a good predictor of frequency of 

purchase in the short term. 

This report also emphasizes the significance of conducting a segmented and in-depth analysis 

of each business area in order to identify the areas that are harming the company the most and those 

that may have potential churners. Finally, this report offers a comprehensive view of the company and 

its relationship with the NPS metric. 

 

Keywords: Customer loyalty; Brand health; Net Promoter Score; Marketing; Worten; 

Analytics



1 
 

1. INTRODUCTION 

Single-question customer metrics have been adopted by companies facing a growing competitive 

market, they intend to measure loyalty and focus on customer satisfaction. According to a study made 

by National Retail Federation in US, 418 executives from 137 retail companies say that customer 

satisfaction is their top priority (Geller, 2008). Of all the customer survey metrics an organization can 

use, there is one that attracts a lot of attention in terms of business results, the metric of net promoter 

score (NPS). 

 Fred Reichheld introduced the Net Promoter Score in 1993. Eventually in 2003, Fred 

collaborated with Bain & Company, which implemented the NPS to forecast client purchasing 

intention. NPS also gained a lot of notoriety due to the article published in the Harvard Business Review 

by Reichheld in 2003 stating that “You need only one question to determine the status” of a customer 

(Reichheld, 2003). 

 Rajasekaran (2018) also says that “With the help of the NPS, the company will be able to track 

recommendation rates for the service provided and estimated tools to identify the focus area by which 

will further help the company to improve the score” (Rajasekaran, 2018, p. 980).  

Since 2003, the NPS metric has been adopted by most companies that aim to measure the 

loyalty of their customers and has become the most well-known loyalty metric in the market. With the 

attention received, this metric was put to the test by different academics who wanted to validate 

Reichheld's claims, such as, that NPS is “The best predictor of top-line growth” (Reichheld, 2003). 

Despite the fact that this strategy has been employed for many years and by numerous companies, 

Fisher (2019) states that “The NPS metric and the NPS system are still internally focused”, he critiques 

NPS system because it “puts loyalty to the firm over a firm’s loyalty to the customer”. They use the 

costumer value management (CVM) as a better alternative, differentiating that “NPS is measuring 

what customers do for you” while “CVM is measuring what you do for customers” (Fisher, 2019). 

It is important to note that this metric was created almost 20 years ago and the ability of 

companies to collect customer data has increased dramatically with the use of Big Data. However, 20 

years ago most companies did not have access to loyalty metrics as they do today and, as a result, 

many of them did not base their decisions on data, in other words, they did not have a data-driven 

approach. This lack of knowledge on the part of companies made the NPS stand out, because many of 

the attempts to measure loyalty at the time were quite complex and difficult to analyse. For a manager, 

the choice between adopting a single-question survey used by almost the entire market or using a set 

of questions that proved ineffective was quite easy. 

Something that also influenced the rapid growth of this metric in the market is the fact that it 

is quite simple for the customer to respond and understand. In fact, Reichheld was right when he said 
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that some attempts to measure loyalty using surveys may have been too complex for those taking the 

questionnaires. However, managers today wonder why they employ this metric and whether the costs 

associated with NPS are repaid. 

The goal of this paper is to answer this question providing a useful manual for businesses on 

how to use this metric by demonstrating its potential, highlighting its advantages, and harmonizing 

opinion with transactional data. 



3 
 

2. NET PROMOTER SCORE (LITERATURE REVIEW) 

Reichheld sold his method on the basis of a critique of the orthodox way of doing research: “They t 

end to be long and complicated, producing low response rates and ambiguous implications that are 

difficult for operational managers to act on” (Reichheld, 2003), concluding that the results usually do 

not correlate with reality. His solution was much easier and according to his studies the results were 

much more promising. 

 According to a study conducted by Reichheld, which involved six industries, where the purpose 

of the study was to determine which research questions had the strongest statistical correlation with 

consumer behaviour, there was one question that was better for the majority of industries: On a scale 

of 0 to 10, "How likely is it that you would recommend [company X] to a friend or colleague?” that 

came in first or second place in 11 out of the 14 case studies (Reichheld, 2003). If a customer responded 

with a score of 10 or 9, they were categorized as promoters, if they responded with a score of 8 or 7, 

they were categorized as passive, and if they responded with a score of 6 to 1, they were categorized 

as detractors. 

 According to Reichheld, NPS can accurately predict sales growth; nonetheless, this metric is 

more widely accepted as a measure of customer intent rather than sales forecasting. NPS is basically 

a metric that tries to measure market word-of-mouth, this is due to the question format. 

 Keiningham et al. (2007) agreed that there is a positive link between NPS and Word of Mouth, 

however they were quite sceptical of the link between word-of-mouth and sales growth, stating that 

“there is no peerreviewed research that longitudinally examines the relationship between word-of-

mouth activity and firm-level financial outcomes” (Keiningham, Cooil, Andreassen, & Aksoy, 2007).  

Supporting the study by Keiningham et al. (2007), Grisaffe (2007) analysed in detail the NPS 

metric based on a social science perspective, where they concluded that this metric could deceive 

marketing managers with false information. This is because the NPS is limited to a single question, 

Grisaffe also adds that recommendations alone cannot lead a company to success. 

Keiningham et al. (2007) presented a study in which it’s also noted that using a single measure 

may not be enough to assess customer loyalty effectively, suggesting that a multi-metric is a better 

alternative. The same conclusion was made by Pollack and Alexandrov (2013) in a study that intended 

to assess the ability of the NPS to measure consumer loyalty, the results did not support Reichheld's 

thesis that NPS is the best metric to measure customer loyalty. They also added that the use of multi-

metrics is a more viable strategy and yields better outcomes when forecasting loyalty behaviours. 

Zaki et al. (2016) presented another longitudinal study in which the NPS is examined and 

compared to other tools, particularly big data, demonstrating that the NPS falls short on a large scale 

when measuring customer loyalty to the company. 
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Baehre et al. (2022) also confirmed the study by Keiningham et al. (2007) that NPS is not a 

good loyalty metric, in a longitudinal study in the U.S. sportswear industry. 

Kristensen and Eskildsen (2011) also managed to demonstrate that the NPS is a poor predictor 

of consumer loyalty, however, this study used satisfaction surveys from one in the insurance industry 

in Denmark. The fact that it is a unique business model in a single country may influence the results of 

the study. 

Despite some criticism of this metric, Haan et al. (2015), argues that contrary to the study by 

Keiningham et al. (2007), NPS is one of the best indicators of customer retention. After a study of 

customers from 93 companies in 18 industries, they concluded that NPS is a strong predictor of 

customer retention. 

Mecredy et al. (2018) also found a relationship between NPS and an increase in customer 

spending, in a study of almost 5 years where it is perceived that those with a better NPS level spend 

more money in the company in the year following the survey. 

While NPS has some notoriety in the current market, the academic community is divided on 

NPS's ability to measure short-term customer intent. Something that Reichheld also mentioned is that 

the NPS is capable of predicting future sales, in this case the academic community agrees that the NPS 

is not the best predictor of future sales, at least in the long term. 

Keiningham et al. (2007), in a study with 5 different types of industry, mostly banking, state 

that the Reichheld method does not produce good results as a sales predictor. Instead, NPS shows no 

evidence of being a good predictor of customer growth. Concluding that many managers may need to 

reconsider some of the metrics they use. 

Although some studies by Pingitore et al. (2007) and Van Doorn (2013) demonstrate that this 

measure can predict growth in sales, these authors are skeptical that the NPS is the best measure for 

this purpose. For instance, they named their study "The Single Question Trap," while Doorn et al. (2013, 

p. 317) stated that "the predictive ability of customer metrics such as NPS for future sales growth... is 

limited." 

 Finally, Baehre et al. (2022) concluded that the NPS is a good predictor of short-term sales, but 

only under certain conditions. These conditions are associated with the industry in question, such as 

short buying cycles. 

 After carrying out some research on NPS, it may be concluded that a substantial proportion of 

the academic community doubts Reichheld's claims. However, the vast majority agree that the NPS is 

a useful tool that enables to understand how each company is being discussed in the market, making 

it a reliable source of information about word-of-mouth behaviour. Additionally, the community as a 

whole agrees that because NPS can only measure recommendations, and for that reason it is a poor 
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predictor of loyalty. In a response to that problem, other studies use a variety of metrics to measure 

loyalty rather than relying solely on one. 

However, Reichheld's claims regarding the short-term customer intention and the NPS's capacity to be 

an accurate sales forecast in short amounts of time are still the subject of much debate in the scientific 

community. 
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3. CONCEPTUAL FRAMEWORK 

As was mentioned above, businesses are placing an increasing emphasis on customer satisfaction with 

their products and brands. The explanation is simple, consumers who spend more money and make 

more frequent purchases are also the ones who are most satisfied with brands. 

Although it might seem obvious, businesses need to know if their consumers are happy 

regardless of the fact that many of them are reluctant to express it. The NPS metric comes into play 

here. A corporation will never be able to comprehend what is going on in the minds of its customers if 

it does not use a loyalty metric. Although a loyalty measure cannot tell you how your customers are 

feeling, it can give you a general notion of their thoughts. 

 After gaining an understanding of the customer's feelings, it is still necessary to determine 

whether the opinion and transactional data are related. Depending on that answer, you can then 

proceed to predict transactional behaviour taking into account your opinion. 

 The purpose of this study is to show how businesses can use NPS data and combine it with 

transactional customer data to predict future behaviour. But above all, it aims to operationalize such 

opinion data in order to add value based on the customer's NPS, using a real-world example from my 

time at Worten. This report has a statistically relevant component in addition to having results that are 

statistically significant for the research topic because this type of cross-sectional analysis has never 

been done before. 

 This study aims to assist businesses in making the most of this measure by providing 

information on which business areas are having the greatest impact on the company as well as which 

areas are losing the most money as a result of consumer feedback. It will be possible to forecast which 

business areas will eventually lose more money or experience a lower purchase frequency once a 

relationship between NPS and customer transactional behaviour is discovered. 

 This is only possible if in each business area there is a significant sample, more than 50 

questionnaires answered, and there must be an interval before and after the day the NPS survey was 

answered. This interval must coincide with the time period specified for a Churn customer, in the case 

of Worten, a customer who has Churned is a customer who has not bought once during the space of 

approximately one year. “Customer churn (also known as customer attrition) refers to when a 

customer … ceases his or her relationship with a company … businesses typically treat a customer as 

churned once a particular amount of time has elapsed since the customer’s last interaction with the 

site or service” (optimove, 2022). 

The relationship between opinion and transactional behaviour can only be measured in this 

way. 
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Finally, it is necessary to ask how much money a negative or positive opinion of the company 

will cost. To properly respond to this question, it is essential to assess the NPS's ability to measure 

customer intention as well as its capability to forecast future customer transactional behaviour. This 

brings us to the research issue of this report: “Is the Net Promoter Score a good measure of loyalty and 

a good predictor of short-term transactional behaviour?” 

In in order to respond to the research question, several hypotheses were developed in the hope of 

obtaining clear answers to the issue at hand. 

 The first topic that will be addressed is the NPS customer segmentation capabilities, according 

to Kristensen and Eskildsen (2012) the use of three clusters does not make sense, they said that this 

method can generate some loss of information in the process and provide misleading information 

about some customers. Mid-range rating is one cause, as a customer who wants to rate an experience 

as average can end up being a detractor. The study by Kristensen and Eskildsen (2012) noted that this 

factor also heavily depends on cultural differences, which is contradictory given that the NPS was 

developed and tested in the United States, whereas the study by Kristensen and Eskildsen in 2012 was 

conducted in Denmark, two nations with substantial cultural distinctions (Eskildsen et al., 2010). 

 A crucial perspective is provided by Keiningham et al. (2007), who present a variety of 

literature on cultural difference and how they can impact consumer behaviour. Greenleaf (1992) 

manages to perceive that there are different response styles and the presence of bias on the part of 

some consumers, this same finding is shared by Varki and Rust (1997). To determine whether there 

was a substantial difference between cultural differences and survey responses, more research was 

conducted, and it is a similar finding across all studies that varied response patterns are connected to 

cultural differences (Vandenberg 2002; Wong, Rindfleisch, and Burroughs 2003) 

 Fisher also says that “there is no such thing as a passive client” (Fisher, 2019) stating that the 

passive cluster is a bad cluster. Kristensen and Eskildsen (2012) present some solutions to this problem 

with different ratings that proved to be very effective, also concluding that NPS “is a very poor 

predictor of customer loyalty”. The provided solutions, however, are not accessible to Portugal.  

Because this metric was introduced to the market some time ago, organizations like Worten 

were able to refine it and expand its potential to meet their demands. To solve the problem of NPS 

clustering, Worten introduced an additional category of NPS called a Super Detractor (defined as a 

customer who rates their overall experience a 1 or 2). Later on, we will see that this cluster will help a 

lot in identifying "upset" customers with the brand. 

After some criticism of the NPS metric for its ability to cluster customers taking into account 

their loyalty to the brand, it is now the turn to help the NPS in this regard and adapt the metric to the 
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company's needs. As we saw above, the super detractors were a case where Worten adapted to the 

metric. 

So how can NPS be complemented in this case? 

The K-means algorithm is used as a complementary tool for cluster segmentation to address this issue, 

the K-means clustering model divides data points into groups and uses an algorithm that maximizes 

inter-cluster distances while minimizing intra-cluster distances (Lloyd, 1982). 

A K-means analysis before and after the process associated with the purchase allows us to 

validate the NPS segments, for example, if the customer is in a very high frequency and value cluster, 

but after the NPS survey moves to a lower frequency and value cluster then, according to Reicheld's 

claims that customer was a detractor at the time of the NPS inquiry. 

The first hypotheses were built on this notion: 

 

H1: “The K-means analysis together with NPS allows us to verify if there is a relationship 

between purchase frequency and value and NPS surveys.” 

 

K-means can be used to segment customers based on their frequency (it is not necessary to segment 

by value because frequency and value are highly correlated), and NPS may be used to segment 

customers based on their opinions. 

Given that the K-means cluster helps to segment customers based on frequency and value and the NPS 

helps to segment customers taking into account their opinions, the existence of a relationship between 

the two denotes a relationship between Worten opinion data and transactional data. We hope that 

it will be able to determine "what the relationship between transactional data and opinion is" in this 

way. 

A different method of clustering customers is to assess the recency, frequency, and monetary 

spend (RFM) of your customers. RFM was introduced by Cullinan in 1997, but only later was it 

considered a significant factor in predicting customer lifetime value (CLV) as well as customer 

behaviour and churn (Ballings, Poel, & Verhagen, 2012). 

This analysis will provide customers ratings on a scale of 1 to 5 (with 1 being the lowest rating 

and 5 being the best) based on their frequency, recency, and money spent. This tool is a great way to 

determine whether your customers' purchasing habits have changed as a result of their interactions 

with the business. This leads to the second hypothesis: 

 

 H2: “RFM is a better method than NPS for gauging short-term customer loyalty.” 
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This analysis will also make it possible to create a control group more effectively, giving us a 

better picture of the characteristics of respondents to the questionnaires. Which leads to the third 

hypothesis: 

 

H3: “Customers who answer the NPS questionnaires are more loyal to the brand.” 

 

With the creation of a control group, this report stands out as it is one of the few to create a 

control group for this purpose. With the results obtained from the control group, it will be possible to 

understand which are the business areas that have more relationship between opinion and 

transactional behaviour. 

Another element we need to assess is the likelihood that certain businesses won't be able to 

access an advanced statistical component. As a result, this study will provide a reasonably accessible 

and effective method for determining the influence of a customer's opinion in an NPS survey. How 

many customers are lost as a result of an NPS evaluation will be addressed by a churn analysis. 

 

 H4: “Churn analysis enables companies to determine whether there is a relationship 

between customer transactional behaviour and NPS.” 

 

In this report, a customer who churns is defined as someone who doesn't make purchases 365 days 

after their last purchase. The time window can be adapted to the needs of the company, for example, 

where purchases occur less frequently, it is wise to designate a shorter time frame. 

After a more descriptive analysis of the data, it’s now needed to validate Reichheld's 

arguments that NPS is a good sales predictor, and this is how it will be accessed its predictive capacity, 

using logistic regression. 

There are many models and algorithms that can be used in conjunction with NPS to predict 

customer behaviour, but the main goal of this report will be to show that NPS is a good indicator of 

customer intention over the short term. To do this, it will be examined for its capacity to predict lost 

customers (churners) after one year of responding to an NPS survey. This is how a logistic regression 

will assist in comprehending the significance, magnitude, and impact of the NPS variable in relation to 

short-term customer intent (churn). This brings us to the final hypothesis: 

 

H5:  “NPS accurately predicts the client's future short-term transactional behaviour.” 
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4. METHODOLOGY 

The first section of this report focused on identifying which techniques might be used to supplement 

the NPS in order to carry out a better analysis. After reviewing the NPS, the second part will focus on 

combining customer input with client data that Worten has acquired from January 1, 2021, through 

August 16, 2022. In the third section, the use of RFM models will help to create scores for each 

customer based on their frequency, amount, and financial expenditures with the company. A k-means 

cluster analysis will also be performed in order to understand whether there is a link between NPS and 

transactional behaviour. 

After the data processing, it is necessary to validate the results using significance tests in order 

to evaluate any type of dependencies between the selected variables. On this basis, it is possible to 

confirm using statistical validity if there are dependencies or not. Finally, the use of big data techniques 

is essential for predicting future customer behaviour. 

It is essential to understand the steps that each consumer took in order to better understand 

their behaviour. Customers who submitted an inquiry related to a Marketplace purchase, for instance, 

would always have a different experience from those who went through the repair process. To prevent 

the generalisation of experiences as being equivalent, it was necessary to divide experiences into 

processes. This technique is very useful for companies not only because they can have access to more 

reliable data related to only one process, but also to have a more holistic view of the data. 

The data were combined in order to identify the factors that led to the customer's opinion, 

and a time period of one year before and one year after the opinion survey was established. With this 

straightforward action, it will be possible to quickly distinguish between churners and new or 

recovered clients. It is obvious that in this instance, we define churning customers as those who haven't 

made a purchase in a year, but it still makes sense to align this definition with the business you use.  

This analysis broken down by time periods is essential to compare the relationship between 

opinion and customer transactional data. In the case of some processes in which the opinion is 

triggered by a purchase, such as the Marketplace, this analysis allows us to identify where the purchase 

was made, when it was made and, above all, to analyse which business areas create the worst 

experiences (detractors) and which create the best experiences (promoters). However, Worten 

understood that it was critical to include another metric to understand customer satisfaction with the 

purchase, not just with the company, as the NPS metric measures the customer's perception of an 

organization. This measurement is very much in line with the academic community's recommendation 

to employ a multi-metric approach (Keiningham et al. 2007; Pollack and Alexandrov 2013). To measure 
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customer satisfaction with purchases, the NSS (Net Satisfaction Score) metric was developed, which 

results from a simple but effective question of asking customers how satisfied they are with their 

purchase. For this specific analysis, the NPS metric will be used since the objective of this study focuses 

on the evaluation of the NPS metric. 

The first segmentation analysis performed was the RFM analysis, with 5 being the highest score 

and 1 the lowest for each RFM class. It was discussed whether recency needed to be eliminated at the 

beginning, as it could lead to misleading conclusions, since the analysis was done in a limited period of 

time. This issue was resolved by using SAS code to generate recency. We can determine recency if we 

know what the customer's most recent purchase was before the date we want to know. 

During the recency generation process, the idea arose of developing an RFM segmentation 

(independent RFM binning) for each previously defined time period (12 months before the NPS process 

and 12 months later). An independent RFM binning analysis is simple to understand, ratings are 

assigned to each score as explained earlier, however the nested binning is calculated a little differently. 

The algorithm assigns a rating to recency and after 5 cells representing the scores are created for the 

recency class, only then does it start to analyse the frequency. The difference in this method comes 

when frequency bins are calculated for each recency score and after 25 frequency bins are calculated, 

the algorithm will create 125 more by ending the analysis. In this case, as the data were not enough 

for 125 clusters, it was decided that the independent method was the most favourable for the sample 

we had. In this way, each RFM class will also be analysed in more detail, for example, there may be a 

greater correlation when we talk about frequency and NPS. 

Then a cluster analysis was performed using k-means and customer clusters were created and 

classified into good, bad and average. A cluster analysis needs input variables to perform customer 

segmentation. And in this case, as the purpose of cluster analysis is to segment customers according 

to their transactional data, the variables most indicated in this specific case are recency, frequency and 

amount spent. In this way, you can save time and effort by using the frequency and value variables 

used for RFM analysis as well. 

However, a problem arose, and it was one that had been anticipated. K-means is extremely 

sensitive to outliers, in a sample research an observation that deviates significantly from the others is 

considered an outlier (Ghosh & Vogt, 2012), resulting in clusters with very few customers and 

dispersed in terms of frequency and value, as can be seen in photo 1 (Scatter plot of all customers on 

the X axis represents the frequency in the year prior to the survey and the y axis the amount spent in 

the year before the survey) and in photo 2 (Scatter plot of all customers on the X axis represents the 

frequency in the year after the survey and the y axis the amount spent in the year after the survey). 
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The truth is that, in this case, the k-means failure proved to be quite advantageous, as this 

analysis allowed us to determine which were the best clients. However, for this study, it was important 

to include all customers in the same analysis, and the RFM variables were transformed using a 

logarithmic function as a solution for outliers. The logarithmic function makes working with very large 

numbers easier, converting them into a smaller and more understandable version, not only for users 

but also for the K-means algorithm that no longer finds exceptional cases in its data source. With this 

transformation, it was possible to create clusters without loss of information, which is also a factor to 

take into account. 

In order to understand the impact that the use of the logarithmic function has, two graphs 

were created (figures 3 and 4) that allow us to visualize customers in a point cloud, where the X axis 

represents the frequency that the customer spent before/after of the NPS survey and the Y axis 

represents the amount the customer spent before/after the NPS survey.  

 

 

 

 

 

 

It is worth noting that after employing logarithmic variables to create clusters, the altered variables 

will have extremely low values as a result of the transformation. To solve this problem it is necessary 

Figure 1 Figure 2 

Figure 3 Figure 4 
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to use the exponential function, which is the inverse of the logarithmic function, to recover the results 

of the original variables. 

A key topic in this report will address the ability to form a control group to recognize the impact 

of customer feedback on transactional data, and to get to know better the customer who responds to 

the surveys. 

After the control group's analyses are complete, it will be necessary to explore the data more 

thoroughly and try to identify patterns or relationships between the client's opinion and their 

transactional data. In this way, some statistical analyses will be created, namely an analysis of 

Pearson's correlation coefficient and an analysis of variance (ANOVA). Since we will be able to have 

both transactional data before the NPS survey and after the survey, it is possible to have a better 

understanding of the relationship between opinion and transactional data. 

After having an exploratory analysis of the data collected, it is necessary to evaluate a topic 

that is much discussed in the academic community, and where there is much debate, the ability of the 

NPS to access customer loyalty. To this end, a logistic regression model will be created that will aim to 

predict the ability of the NPS and the RFM analysis to predict future behaviour (churn). 
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5. FINAL RESULTS 

5.1. DESCRIPTIVE: 

Regarding the overall analysis, because customers had to cross-reference their email addresses to 

acquire transactional data, only 23336 customers who responded to the email questionnaires were 

considered for this analysis. Only e-mail responses were used in this study, because, according to 

Scheuren (2004), people who are submitted to a questionnaire provide more truthful answers to e-

mail surveys. 

 Product sales processes, such as Marketplace, received the largest number of customers, 

which is understandable considering that it is Worten's primary industry. However, it is necessary to 

keep in mind that some experiences that are not related to sales can have a great influence on the 

customer's intention. 

After the creation of the K-means cluster, it was found that the clusters of the period before 

and after the survey changed accordingly to their survey process, with the Average cluster having the 

largest number of customers and the Bad cluster the smallest number of customers. 

Regarding the type of customers who respond to the surveys, it was found that the customers 

who responded to the questionnaires are, in fact, customers with monetary values and purchase 

frequency higher than those in the database of all customers, with more customers with low value in 

the general database than there are in the customer opinion base. 

This means that the customer who responded to the corporate surveys tend to be better 

customers, this finding is very important for Worten, and creates the need to create a control group, 

to validate these findings, something that we will do in the next phase. 

 

5.2. CONTROL GROUP 

The creation of the control group (CG) is something important in this topic, this is because this is the 

only study in which a CG is created based on customer frequency and value to understand the 

relationship between opinion and transactional behaviour. For a customer to be in the CG it needs 

never to have had an approach with the company or that the company has had an approach with the 

customer, in this way all customers of the target group (TG) are excluded from the base that will serve 

to create the CG, as well as all customers who have already made a complaint, etc. Due to the time 

constraints, it was not possible to conduct a more thorough investigation of Worten's digital and social 

media channels, including in-store customer service and social media comments, for this research. 

However, the data we have is sufficient to conduct a meaningful analysis. 
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After excluding any customers who had interactions with Worten other than during the 

purchase process, we needed to determine the time frame for those transactions. In the case of the 

CG, customer purchases must be made starting in 2020 (one year before the date of the first NPS 

responses) and continuing through July 27, 2022. This time frame must be the same for the control 

group. 

The next step is to assign fictitious dates for a survey, because in the TG it is analysed one year 

before and one year after the opinion survey and in order to have a comparison term it is necessary to 

create a fictitious date. For this, after some discussion with colleagues, it was concluded that the best 

dates to assign to CG clients are the same dates as the TG surveys. 

After gathering all the TG dates, a simple random probabilistic sampling is carried out (in the 

SAS program the Ranuni function was used) which allows assigning a fictitious date to each of the CG 

clients. With the fictitious inquiry's data, we need to analyse the period one year before and after, 

measuring the frequency of their purchases and the amount they spent during those times. 

Because we need to compare clients with identical frequency and value in order for the 

comparison to be fair, and because an RFM analysis was performed in the GA, we now need to use it 

for our benefit. To understand the impact of the opinion, we need to use the RFM analysis of the period 

before and after the survey answered and then see the differences between the GA and the CG. 

The process of matching customers with equal frequencies and amount spent starts by 

assigning each RFM class a number of customers, for example in GA the RFM class 111 contains 1215 

customers and class 555 contains 580 customers, now it is necessary to assign customers from the GC 

to the already created RFM classes. 

In order for RFM classes to be comparable across groups, the CG has to comply with the limits 

of each TG RFM class, for example, a TG customer that is within RFM class 2 had to comply with the 

limits of that same class. class. Frequency class 2, in this specific case, has a minimum limit of one 

purchase, during the year, and a maximum limit of two purchases, so all CG customers to enter 

frequency class 2 need to comply with this limit. The same applies to the other frequency, value and 

recency classes. 

In the case of Worten, what happened was that there are RFM classes, such as 251, which only 

had 6 customers and the CG did not have enough customers to match that number. For the analysis 

to be fair it had to be subjected to a loss of information, in the case of the RFM 251 class, three TG 

clients had to be left behind for the analysis to be fair. The same is likely to happen with many 

companies. 
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5.3. CONTROL GROUP (BASELINE)  

The control group will make it possible to compare the transactional behaviour of customers who go 

through a purchase process at Worten and customers who go through a purchase process at Worten 

and give their opinion in the NPS surveys. The results of this analysis will make it possible to understand 

the profile of customers who respond to surveys, because two groups with the same characteristics 

will be analysed in the same period of time and it will be understood what happens after the trigger 

(NPS survey) is activated. However, it will not be possible to understand whether these customers are 

Worten's best customers or not. For this purpose, it is necessary to create a group of customers that 

is representative of Worten's base, using simple random probabilistic sampling. In this study, the group 

was called the Baseline Group. 

Unlike the Control Group, in the Baseline group it is necessary to match groups of customers 

with the same frequency and value class, because we do not want to compare customers with the 

same value and frequency characteristics. We just need to get a representative group of all Worten 

customers. However, it is necessary to go through the date creation process (the same as the CG), so 

that the comparison has the same time intervals. 

This baseline control group will allow us to understand a more detailed notion of each process 

through which the customer goes through, for example in the images (5, 6, 7 and 8) we can see that a 

customer who goes through a process of installing a product in home and a customer who goes 

through a process of buying Worten products is quite different. 

Not only can you see the type of customer they were before the survey, but also the impact of 

the opinion on the customer's purchase frequency after going through a process and giving their 

opinion respectively in that process. 

 
Figure 5 
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In the purchase process for Worten products, we can see that the type of customer that went 

through it made an average of three purchases, whereas the remainder of the Worten customer base 

made an average of only 2.5 purchases. We can see from this that a customer who responds to 

inquiries about the purchasing procedure for Worten products is a loyal customer and makes 

purchases more frequently than Worten's average customer. 

When analyzing the year after the purchase process, we noticed a correlation between opinion 

and purchase frequency. The frequency of the client who has a positive experience with Worten 

stabilises one year after the completion of their treatment, but the frequency of the client who has a 

negative experience decreases. The graphs of the control groups were greatly unexpected because 

both significantly reduce their frequency, which leads us to believe that the customers are loyal 

customers who continue to make purchases regardless of their opinions. 

Let's now understand the impact that an analysis by process has, with the next graphs. 

 

Figure 6 

Figure 7 
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The installation procedure has a much more direct correlation between opinion and frequency 

of purchase, as shown in the figure 8 graph. For customers who had a poor experience, there was a 

difference in frequency before and after the procedure of 1.31 purchases, whereas for customers who 

had a good experience, there was only a difference of 0.91 purchases. The significant difference 

becomes apparent when the baseline group is analysed, and it is discovered that the group's median 

difference is quite similar to that of the promoters' clients. This analysis informs us that Worten's 

detractor and super detractor customers are below average, which is extremely worrying. 

However, what surprised us was the Control group, as it allowed us to reject the null 

hypothesis (H3) that the control group can show that customers who respond to surveys are more 

loyal. However, by investigating more on this topic, we were able to create a baseline control group 

and reach much more enlightening conclusions about the importance of separating NPS analysis by 

processes. 

One thing that stands out is the behaviour of the control group, which is without a doubt a 

group who behaves abnormally in relation to the target group and the baseline group. These outcomes 

are not isolated cases because this behaviour does apply to all processes. After much deliberation, it 

became clear that there is something peculiar about the client who responds to NPS questions, namely 

the expectation. 

Customers who have very high expectations are customers who have been buying from the 

brand for some time and therefore it is necessary to realize that their expectations are different from 

customers who buy for the first time. 

Expectation determines whether or not a person responds to a questionnaire, in the case of 

customers in the control group, the impact of the experience may have been so bad that they did not 

want to answer, or to get more involved with the company. 

A Customer life cycle (CLC) analysis was carried out for customers from both the control group 

and the target group and what was discovered was that customers who have been shopping for more 

than three years at Worten occupy almost the same percentage of customers. In the control group, 

Figure 8 
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53% of this group's base are customers who have been buying for more than three years. In the target 

group, customers who have been shopping at Worten for more than three years occupy 55% of this 

group's base. However, when we evaluate the Churn percentage, there is a difference of almost 10%, 

with customers in the control group who have been shopping at Worten for more than 3 years have a 

churn rate of 27% while customers in the target group who shop at Worten for more than 3 years have 

a churn rate of 19%. Among CLC classes, the group of customers who have made purchases at Worten 

for more than 3 years and the group of customers who have made purchases at Worten for 2 years 

are the groups where the most difference in the Churn rate is noticed, while new and recovered 

customers have a very similar Churn rate. 

This may not be a clear answer to the question of why customers in the control group have a 

higher churn rate, but it is an indication that cannot be ignored. 

There is also the possibility that customers who do not respond to the questionnaires have no 

connection with the brand, “in general, participants tend to have a slightly favorable attitude toward 

the company or product for both unpaid and paid surveys” (Sauro, 2019) 

This connection with the brand can also suggest that the customers who answer the 

questionnaires are the ones who feel valued, these “respondents believe their opinions are valued and 

that their answers will be put to good use” (Mayfield, 2013) 

These cases end up validating that the customers who answer the questionnaires are the best 

customers, because they are the customers who continue to be loyal to the brand. 
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5.4. SEGMENTATION ANALYSIS: 

After having a general understanding of the data and realizing how crucial it is to construct a control 

group and divide the analyses into distinct business processes, it is now required to add statistical 

bases to support the findings and confirm the original hypothesis. This enables a more thorough 

examination of the connection between NPS and transactional behaviour. The first hypothesis says 

that K-means clusters help to understand whether there are relationships between purchase 

frequency and value with NPS surveys. To make it easier to visualize the data, two pie charts were 

created to understand how the database customers are distributed by clusters. 

 

 

 

 

 

 

The graph in Figure 9 shows that the clusters of frequency and value are distributed similarly, 

with the cluster “Average” occupying the largest percentage of the customer base, with a median 

frequency of purchase of 2.54 and a median value spent of 308,60€. The cluster “Good” has a median 

purchase frequency of 7.52 and a median purchase value of 1460,17€, while the cluster “Bad” has a 

median purchase frequency of 1.32 and a median purchase value of 41,83€. 

The New/Regained customer was the customer who did not buy anything a year before the 

NPS survey, which is why it does not present data relative to frequency and value, and because there 

are only a few cases it only occupies 3.31% of the database. 

In the graph of Figure 10 we can see that the Churn percentage of the Database is 28.63%. 

However, to reinforce again the importance of analysis by processes, it is necessary to understand if 

the customer base in each process behaves the same after the NPS survey. What is observed is that 

the processes have different churn rates, for example, the Marketplace process has a churn rate of 

37.44% (Figure 11) while the helpline process only has a churn rate of 14.11% (Figure 12). 

 

 

Figure 9 Figure 10 
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Although we can have these insights regarding churn customers, it is still not possible to understand if 

there is any kind of relationship between the NPS classes and the customer's transactional data. For 

this purpose, the use of statistical analyzes is crucial to prove that a K-means analysis together with 

the NPS allows us to understand if there is a relationship between frequency and monetary value spent 

with the opinion given by the customer in NPS surveys. In this manner, a Spearman correlation analysis 

was performed between these two variables; however, in order to perform this analysis, the variables 

in question must be ordinal, interval, or ratio.  

“Testing the equality of two population correlation coefficients when the data are bivariate normal 

and Pearson correlation coefficients are used as estimates of the population parameters is a 

straightforward procedure” (Myers & Sirois, 2004). 

To modify the variable referring to the clusters, the number 1 was assigned to the cluster "Bad" 

the number 2 to the cluster "Average," and the number 3 to the cluster "Good." To use the NPS 

variable, the responses to each questionnaire (from 1 to 10) were used; this allowed us to have two 

ordinal variables to perform the correlation. 

In Figure 13, we can see a table extracted from an SAS output; these results show that there is 

a relationship between the cluster after the survey response (cluster_D_N) and the NPS variable 

(nps_score). We can see this by looking at the result of 0.0725, which, while not statistically significant, 

shows that it is quite close to the value of 0.05. However, there is still some discussion in the academic 

community over whether a p-value less than 0.10 should be considered significant. The value of 0.05 

is simply an alpha limit that we may provide; in this case, we can see that instead of observing a 

relationship in 5% of the cases seen, we only see it in 7% of the cases. Although the value has been 

studied, it is important to respect its value, in order to simplify the interpretation of this result, the 

designation of marginally significant will be assigned. 

 

Figure 11 Figure 12 
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For a better visualization of the data and a better understanding of what they are saying, a 

linear graph (figure 14) was created where we can see the NPS Score (percentage of promoters 

minus the percentage of detractors) for each cluster of K-means after the survey was completed. 

 

 

 

 

 

 

 

In spite of everything this is an enlightening result. What this analysis tells us is that there is no 

correlation between clusters in the period prior to the NPS survey, but after the survey is answered, 

opinion has a relationship with the frequency and value of the customer. This tells us that the NPS 

(opinion) only presents a relationship with transactional data after this opinion has been presented to 

the company, if this relationship was also significant for the year before the NPS process, this analysis 

would lose its value.  

Given these results, the conclusion reached is that the null hypothesis is rejected. H1: “The K-

means analysis together with NPS allows us to verify if there is a relationship between purchase 

frequency and value and NPS surveys”.  

Something to keep in mind is that this analysis was only possible because two time slots were 

created, and two cluster analyses were performed for the period before and after the NPS survey. 

Figure 13 

Figure 14 
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5.5. LOYALTY 

After realizing that there is a correlation between Frequency of purchase and monetary value spent 

with the NPS metric in the short term, it remained to prove whether NPS can measure customer 

loyalty. According to Reichheld (2003), “Loyalty is the willingness of someone—a customer, an 

employee, a friend—to make an investment or personal sacrifice in order to strengthen a relationship”, 

Despite the fact that Reichheld defined loyalty in a very straightforward manner, it is important to 

realise that, while acceptable, this definition is very general and lacking in specifics, ruling out any 

business applications. 

Although there is much discussion in the academic community on this topic, loyalty is quite 

complex and difficult to define. According to Bowen (2001), there are three different ways of 

measuring loyalty, with customer behavioural measures, with measures related to attitude and finally, 

with composite measures. The last measure presented by Bowen can be evaluated using a multi-metric 

approach, however in this study only the first two measures will be evaluated in order to answer the 

research question of the report. 

However, the adoption of the third measure can be very advantageous for companies looking 

for new ways to measure loyalty. Following the pillars of Bowen and Chen (2001), it is essential to 

evaluate the customer's behaviour and attitude, which is what will be done with the collected data. 

Purchase frequency analysis will be performed to analyse customer behaviour, and the NPS metric will 

be employed to determine consumer attitude. But in the meantime, it's important to establish 

whether each of these variables can accurately forecast loyalty. In this study, it will be determined 

whether a client is loyal whether they remained and continued to make more or fewer purchases in 

the year after the survey. 

After defining two variables that represent loyalty, some hypotheses will be tested to see if 

they support the previously defined second hypothesis, H2: “RFM is a better method than NPS for 

gauging short-term customer loyalty" as well as the fourth hypothesis, H4: “Churn analysis enables 

companies to determine whether there is a relationship between customer transactional behaviour 

and NPS." 

The first test that was done was Pearson's correlation test to see if there was any kind of 

relationship between the Churn variable and the NPS variable. In the image of Figure 11, a table 

extracted from an output of the SAS program can be seen. These results show us that there is a very 

significant relationship between opinion results and customer churners. We can validate this 
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statement by looking at the area highlighted in red in figure 11, which tells us that there is a strong 

positive relationship between the two variables, thus observing a significant p-value. 

 

 

 

 

In order to visually observe these results, a graph was created (figure 12) that illustrates the 

results of the NPS classes and their respective Churn rate. In this way it can observed the relationship 

more clearly. 

 

 

 

 

 

 

The advantage of splitting this analysis into two distinct time periods, before and after the NPS 

query, gives companies greater scope in evaluating their data against the NPS metric. In this case, it 

was decided to analyse the influence of customer frequency over time leading up to the survey and 

see how this related to the churn rate. 

Another Pearson correlation test was created in order to determine whether frequency during 

the period before to the NPS inquiry had any effect on the rate of churn. The results of this test can be 

seen in Figure 13. 

 

 

  

 

Figure 11 

Figure 12 

Figure 13 
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In the table in Fig. 13 there is a strong correlation between the frequency values from the 

previous period and the churn rate because the result obtained was statistically significant for the p-

value. A line graph was created in figure 14 so that the relationship between these two variables could 

be more easily visualized. 

 

 

 

 

 

 

This discovery shows that customers with the highest frequency of purchases (class 5) in the 

year before to the NPS survey have the lowest churn rates across all classes, whereas customers with 

the lowest frequency of purchases (class 1) have the highest churn rates. 

In view of these results, it is possible to access the fourth hypothesis of this article and reach 

the conclusion that we reject the null hypothesis that “a churn analysis enables companies to 

determine whether there is a relationship between customer intention and NPS”.  With this analysis, 

it was also possible to recognise that there is a relationship between churn rate and NPS, just as there 

is a relationship between frequency prior to the NPS inquiry and churn rate.  

Despite achieving these results, it remains to be determined whether the NPS has predictive 

power in relation to client loyalty, to address this issue, an analysis was performed on customer 

transaction data one year after the NPS survey to see if there is any relationship to the NPS metric. To 

obtain statistical validation of this finding, we will perform an ANOVA analysis (Analysis of Variance). 

This analysis is a measure of dispersion, it indicates how far the values are from the mean, that 

is, how far our data are from the expected values (average). To use this measure, it is necessary to 

have a numerical variable (frequency class in the period after the survey) and a categorical variable 

(NPS). In this case, ANOVA will evaluate and compare the variance within each group and between 

groups (promoter, passive, detractor and super detractor).   

Figure 14 
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To perform this analysis, the SAS program was used, and the first output of this interpretation can be 

seen in the table in figure 15. 

 

 

 

Although there are other insights that we can take from this table, it is important to focus on 

the p-value of this analysis, which gives a statistically significant value, less than 0.05. And since the 

ANOVA analysis focus on the difference in variances (Kim, 2017), this means that the difference in 

variances between the different NPS groups, with purchase frequency values in the period after the 

survey, is different. 

Despite the fact that the variation amongst NPS groups is different, it is now necessary to 

determine which groups differ from one another. In this way, companies are able to understand which 

of the NPS classes are the most distant from each other, and which opinions have the most impact on 

customer transactional data. 

“An ANOVA test can tell you if your results are significant overall, but it won’t tell you exactly where 

those differences lie. After you have run an ANOVA and found significant results, then you can run 

Tukey’s HSD to find out which specific groups’s means (compared with each other) are different.” 

(Glen, 2022) 

The Tukey's test must now be evaluated to discover which NPS classes differ from one another; 

for this purpose a SAS output it's presented with the table in Figure 16. 

 

 

 

 

 

 

 

Figure 15 

Figure 16 
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The table in Figure 16 shows the comparison between the various NPS classes that can be 

found in the column "nps comparison," but it is vital to note the top of the table, which states that 

significant comparisons are marked in the last column on the right with the signal indicated. 

These results show that of the four NPS classes created, the class of promoters has a significant 

difference from the other classes. This means that the customers who are passive, detractors, and 

super detractors do not have significant differences in terms of purchase frequency in the period 

following the response to the survey.  

Although the NPS result is better than expected, given the criticisms of the academic 

community, it is necessary to respond to the previously established hypothesis that an RFM analysis is 

a better technique than the NPS to measure customer loyalty. For this, we need to use the frequency 

classes before the process instead of the NPS classes and see if there is any relationship with the 

frequency after the process. It was only used frequency before the process because the objective was 

to assess the client's loyalty, which is the best of the three RFM classes and even better than using a 

nested RFM analysis, because it assesses the number of times the client purchased at Worten, which 

is the clearest indicator of loyalty that can be presented. A Churn analysis was also used because, if 

customers do not return, it indicates that they are not transactional loyal. 
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5.6. LOSGISTIC REGRESSION: 

Whether or not NPS is a reliable indicator of loyalty is the last important question that needs to be 

addressed. For this, it is necessary to compare the results of its predictive capacity with another 

variable, in this case, the frequency before the NPS survey. 

As previously stated, the ability to predict loyalty will be assessed using just the binary variable, 

Churn. In other words, if a customer goes an entire year without purchasing after completing an NPS 

survey, he is not classified as a loyal customer. 

On this basis, a logistic regression will be used to understand the predictive capacity of the two 

independent variables (NPS and Frequency), thus making the dependent variable, Churn. The variable 

being classified as 1 for customers who churn and 0 for customers who do not churn. 

The logistic regression “(also known as logit model) is often used for classification and predictive 

analytics. Logistic regression estimates the probability of an event occurring…, based on a given dataset 

of independent variables. Since the outcome is a probability, the dependent variable is bounded 

between 0 and 1.” (IBM, 2021) 

There are three types of learning models in machine learning: supervised learning, unsupervised 

learning, and reinforcement learning. In the case of a logical regression, the learning is monitored, with 

the goal of predicting the next result while taking previous data into account. 

All predictive models tend to have different assumptions that we must obey, “the advantages of 

logistic regression” are that there are a “general lack of assumptions required in a logistic regression 

analysis…, logistic regression does not require linear relationships between the independent variables 

and t dependent variables” (Hair, 2009) 

In order to understand if the two variables can accurately predict churn customers, it is necessary 

to create two groups of data, the training dataset and the test dataset. The group of data for training 

will exist to, as the name implies, train the model with the assistance of an algorithm that reads and 

learns from patterns; this group of data is typically larger than the group of data for testing. In this 

case, our dataset had 43392 observations, then the database is split it into two groups, the training 

group, that took a simple random probability sample of 70% of the base, resulting in a data group of 

34027 observations and the test group that got 14365 observations, 30% of the base. 

  After having created two sets of data, it’s now possible to apply a logistic regression to 

understand what impact the independent variables (frequency and NPS) have on the prediction of the 
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dependent variable (Churn). For this purpose, a logistic regression was performed in the SAS program, 

where the output of this analysis can be seen in figure 17. 

 

 

 

 

As can be seen in in the output of Figure 17, all of the p-values are significant, and they all 

compare models based on best-fit criteria in the case of logistic regression. In this case, we will just 

focus on the Likelihood Ratio test, which allows us to determine whether the model we created is 

superior to the base model. Because the p-value from the chi-squared distribution is highly significant, 

this indicates that our model is superior. 

Now it is mandatory to know within our model which of the two variables contributed better 

to a loyalty prediction. For this we need to evaluate the p-value of each variable within the table of 

analysis of maximum likelihood estimates, in figure 18. 

 

 

 

 

 

Looking at the p-value, it tells us whether the variable is statistically significant or not, and 

consequently whether or not it has an effect on the dependent variable. In this case it is possible to 

see that being the two variables statistically significant, both help to predict churn. 

The estimate column shows what the direction of the effect is, in other words an increase in 

the frequency class (achieved through RFM analysis) decreases the probability of churn. However, we 

cannot understand what its impact is, for that it is necessary to use the odds ratio. The odds ratio 

shows how much the chance of success will increase or decrease based on the value of the 

independent variable. 

Figure 17 

Figure 18 
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To observe the output of the odds ratio estimates table, the figure 19 with the SAS output in 

relation to the odds ratio analysis is presented. 

 

 

 

 

As mentioned before, if the objective is to know the impact that the independent variables 

have on the dependent variable, the odds ratio must be used, which is the exponential of beta. To 

evaluate the Wald confidence intervals, it can be observed in the results of "95% Wald Confidence 

Limits" that between the two limits of the two variables there is no 1, which means that the 

independent variable has an impact on the dependent variable. 

To interpret these values and understand the magnitude of the impact of the dependent variables, it 

is necessary to use both the odds ratio and the analysis of maximum likelihood estimates outputs. In 

this way, if the variable freq_antes (frequency of purchase before the process) is analysed it is possible 

to see from the estimate in figure 18 that it has a negative impact on the churn forecast, in other 

words, with the addition of a value in freq_antes, the probability of making churn increases. 

Finally, it is necessary to understand the impact and for that it is necessary to analyse the odds 

ratio which shows that for each increase in frequency, the probability of churn decreases by 65%, 

keeping the other variables constant. 

To assess the impact of the NPS variable, it is necessary to perform the same calculation as for 

the frequency. In summary, by analysing the odds ratio it is possible to observe direction, magnitude, 

and significance. 

 Although NPS has a big impact on predicting churn, it is important to consider the processes 

that customers go through, for example, if we use this model for the installation process, we can see 

that the significance values change. This example can be seen in Figure 20. 

 

 

 

Figure 19 

Figure 20 
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As can be seen from the p-value of the NPS, this variable is not statistically significant for the 

model, which means that it does not have any kind of predictive value to detect churn customers. This 

is not an isolated case, as it happens in 2 different processes. Highlighting once again the importance 

of analysis by processes within the company 

In this case, it is possible to assess that the purchase frequency variable, obtained through an 

RFM analysis, is a better loyalty predictor than NPS, thus accepting the second hypothesis H2: “RFM is 

a better method than NPS for gauging short-term customer loyalty”. 

Despite realizing that the NPS is a good predictor of loyalty for the general model, it is 

necessary to realize that in companies with several processes a general analysis of the data may not 

always be a good measure, as it can mislead many of the results of the predictive model. Thus 

concluding that in electronic retail, with relative long periods of time between purchases, the NPS falls 

short compared to the frequency variable. However, NPS emerged as a good predictive variable in 

most of Worten's processes, making it possible to accept the fifth hypotheses. H5: “NPS accurately 

predicts the client's future short-term transactional behaviour.”  

Something curious that was found was that in NPS surveys where the purchase is associated 

with a higher monetary value, as in the case of home appliances, the NPS has no predictive power, but 

when the process is associated with relatively short times between purchases the NPS emerges as a 

good predictor. Meaning that when the time period between purchases is shorter the NPS stands out 

as a good predictor, this finding is quite similar to the finding of Baehre et al. (2022), who found that 

the NPS can be used as a predictive variable depending on the circumstances, specifically in industries 

where there are short interpurchase cycles. Concluding that in electronic retail, with a purchase 

frequency of 2/3 purchases per year (Galego, 2014) the NPS is a good predictor of short-term customer 

behaviour. In view of this result, all companies are advised to employ a suitable predictive model for 

each process within the company, in this way it is possible to understand where the NPS metric is being 

well employed. 
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5.6.1. Goodness of fit: 

To understand whether the employed model has a good fit, it is necessary to perform a Goodness of 

Fit (GOF) test, which is a test that measures how effectively the model fits a set of observations 

(Maydeu-Olivares et al. 2010). For that we need to use a latent variable, that “is a variable that cannot 

be observed. The presence of latent variables, however, can be detected by their effects on variables 

that are observable” (Richard Wagner, 2012) 

Finally, the latent variable will be classified as the predictor variable and will be compared with 

the values observed in the test model, creating a matrix of predicted values vs. observed values. With 

this matrix it will be possible to understand what the correct percentage of the classification is, in figure 

21 the matrix is displayed with the values that must be filled in to be able to create the graph of the 

ROC curve which is a useful tool in the assessment of the performance of a classification model 

(Mandrekar and Jayawant 2010). 

 

 

 

 

 

 

After obtaining the specificity and sensitivity values, the X and Y axes can be created, where 

the X axis is the value of the false positive rate (specificity 1) and the Y axis, which are the values of the 

true rate positive (sensitivity). In order to better visualize the ROC curve, a graph was created in SAS, 

represented in figure 22. 

In the case of our model, the area under the curve is quite good, thus achieving a very good predictive 

value. If the area under the curve was smaller and therefore closer to the line called the “random 

classifier” (which is the horizontal line that is shown in black on the graph) then it is because your 

prediction is random, and that meant that our model had no predictive value. 

In conclusion, the ROC curve represents sensitivity and specificity for all thresholds of the 

model under consideration. 

 

Figure 21 
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Something that was also possible to notice, is that if companies want to create a model for each 

process, it is possible if a logistic regression model is created for each process. In this case it is necessary 

to validate the model's quality from the ROC curve, which in the case of Worten it is possible to validate 

that all models created for each different process always had an area under the curve of more than 

0.70, which is more than acceptable in the context of Marketing. This detail is very important because 

there may be processes where the NPS metric does not add any predictive value and other processes 

where it can undoubtedly be a variable to take into account. 

 

Figure 22 
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6. DISCUSSION AND CONCLUSIONS: 

The results of this study aim to answer a research question presented at the beginning of the report, 

with the aim of providing companies with greater detail about a tool they use, the NPS. To answer the 

research question of this study, it was necessary to create 5 hypotheses, which aim to explore the 

ability of this metric to measure loyalty and predict future transactional behaviour. With the help of 

big data tools, it was possible to reach the first conclusion that there is a relationship between 

transactional behaviour and NPS surveys at Worten. 

Second, and in line with the academic community (Fisher, 2019; Keiningham et al., 2007); 

Pollack and Alexandrov, 2013; Zaki et al., 2016; Grisaffe, 2007), this study shows that the NPS is not 

the best loyalty predictor, presenting a viable solution, in the frequency of one year before the NPS 

survey. 

Third, and with a disruptive theme in the domain of questionnaires, it was discovered that the 

customers that responded to the questionnaires in this study were actually the best customers on a 

transactional level. 

This realization calls into question all the NPS studies carried out by Worten, this because if 

the base of customers that are being analysed are in reality customers with transactional 

characteristics much better than normal customers, this means that the base of NPS customers it is 

not representative of Worten's total customer base. This theoretical and practical implication is likely 

to be one of the most important findings of this report. 

One of the most distinctive aspects of this report is the ability to help small companies to 

understand the relationship that NPS has with the customer's transactional behavior, through an 

analysis of customer churn. However, this analysis is difficult to operationalize, as it is necessary to 

obtain at least one year (or another time interval associated with a customer churner) to analyze the 

customers' transactional results. Despite all of this, this analysis enables significant inferences to be 

made, particularly if it is in line with the recommendation provided in this study to break down NPS 

surveys into company processes. 

The examination of processes also enables acquiring a crucial understanding of which areas 

accumulate more positive (Promoters) and negative (Super detractor/ Detractor) client opinions. With 

this straightforward research it is possible to observe that poor financial performance in some areas 

can be linked to the accumulation of unhappy or happy customers. 

This study, like few others in the academic community (Kristensen and Eskildsen, 2012; Fisher, 

2019; Zaki et al., 2016), presents an adaptation to the NPS metric, namely in customer clustering. The 

fact of being able to further segment customers is always a good idea, especially when this 
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segmentation presents more enlightening conclusions, which is why another advice presented in this 

study is to add the class of super detractors in customer segmentation. 

One of the final contributions of this study was to realize that the NPS has a good predictive 

capacity of transactional behaviour. It is crucial to remember that if an analysis is conducted via 

company processes, this metric will have a significantly higher predictive ability, in this way, it is 

possible to have a holistic view of the company and use the full potential of the NPS. This research 

adds to the notion that, under some circumstances, NPS is truly an excellent predictor of future 

consumer behaviour, which is in line with the finding made by other academics (e.g. Shaw, 2008). 

Finally, it can be concluded that there is a lot of potential in the NPS metric, not only if we apply 

Big Data tools, but also analyses used by almost all companies, such as a simple churn analysis. It is 

therefore safe to say that NPS has its limitations, but it is undoubtedly a metric that deserves to be 

explored more carefully by companies. 
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7. LIMITATIONS AND SUGGESTIONS 

While there are several noteworthy insights throughout this article, the research has left certain 

significant subjects unexamined. The impossibility of following the insight gained from the analysis of 

the control group exists only because this discovery was something new and disruptive. The fact that 

the customers who respond to the questionnaires are the customers who have a superior transactional 

performance than the rest of the company is data that is important to analyse and verify in several 

companies and not just Worten. The fact that this study only used one firm's database limits the 

analysis in general; however, it is recommended that all companies use this analysis and approach it 

with caution, as the NPS analysis can generate misleading information within the company. 

 In line with many other analyses carried out in the academic community (Kristensen and 

Eskildsen, 2012; Vandenberg 2002; Wong, Rindfleisch; Burroughs 2003; Eskildsen et al., 2010) is the 

fact that this study only has data from a single country. The fact that the cultural differences first 

mentioned by Keiningham et al. (2007) can have an impact on the analysis as a whole, so is important 

for all companies that only use this metric in a country or in a population with few cultural differences 

to pay close attention to the results. Therefore, it is important to keep in mind that the NPS is highly 

susceptible to cultural changes and a change in NPS classes may be necessary, Worten was able to 

adapt the NPS metric to better serve its needs, which is why it is advisable for many companies to 

adapt a metric that was launched on the market almost 20 years ago. 

Another limitation that prevented other analyses from going forward was the collection of 

demographic data, which would allow companies to better categorize their customers and, eventually, 

understand which areas are most significant in each sector. These variables can offer value to any firm, 

as evidenced by the unique analyses performed by Zaki et al (2016). Demographic data enables 

businesses with Big Data resources to better explore this tool and reach crucial business insights. 
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