7~ University
OPEN ACCESS of Dundee

University of Dundee

FMNet

Tang, Chong; Li, Wenda; Vishwakarma, Shelly; Shi, Fangzhan; Julier, Simon J.; Chetty,
Kevin

DOIl:
10.1109/tgrs.2021.3121211

Publication date:
2022

Document Version _
Peer reviewed version

Link to publication in Discovery Research Portal

Citation for published version (APA):

Tang, C., Li, W., Vishwakarma, S., Shi, F., Julier, S. J., & Chetty, K. (2022). FMNet: Latent feature-wise mapping
network for cleaning up noisy micro-doppler spectrogram. IEEE Transactions on Geoscience and Remote
Sensing, 60, [5106612]. https://doi.org/10.1109/tgrs.2021.3121211

General rights

Copyright and moral rights for the publications made accessible in Discovery Research Portal are retained by the authors and/or other
copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with
these rights.

« Users may download and print one copy of any publication from Discovery Research Portal for the purpose of private study or research.
* You may not further distribute the material or use it for any profit-making activity or commercial gain.
* You may freely distribute the URL identifying the publication in the public portal.

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 08. Mar. 2023


https://doi.org/10.1109/tgrs.2021.3121211
https://discovery.dundee.ac.uk/en/publications/ca1c2525-19f2-42a9-be65-929e0a4ba53e
https://doi.org/10.1109/tgrs.2021.3121211

Tang, C, Li, W, Vishwakarma, S, Shi, F, Julier, S] & Chetty, K 2022, 'FMNet: Latent feature-wise mapping network for cleaning up
noisy micro-doppler spectrogram', IEEE Transactions on Geoscience and Remote Sensing, vol. 60, 5106612. https://doi.org/10.1109/
tgrs.2021.3121211

FMNet: Latent Feature-wise Mapping Network for
Cleaning up Noisy Micro-Doppler Spectrogram

Chong Tang, Wenda Li, Member, IEEE, Shelly Vishwakarma, Fangzhan Shi, Simon Julier, Member, IEEE,
and Kevin Chetty, Member, IEEE,

Abstract—Micro-Doppler signatures contain considerable in-
formation about target dynamics. However, the radar sensing
systems are easily affected by noisy surroundings, resulting in
uninterpretable motion patterns on the micro-Doppler spectro-
gram. Meanwhile, radar returns often suffer from multipath,
clutter and interference. These issues lead to difficulty in, for
example motion feature extraction, activity classification using
micro Doppler signatures (1-DS), etc. In this paper, we propose
a latent feature-wise mapping strategy, called Feature Mapping
Network (FMNet), to transform measured spectrograms so that
they more closely resemble the output from a simulation under
the same conditions. Based on measured spectrogram and the
matched simulated data, our framework contains three parts: an
Encoder which is used to extract latent representations/features,
a Decoder outputs reconstructed spectrogram according to the
latent features, and a Discriminator minimizes the distance of
latent features of measured and simulated data. We demonstrate
the FMNet with six activities data and two experimental sce-
narios, and final results show strong enhanced patterns and can
keep actual motion information to the greatest extent. On the
other hand, we also propose a novel idea which trains a classifier
with only simulated data and predicts new measured samples
after cleaning them up with the FMNet. From final classification
results, we can see significant improvements.

Index Terms—Micro-Doppler Spectrogram, Adversarial Au-
toencoder, Variational Autoencoder, Feature Mapping, Passive
WiFi Radar, Deep Learning, Activity Classification

I. INTRODUCTION

ICRO-DOPPLER spectrograms (1-DS) express target

motion and micro-motion characteristics in the time-
frequency domain and has been extensively used in many
applications; from people counting and human motion clas-
sification, to hand gesture and drone recognition[1]-[4]. In
practice, the quality of u-DS is easily affected by background
clutter and multipath reflections, which leads to weak Doppler
strength and blur motion patterns. Recently, solutions based on
deep learning (DL) have attracted a lot of research interest.
These methods normally require clean spectrograms as labels
to train a neural network, but practically, it is hard to col-
lect clean measured data. To provide sufficient training data,
methods like[5], [6] manually added Additive White Gaussian
Noise (AWGN) to simulation spectrograms to obtain enough
training pairs. However, the disadvantage to this approach is
that such a artificial noise is pixel-independent and rarely
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matches the spatially correlated real-world noise. The study
in [7] uses close-to-nature noise produced by a Generative
Adversarial Network (GAN) to replace AWGN, which im-
proved the denoising performance. But, another issue is that
both noise modelling methods cannot effectively synthesize
multipath effects. For the indoor sensing scenarios which can
be significantly affected by multipath clutter, these methods
only play limited roles. In this case, it is necessary to consider
a more efficient and robust alternative.

Whether traditional or DL-based algorithms, they serve the
same purpose: to generate the clean motion information. In
this paper, we describe the purpose as the u-DS enhancement
task. Among them, DL methods are more flexible and easier
to implement. We can combine it with various existing radar
sensing systems without modifying the underlying signal pro-
cessing workflow. Meanwhile, the feature extraction ability
of convolutional operations [8] in DL can learn complex
spatial-temporal correlations of p-DS. These advantages make
it worth further exploring a better enhancement strategy using
DL algorithms. On the other hand, the aforementioned DL-
based studies expended many effort in creating training pairs
by artificially adding noise. But again, this is not always
feasible. Some phenomena, such as multipath clutter, are
unique in each case and cannot be approximated in that
manner. So, we should approach this issue from a different
perspective.

While environmental factors and multipath have an impact
on measured p-DS, motion information remains the most
significant component. Du et al. [9] proposed a Beta process-
based principle component analysis (PCA) to reduced interfer-
ence by reconstructing radar returns from only principle mo-
tion components in the subspace. Other studies like [10]-[12]
also applied PCA-based method to reduce data dimensionality
to enhance p-D motion information. Such methods of directly
analysing the major motion information in low-dimensional
space shows a more effective way of thinking. In DL struc-
tures, an alternative for performing similar functions is Au-
toencoder (AE)[13]. The network has an Encoder-Decoder
structure, in which the encoder extracts latent features from
the input and the decoder reconstructs the output using the
latent features. Herein, the latent features form a vector which
is another representation of a spectrogram. By minimizing the
reconstruction loss, the net can automatically keep the desired
features in the latent vector and discard other noise. The AE-
based framework has been extensively applied in fields like the
speech enhancement[14], [15] and image denoising[16]—[18].
The advantage of the AE is that it can efficiently accomplish



dimensionality reduction and reconstruct data with a single
network. Meanwhile, the convolutional operations endow AE
with superior feature extraction capabilities for the image-like
©-DS data.

Based on the AE’s characteristics, we propose a novel p-
DS enhancement framework termed FMNet. Unlike DL-based
approaches, the FMNet is based on the dimensionality reduc-
tion abilities of AE, and bypasses unimportant information
to directly enhance motion patterns based on the similarity of
latent features between measured and simulated data. This kind
of tasks can be achieved by applying the adversarial structure
which is able to mapping one data distribution to a new
distribution. Therefore, we use the adversarial AE (AAE)[19]
structure to transform the measured data latent features to the
corresponding simulated data latent features. We also incor-
porate the latent space regularization scheme of variational
AE (VAE)[20] to improve the robustness and generalisation
ability of the model. Finally, the FMNet can generate cleaned-
up/enhanced p-DS according to the transformed latent fea-
tures. For training the network, we only used small amount of
measured-simulated pairs without any additional information.
This reduces the complexity of obtaining sufficient training
data. Finally, We trained the network with data collected in
a residential setting and tested it with data collected from
the same scenario and another through-the-wall scenario. We
also compared the changes in the latent space before and after
applying our framework. From the qualitative and quantitative
analysis, we can see the promising enhancement performance.
Additionally, based on our framework, we propose a new
strategy for improving p-DS classification which trains a
classifier with only simulated data, and the new measured
samples will be classified after being cleaned up with the
FMNet.

The rest content of our paper is organized as follows:
Section II describes current issues, then we introduced some
possible solutions and their limitations. Next, Section III
presents the proposed FMNet and the three-phase training
scheme. Then in Section IV, we introduced relevant systems,
the experimental setting and neural network structures, etc.
After that, we qualitatively and quantitatively evaluated the
FMNet from various aspects and compared it with other
networks in Section V. Next in Section VI, we introduced and
evaluated the proposed simulated data-based classifier training
scheme to further demonstrate the ability of the FMNet.
Finally, we concluded the paper in Section VIIL.

II. PROBLEM SETTING

In a radar sensing task, we have a set of measured samples
M = {m!',m? ..,m'} and a matched set of simulated
samples S = {s', s%, ..., s'}. The clean version for each m! is
s* which only contains the target’s motion information. In this
case, it appears that the enhancement task can be processed
as the supervised learning problem where we minimize the
distance between the label s' and predicted output ! through
convolutional neural networks (CNNs). For this objective,
neural networks require a significant quantity of training
data to prevent various environmental clutter impacting model

generalisation ability. However, acquisition of radar data is
time-consuming and laborious. Therefore, instead of mapping
m’ to s, we consider to find the similarity of their latent
features.

Let Ejp, represent the Encoder model parametrized by 6;
and Dy, represent the Decoder model parametrized by 6.
When training these models with n simulated samples, we
need to minimize the reconstruction loss:

1 =n ] ,

Lrec(01792) - E;(Dez(Eel(Sz)) _81)2 (1)
so that Dy, can output reconstructed data s.... based on the
latent features 2% extracted from Fj,, and s’ will be almost
identical to s‘. However, if we now feed m‘ into the models,
the output is likely to be nonsensical. This is because that
even for the same activity, noise in the m® will cause its latent
features 2!, to be different from z%. Eventually, Dy, may fail to
derive the desired output from z! as the model has not been
trained with this kind of data. But since m’ and s’ contain
the same motion information, we can possibly minimize the
difference between z¢, and z%. Formally we would like to map
p(z|m?) to p(z|s®), where p(z|m?) is the distribution of latent
features of the measured sample and p(z|s?) is the distribution
of latent features of the simulated sample. As a result, Dy, can

draw a good quality p-DS just like s* from p(z|m?) after the
mapping.

i

A. Generative Adversarial Networks

The Generative Adversarial Networks (GANSs)[21] can map
one distribution to another with its adversarial structure. It con-
sists of two sub-networks: a Generator G and a Discriminator
D. The G tries to map samples = from the prior distribution
p(z) to a desired distribution g(z). Simultaneously, the D
exams whether the outputs of G follow ¢(z). They play a
minmax two-player game and achieve the goal through the
competition. The loss function of GANs can be expressed as:

mGin max L = E;q(a)llogD(z)]

+ Eenpr(z) [log(1 = D(G(2)))]
where z is the random noise sampled from distribution p;..
We are specially interested in how the adversarial structure
can help map p(z|m?) to p(z|s’) in the AE network, where
we hope to discover the similarity between 2, and z! by
minimizing the adversarial loss.

2)

B. Adversarial AutoEncoder Structure

An effective technique that combines the adversarial struc-
ture with the AE is the AAE proposed by Makhzani et al. [19],
and now has been applied in denoising[22], data clustering[23]
and many other applications. The AAE is a generative net-
work, which aims to regularize the latent space by matching
the aggregated posterior, normally Gaussian distribution, to
the arbitrary prior distribution of latent features so that the
decoder can transform any feature vectors of the latent space
to a meaningful content. An adversarial network attached on
the top of latent features is the key to achieve that, as shown
in Fig. 1.
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Fig. 1: The network structure of an AAE

The AAE’s training consists of two phases: reconstruction
phase and regularization phase. The reconstruction phase acts
just like the conventional AE aiming to minimize the distance
between the reconstructed data and the original data. On the
other hand, the encoder E and an adversarial network construct
a GAN-like structure during the regularization phase. Their
roles are comparable to G and D of GANSs, respectively. We
first produce fake samples (i.e. latent feature vectors) from
E and then get real samples from a Gaussian distribution.
Finally, the arbitrary prior distribution of latent features can be
properly matched to the Gaussian distribution by minimising
the adversarial loss.

This inspires us to consider replacing the Gaussian posterior
with p(z|s®) so that we can induce the prior p(z|s’) to match
it. However, p(z|s’) is an unknown distribution, resulting in a
risk of losing a well-regularized latent space which negatively
impacts the model’s generalisation ability.

C. Variational AutoEncoder

The VAE is a popular generative network. The regulariza-
tion phase of the VAE proposed by Kingma and Welling [20]
is similar to AAEs, where the aggregated posterior is normally
assumed to be Gaussian ¢(z|x) when the input is x. The VAE
minimizes the difference between ¢(z|z) and an unknown
prior p(z|x) measuring by the Kullback-Leibler divergence
(KLD). The objective function of the network is composed of
the reconstruction L,.. and regularization Lj; terms, which
can be simply expressed as:

Luae = ~Eq(ajllog(p(z]2))] + KL(q(z]2)||p(z]2)) (3)
where KL calculates the KLD between two distributions.

In practice, the ith observation of latent features in the VAE
is sampled from a Gaussian distribution expressed by mean
u; and standard derivation o; i.e. N(u;,0;). Specifically, the
encoder of VAE generates u; and o; for each observation,
rather than directly generating latent features, so that the
backpropagation can be easily applied on u; and o;. This
technique is also known as the reparameterization trick. After
that, the latent features can be sampled as the following:

2z = p + €0, where € N(0,1) ()]
This restricts p(z|x) must be described in functional form. As
a result, we cannot map p(z|m?) to the arbitrary distribution

p(z|s?) with the VAE. However, the regularization method can
be incorporated into the AAE structure and this may solve the
difficulty we discussed at the end of Section II-B.

III. PROPOSED ENHANCEMENT NETWORK

When using the AE structure to enhance p-DS, it acts like a
generative network where the decoder generates new samples
based on latent features. As a result, the network needs a well-
regularized latent space as discussed in Section II-B and II-C.
Meanwhile, to maximize the motion information similarity of
measured data and matched simulated data through mapping
p(z|m?) to p(z|s®), the adversarial structure can be very
helpful. After taking into account these considerations, our
proposed FMNet attaches an adversarial network on a single
VAE structure to achieve p-DS enhancement task, as shown
in Fig. 2.

The FMNet structure can eventually provide us:

« astrong encoder Fy parametrized by 6 capable of extract-
ing equivalent latent features from measured and matched
simulated spectrograms for the same activities.

« adiscriminator Mg parametrized by 3 helping us achieve
feature mapping.

« a well-regularized latent space ensuring that the decoder
can generate meaningful content from any latent regions.

e a robust decoder D, parametrized by ¢ capable of
producing a simulated-like enhanced spectrogram based
on latent features extracted from a measured p-DS.

Furthermore, the enhanced output should retain the most of the
motion information of input data, rather than merely a random
sample from the same activity distribution. During the training,
we design a three-phases scheme to gradually achieve above
goals.

A. Phase One: Reconstruction and Regularization

This phase ignores the existence of Mg and aims to train
both the Ejy and the D through minimizing the reconstruction
loss. Specifically, we use S as the training set, because we only
need Dy to generate data from the latent space of simulated
samples. Furthermore, the VAE regularization scheme will be
applied at the end of encoding stage. The objective of this
phase is to minimize the following loss function:

=N

1 ) )
LIn=+ D (IDg(Eg(s")) — 5| (5)
i=1
+ KL[N (g, o), N(0, I)))

where N (u, o) is normal distributions defined by mean 1 and
standard derivation O diagonal matrices of latent features. The
size of matrices is decided by the number of latent features.
N(0,I) is standard normal distributions and I is the identity
matrix with the same size as u and o.

The first term in the loss function is the reconstruction loss
which can be calculated by the mean square error (MSE). For
the second term, it calculates the KLD between a normal distri-
bution of one latent feature and a standard normal distribution
for the regularization purpose.
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Fig. 2: The proposed network structure and different training phases

B. Phase Two: Feature Mapping

In this phase, we freeze D and train Fy and Mg. These two
networks form a GAN structure, and for our feature mapping
purpose, we can specifically describe the objective function of
the GAN as:

+ Eenp(zimi[log(1 — Mp(Ep(2)))]
The GAN training requires “real” and “fake” pairs. The real
sample in this case is the latent feature vector of simulated
1-DS, whereas the fake sample is the latent feature vector of
measured p-DS. Specifically, after obtaining the Fy from the
previous phase, we can respectively extract the real and the
fake samples, z¢ and z¢ for the i*" simulated and measured
1-DS pair. The training set will then be a collection of many
(2%, 2¢)) pairs that have been labelled with (Real, Fake).
Next, Mg receives these samples and acts like a discriminator.

Overall, the training process is same as in [21]. Notably, we
should use matched simulated and measured spectrograms as
pairs to ensure that the motion information expressed by them
is consistent.

C. Phase Three: Content Consistency Check

The content consistency check is required for the final step
because we need to confirm that the enhanced output and the
original input express the same motion information. However,
due to various noise, the traditional evaluation methods, such
as MSE and the Structural Similarity Index Measure (SSIM),
cannot obtain the desired comparison result. Therefore, we

feed the output back into Ey and check their content consis-
tency by measuring the KLD of the distributions of their latent
features.

Assume a measured data m® is passed through FEj, and
Dy, we will get the latent features: z,,; = Ep(m') and the
enhanced data: m* = Dy(2,,:). However, the potential issue
is that Dy may fail to recognize z,,:. In this phase, we address
this issue by comparing the latent feature similarity between
m’ and m', and make Ejy generate understandable latent
features for D, by minimizing the difference. Based on this
idea, we can feed m¢ back to FEy and get its latent features:
2, = Eg(m'). As mentioned before, each observations of
Zmi and z, . are sampled from a Gaussian. Let N (p;,0;) and
N (u;,a;) denote the distributions of j* observation of z,,:
and z,,.+, respectively. To compare the difference, the objective
function of this phase can be expressed as:

J=n
Lcontent = % Z KL[N(MW Uj)? N(/’LJ? U])] (7)
j=1
where n is the numberj of observations in the latent features.
Finally, after training Ey by optimizing Equation 7, we can
ensure that the enhanced result contains the close motion
information as the measured input because their latent features
extracted by Fjy are similar to each other in terms of the
probability distribution.

IV. ENHANCEMENT EXPERIMENTS

Experiments were designed in various scenarios to verify
the performance of the FMNet. During the experiments, the
Passive WiFi Radar (PWR) system is utilised to acquire the
measured u-DS, while a Kinect sensor simultaneously records
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motion capture (Mocap) data, which is subsequently utilised
to generate the simulation data. Figure 3 (a) illustrates how
the two systems cooperates together.

In this section, we will briefly introduce the PWR system
and our simulation software, SimHumalator, as well as go
through the dataset and proposed networks in further depth.

A. Passive WiFi Radar System

The PWR system is a low-cost, covertly monitoring and
tracking technique. In our previous studies, it has shown that
the system has prospective applications in various fields. In
this work, we used the PWR system to collect measured data
to demonstrate whether the FMNet can further improve its
sensing performance. We believe that the experimental results
can be representative of different Doppler-based radar systems.
Moreover, we will leave the testing of other systems to the near
future.

As shown in Figure 3, the PWR system in experiments
consists of two Yagi antennas- one acting as the reference
channel and another one acting as a surveillance channel.
The reference channel receives direct transmissions, and the
surveillance channel gathers signals reflected off the targets.
Then, signals from two channels are processed based on the
cross-correlation to generate the measured p-DS. Furthermore,
two NI USRP-2921 software-defined radios are connected to
the two channels for the channel synchronization and real-time
signal acquisition purposes. See more detains about the PWR
system and its signal processing method in [24].

B. SimHumalator

SimHumalator is an opensource simulation framework for
generating human p-DS in the PWR sensing scenarios and
can be downloaded for free from https://https://uwsl.co.uk/. It
simulates the IEEE 802.11g standard WiFi transmissions using
MATLAB’s WLAN toolbox, and human animations based on
the Mocap data. In the experiments, a Kinect sensor that was
synchronised with the PWR system was positioned in the
same location as the surveillance channel, ensuring that the
measured and simulated spectrograms expressed the identical
motion information. Figure 4 shows the consistency of mea-
sured and simulated p-DS. See more details on SimHumalator
in [25].

C. Dataset Explanation

We gathered data from three participants, each performing
six different activities- sit-down, stand-up, sit-to-walk, walk-
to-sit, walk to fall-down, and stand-from-floor to walk. Each
activities is completed within 5-10 seconds and repeated 15-20
times, resulting in average 60 p-DS and Mocap data for each
activity. Following this, the Mocap data was used to produce
simulated data with SimHumalator that corresponded to the
measured spectrogram. Finally, we obtained 304 measured p-
DS and 304 matched simulated p-DS.

Data were also collected for through-the-wall (TTW) sce-
nario of activities- sit-down, stand-up, sit-to-walk and walk-
to-sit, to further demonstrate the performance of the proposed
framework under different sensing environments.

D. Network and Training Setting

The FMNet is implemented using Pytorch library[26] on
NVidia 1060 GPU card. It consists of three parts- an encoder,
a decoder and a discriminator. Their structural details are
presented in Table L.

V. ENHANCEMENT PERFORMANCE EVALUATIONS

To demonstrate the performance of our enhancement
method, we compared the FMNet with other two types of
networks which have different structures and training schemes.
The first one is based on the VAE network[20] and trains the
model with the conventional supervised learning method i.e.
the simulated samples are labels of the measured samples.
We named it as the Spectrogram Mapping network (SMNet),
or simply VAE-based network. The second network has the
similar structure to the AAE[19] and does not use the VAE’s
reparameterization trick like FMNet. We named it as the
Non-regularized Feature Mapping network (NonR-FMNet), or
simply AAE-based network, which uses a similar training
technique to FMNet but does not regularize latent space. The
structural comparison of three networks has been shown in
Fig. 5.

For other existing DL-based frameworks, we thoroughly
presented and evaluated their performance in [7]. Although
these frameworks can remove noise from u-DS, their perfor-
mances are limited and may affect the Doppler strength of the
useful signal. Unlike them, FMNet recover motion information
based on the latent features, which can enhance the effective
signals while removing noise. More details on performances of
some existing DL-based denoising frameworks can be seen in
[7]. In this section, we will focus on the comparisons between
FMNet, SMNet and NonR-FMNet.

A. Visualizing Enhancement Performance

We can observe in Fig. 6 that all three networks can produce
a clean p-DS from the original measured data. In terms of
the qualitative analysis, the results of FMNet have distinct
patterns and features, while the stand-up, sit-down, stand-
from-floor-to-walk results of the SMNet and NonR-FMNet
have blurred areas in the background and their similarity to
the simulated spectrogram is not high. This is because that
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Name of Layer Type of Layer

Parameter Setting

Tensor Shape

Previous Layer

ECI Conv2D filters 32, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (24, 40, 32)

EC2 Conv2D filters 64, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (12, 20, 64) EC1
EC3 Conv2D filters 128, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (6, 10, 128) EC2
EF Flatten (7680,) EC3
EL1 Linear in features 7680, out features 1024, BatchNormalization, ReLU (1024,) EF
mu Linear in features 1024, out features 2048 (2048,) EL1
var Linear in features 1024, out features 2048 (2048,) ELI

Reparameterization

Decoder Structure

Name of Layer Type of Layer

Parameter Setting

Tensor Shape

Previous Layer

DL1 Linear in features 2048, out features 7680, BatchNormalization (7680,)

DUF Unflatten (6, 10, 128) DLI1
DCT1 TransposedConv2D filters 64, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (12, 20, 128) DUF
DCT2 TransposedConv2D filters 32, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (24, 40, 128) DCT1
DCT3 TransposedConv2D filters 16, kernel size 5x5, stride 2x2, padding 0, BatchNormalization, ReLU (48, 80, 128) DCT2
DC1 Conv2D filters 1, kernel size 5x5, stride 1x1, padding 0, Sigmoid (48,80,1) DCT3

Discriminator Structure

Name of Layer Type of Layer

Parameter Setting

Tensor Shape

Previous Layer

DSL1 Linear in features 2048, out features 1000, ReLU (1000,)

DSL2 Linear in features 1000, out features 500, ReLU (500,) DSL1
DSL3 Linear in features 500, out features 215, ReLU (215,) DSL2
DSL4 Linear in features 215, out features 1, ReLU (1,) DSL3

TABLE I: Neural Network Structures of Encoder, Decoder and Discriminator: The input u-DS shape is (48,80, 1)
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Fig. 5: The comparison of network structures of SMNet, NonR-FMNet and FMNet
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Fig. 6: The first row presents the measured spectrograms of six activities; the last row presents the matched simulated
spectrograms; the rest rows present enhanced spectrograms corresponding to the measured data

the direct mapping method of the SMNet is quite challenging
and with the small amount of training data, it only has
the limited performance. For the NonR-FMNet, it has the
discontinuity in the latent space. When a latent observation
falls into discontinuous areas, the decoder cannot properly
interpret it, leading to producing some nonsensical blurs.
Furthermore, when the SMNet and FMNet performance are
compared, we can see that the FMNet results are closer to
the corresponding simulated data (like the stand-from-floor-
to-walk case). In contrast, while the SMNet outputs are of the
same class as the corresponding simulated data, there are many
differences that imply their motion information may not be
the same. Actually, the SMNet training strategy merely takes
into account the global relationship between the measured and
generated spectrograms. When there aren’t enough training
cases, the network may struggle to account for new changes.
Intuitively, we can see that the FMNet outperforms the other
two networks in terms of clarity and similarity. On the other
hand, although the results from the other networks are slightly
worse, they are also acceptable. So for the clearer comparison,
we used TTW dataset to further test the generalisation ability
of three networks.

B. generalisation Ability Evaluation

The TTW experimental scenario has been shown in Fig.
3 (b), and the enhancement results are presented in Fig. 7.
We can observe that only FMNet can use the same network
to successfully produce enhanced spectrograms of the TTW
measured data. For the NonR-FMNet and SMNet, except the
sit-down case, they either generated meaningless content (like
sit-to-walk and walk-to-sit cases) or generated results that do

not match the measured input (like stand-up cases). Further-
more, even though the walk-to-sit spectrogram in the TTW
scenario differs considerably from the one in the previous
dataset, the FMNet can still enhance the spectrogram based
on the provided motion pattern to the greatest extent, rather
than generating meaningless content like other approaches did.
By comparing motion patterns between enhanced outputs and
the measured data, the FMNet shows the robust generalisation
ability.

C. Analysis of Latent Space

To study changes happened in the latent space, we fed
some measured and simulated spectrogram samples into the
encoders of the three networks and then inspected the latent
space with t-SNE[27] plots shown in Fig. 8. We can observe
different properties of these latent spaces. The distributions
of both measured and simulated data are self-clustered in all
cases. Furthermore, clusters in the NonR-FMNet and FMNet
cases from the same class are near to one another and separable
from the other classes, which indicates latent features carry
information for the classification. Also this demonstrates that
our feature mapping approach can successfully discover the
latent similarity between the measured and simulated data
and map features together. However, clusters in the NonR-
FMNet are more concentrated, causing the presence of empty
spaces between different classes, while feature points in the
FMNet are evenly distributed throughout the latent space.
As previously mentioned, the latter characteristic is more
beneficial to our generative network. On the other hand, we
can also observe different classes are clustered in the latent
space of the SMNet, but they are not separable. Meanwhile,
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Fig. 8: t-SNE projections of latent features of (a) SMNet, (b) NonR-FMNet and (c) FMNet cases: the circle markers represent
latent features of the measured samples, and the triangle markers represent latent features of the simulated samples

FMNet SMNet
Stand-Up 5.41e-02 | 1.72e+09
Sit-Down 4.66e-02 | 2.43e+09
Sit-to-Walk 2.00e-01 1.40e+11
Walk-to-Sit 1.63e-01 1.95e+10
Walk-to-Fall 3.33e-01 | 9.92e+09
Stand-from-Floor-to-Walk | 2.38e-01 | 9.72e+11

TABLE II: KLD comparison between FMNet and SMNet:
each value is the average of 2048 KLD values from the
measured data latent features and the simulated data latent
features

the measured and simulated data sharing the same motion
information did not grouped together. This suggests that the
SMNet did not discover the similarity between the matched
data. From this difference, we can see the superiority of the
proposed feature mapping structure.

To quantitatively study their latent spaces, we also used
Equation 7 to measure the multivariate KLD of latent feature
distributions of measured and simulated data pairs for the
FMNet and SMNet cases, as shown in Table II. The results are
consistent with the above analysis. With the feature mapping
structure, the KLD of the FMNet cases is much smaller than it
of the SMNet case. Although the training mechanisms of these
networks are different, this still can demonstrates the changes
brought by the feature mapping technique and it works very
well in the real applications.

D. Structural Similarity and Content Difference

The previous discussions focused on whether the cleaned-
up spectrograms have clear patterns, and what relationships
between distributions of latent features. But what we also
would like to know is if the enhanced spectrograms include
the same motion information as the original measured data,
and how much content is lost in the enhanced output. In this
section, we use two indices to evaluate these aspects, which



Mear vs Sim | FMNet vs Sim | SMNet vs Sim | NonR-FMNet vs Sim
Stand-Up Pixel Loss 0.0045 0.0006 0.0010 0.0018
SSIM 0.7401 09589 09519 09136
SitDown Pixel Loss 0.0050 0.0004 0.0009 0.0016
SSIM 0.7998 09625 0.95% 09258
Sitto-Walk Pixel Loss 00341 0.0028 0.0055 00117
SSIM 04541 0.8942 0.3670 0.7460
WalktoSit Pixel Loss 00378 0.0049 0.0058 00110
SSIM 04532 08435 03554 0.7452
Walkto-Fall Pixel Loss 00325 0.0052 0.0087 00159
SSIM 05243 0.8698 07712 0.6498
Pixel Loss 0.0458 0.0094 0.0090 00173
Stand-from-Floor-to-Walk gy 04213 0.8357 0.5006 06592

TABLE III: Pixel loss and SSIM before and after using
different networks: the Mear vs Sim column is the baseline
which compares pixel loss and SSIM between the original
measured data (Mear) and the simulated data (Mear); the
lowest pixel loss and highest SSIM have been highlighted

FMNet vs Mear | SMNet vs Mear | NonR-FMNet vs Mear
Stand-Up 0.8217 0.7707 0.8178
Sit-Down 0.8544 0.8276 0.8544
Sit-to-Walk 0.5031 0.4803 0.4968
Walk-to-Sit 0.6397 0.5307 0.6020

TABLE IV: SSIM comparison of three networks: each value
is calculated between the original TTW measured data and the
corresponding enhanced spectrogram; the highest SSIM values
have been highlighted

are Structural Similarity Index Measure (SSIM) and Pixel

Loss [28]. And the pixel loss can be deﬁped2 as the following.

Lpixel<m>m) - M (8)
where m is the original measured spectrogram, m is the
enhanced output and NV is the total number of pixels in one
spectrogram.

Table III compares the pixel loss and SSIM over three
networks, where we calculated the two indices over 61 samples
and put averages in the table. For the LOS dataset, the
simulated data can be regarded as the spectrogram without the
environmental noise and multipath interference. We calculated
SSIM(m,s) and SSTM (1, s), where s is the simulated data.
From the table,has the higher SSIM value implies that these
networks can generate higher-quality enhanced spectrograms
with motion patterns equivalent to their original input. Among
these results, the FMNet outputs have the highest structural
similarity over all cases, and compared with SSTM (m,s),
we can see significant improvements. Meanwhile, when com-
paring pixel losses, we can also observe that the FMNet has
the lowest loss except walk-to-sit and stand-from-floor-to-walk
cases. These observations suggest the FMNet can achieve
the greatest enhancement effect while retaining more original
information. For the TTW dataset, due to we did not have the
simulated data, we calculated SSIM between results of three
networks and the TTW measured data, as shown in Table IV.
For all activities, the FMNet results always have the highest
structural similarity with the measured spectrograms, which
means the FMNet can also successfully process data from
different sensing scenarios and the enhanced spectrograms can
express the similar content. Although the NonR-FMNet case
also has the highest SSIM value for the Sit-Down activity, we
can see from Figure 7 that the result of FMNet has the stronger
pattern which will be good for usages in other applications.
Furthermore, we also compared the SSIM between each activ-
ities before and after using FMNet, as shown in Table V. The
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Fig. 9: The comparison of the traditional classification idea
and the proposed classification idea: the difference is that
the training set in the proposed method consists of simulated
samples, and before classifying new measured samples, they
are enhanced with FMNet

table shows that the SSIM values between each activity before
the enhancement is relatively high. This, combining with the
plots in Figure 7, suggests that the motion patterns in the
measurement data are harder to identify. On the contrary, the
lower SSIM values after the enhancement indicate the FMNet
plays an important role of improving the distinguishability of
spectrogram.

VI. FMNET APPLICATION IN CLASSIFICATION TASK

The p-DS classification study is crucial for radar sensing
systems in real-life applications [29], [30]. So far, we have
shown the feasibility and robustness of the FMNet enhance-
ment framework. In this section, we proposed a novel p-DS
classification idea based on the FMNet, where a classifier can
be only trained using simulated data and still achieve high
classification accuracy on measured sepctrograms.

A. FMNet-based Classification Scheme

Sufficient training data is crucial for most of classification
tasks. However, radar sensing scenarios are frequently plagued
by a lack of training data due to the difficulty of real-world
measurements. Meanwhile, unlike image data, we cannot
augment data by cropping, rotation, flipping, and so on since
each Doppler bin has an actual meaning related to range
and speed information. Some existing p-DS augmentation
methods [31], [32] used GAN-based synthetic data to augment
training data. We also proposed using simulated data to the
augment p-DS in [33], and further improved the augmentation
performance by adding GAN-generated environmental factors
to the clean simulated sepctrogram in [34]. The ideas behind
the aforementioned methods are similar in that they both add
new samples to the training dataset in order to gain higher
classification accuracy when testing on the measured samples.
The benefit of using synthetic and simulated data is that we can
generate a significant amount of training data easily. However,
we need to ensure that the new samples approach the measured
spectrograms, or that the quantity of new samples be carefully
controlled so that the classifier is not confused. Actually, we
can ease the issue of the lack of training data in a different way.
Previously, we have demonstrated that the FMNet can produce



Compared Activities | SU vs SD | SU vs SW | SU vs WS | SD vs SW | SD vs WS | WS vs SW
Before Enhancing 0.9058 0.5832 0.7063 0.6793 0.7293 0.6660
After Enhancing 0.9035 0.4672 0.6683 0.6145 0.4792 0.5281

TABLE V: SSIM Comparison between each activity before and after FMNet enhancement: stand-up (SU), sit-down (SD),

sit-to-walk (SW), walk-to-sit (WS)

Number of Training Samples | Train OM Test OM | Train S Test EM | Train S Test OM
170 81.2% 88.0% 56.2%
194 81.7% 89.6% 58.4%
218 85.8% 89.9% 56.7%
243 92.8% 93.9% 55.8%
304 - 94.2% 60.5%

TABLE VI: The classification results comparison of three
training schemes, the highest accuracy in each rows has been
highlighted

Fig. 10: Confusion matrices obtained from three classifiers
which are trained and tested with different types of dataset:
stand-up (SU), sit-down (SD), sit-to-walk (SW), walk-to-sit
(WS), walk-to-fall (WF), and stand-from-floor-to-walk (FW)
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the cleaned-up spectrograms for any measured data. Based on
this fact, we can only use a large amount of simulated data to
train a classifier, and then classify their enhanced spectrograms
rather than the original measured spectrograms. The difference
between the proposed classification method and the traditional
classification method is presented in Fig. 9.

As analyzed in Section V-C, The FMNet can cluster latent
features of the same classes together, regardless of whether
they are from measured or simulated data. So, even if there
are no measured spectrograms in the training data, the clas-
sifier can still learn unique features of each class using only
simulated data. Meanwhile, the simulated data contains strong
and distinct motion patterns, which is also beneficial to the
training of classifier.

B. Experimental Results and Evaluation

To investigate the performance of the proposed method, we
applied the 50 layers Residual network[35] and used same
measured and simulated LOS dataset as Section IV-C. The 61
measured spectrograms are fixed to be testing data, and the
only difference relates to the use of the original measured data
or the enhanced data. We respectively used only simulated data
(S) and only original measured data (OM) to train classifiers,
and tested them with their enhanced data (EM) and OM.
As a result, we obtained three cases- 1).Train S Test EM,
2).Train S Test OM and 3).Train OM Test OM. Meanwhile, we
gradually increased the number of samples in the training set
to demonstrate the performance of two types of classifiers. The
classification results are shown in Table VI and the confusion
matrices of highest-accuracy classifiers in Train OM Test OM,
Train S Test EM and Train S Test OM cases are shown in
Figure 10.

We can observe that the classifier of Train S Test EM always
outperforms another classifier. First of all, this indicates that
the proposed classification method is feasible in the real appli-
cation. Furthermore, due to the simulated data and enhanced
data have better quality than the measured spectrograms, the
classification accuracy can be improved with the new method.
For the last row, the measured dataset cannot provide more
samples to the training set, resulting in the final classification
accuracy is limited to 92.8%. In contrast, the simulated dataset
can continuously generate new samples, so the proposed
method can further improve the classification accuracy from
93.9% to 94.2%. This easily and effectively solved the issue
caused by insufficient training data. Additionally, from Train S
Test OM case. We can observe that the classification accuracy
is far below other results. This means that the classifier can
only recognize the connection between two types of data after
the measured data has been enhanced with the FMNet. This
once more demonstrated the FMNet enhancement framework’s
feasibility and superior performance.

VII. CONCLUSION

For improving the quailty of u-DS, we propose the FM-
Net enhancement framework. Unlike existing approaches, the
method uses the feature mapping idea and bypasses multipath,
clutter and interference to directly enhance motion patterns
based on the similarity of latent features between measured
and simulated data. The framework is based on VAE and
AAE structures but assigned different purposes for each sub-
networks. To progressively accomplish latent regularization,
latent feature mapping, and measured spectrogram enhance-
ment functions, we developed a three-phase training algo-
rithm. Through qualitatively and quantitatively comparing to
other networks, we demonstrated each phase is helpful and
capable of improving the latent space property and algorithm
robustness. In addition, we tested the FMNet trained with LOS
dataset on the TTW scenario, and the proposed method still
performs well. This suggests that the FMNet enhancement
framework can be generalised, which is important in practical
applications. Additionally, we proposed a novel classification
scheme as a potential application of the FMNet. The compar-
ison of results shows that our method can address the issue of
a lack of training data while boosting classification accuracy
with high-quality simulated and enhanced spectrograms.

For future’s applications, a question might be: when the
attributes of an activity changed or some new activities occur
in the measurement, can the FMNet still achieve a good
performance with the previous training set? Actually, from
the results of TTW experiments, the FMNet shows a good
generalization performance even there are small changes in
attributes of activities. However, if there were very different
activities occurring, the current FMNet may fail to handle this



situation because it is still limited to a certain extent by the
training set. To solve this issue, we are developing a frame-
wise FMNet, in which we only enhance one frame, for exam-
ple 0.1 second information, at a time, and the enhancement of
a long spectrogram would be the combination of frame-wise
enhanced results. This idea is based on the fact that human
activities are composed of a series of simple movements.
So, the frame-wise processing is actually decomposing any
unseen and complicated activities to various small cases,
which can further improve generalization performance and
ease the enhancement difficulty. Theoretically, the FMNet can
deal with various activities only with limited measurement and
simulation data.

On the other hand, apart from the PWR system, we will
extend the FMNet application scenarios to various radar sys-
tem applications. Furthermore, the FMNet enhancement is not
limited to the p-DS information. We believe the latent feature-
wise mapping technique is suitable for most data types. This
is also the direction we will explore in the near future.
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