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Abstract 

In recent years, vision-based object detection has made great progress across different fields. 
For instance, in the field of automobile manufacturing, welding detection is a key step of weld in-
spection in wheel production. The automatic detection and positioning of welded parts on wheels 
can improve the efficiency of wheel hub production. At present, there are few deep learning based 
methods to detect vehicle wheel welds. In this paper, a method based on YOLO v4 algorithm is 
proposed to detect vehicle wheel welds. The main contributions of the proposed method are the 
use of k-means to optimize anchor box size, a Distance-IoU loss to optimize the loss function of 
YOLO v4, and non-maximum suppression using Distance-IoU to eliminate redundant candidate 
bounding boxes. These steps improve detection accuracy. The experiments show that the improved 
methods can achieve high accuracy in vehicle wheel weld detection (4.92 % points higher than the 
baseline model with respect to AP75 and 2.75 % points higher with respect to AP50). We also 
evaluated the proposed method on the public KITTI dataset. The detection results show the im-
proved method’s effectiveness. 
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Introduction 

Object detection [1] is a crucial part of computer vi-
sion and has become a popular research topic in theoreti-
cal and applied research in the past few years. Because of 
the continuous progress of machine-learning technology, 
it can be applied in many fields such as self-driving [2], 
security surveillance [3], nondestructive industrial inspec-
tion [4], aerospace [5], defect classification [6], and med-
ical image processing [7]. In the field of industrial inspec-
tion, most factories detect vehicle wheel welds manually. 
The position of the weld must be adjusted manually, 
which is not beneficial and wastes time on the assembly 
line. Therefore, as a fast-progressing technology, auto-
mated object detection has developed more mature solu-
tions that can meet the needs of factories and assembly 
line production modes.  

There are two approaches to object detection [8]: 
those based on feature selection and those based on deep 
convolutional neural networks (CNNs) [9]. Feature selec-
tion is an important step in the object detection algorithm 
of traditional machine learning methods. The scale-
invariant feature transform [10] and histogram of oriented 
gradients [11] are two features widely employed in sup-
port vector machines [12] for object detection. With the 
fast development of deep convolutional learning tech-
niques, the emergence of object detection methods using 
CNNs [13] can greatly improve accuracy. In particular, 
end-to-end training realizes the overall optimization of 
performance and efficiency. There are two approaches in 

emerging CNN based detection methods: one-stage based 
methods, such as the YOLO series [14 – 17] and SSD 
[18], and two-stage detection methods, such as the re-
gion-based CNN series (R-CNN, Fast R-CNN, Faster R-
CNN and Mask R-CNN) [19 – 22] or even multi-stage de-
tection, such as the cascade R-CNN [23]. The first type of 
algorithm has a faster detection speed, and the second 
type of algorithm has a higher detection accuracy.  

A typical object detector architecture consists of four 
parts – the input, backbone, head, and neck [17]. The 
backbone network is a pre-trained network used to extract 
features from the input images. The head predicts the 
class and location of the object. The aim of the neck is to 
improve robustness by collecting feature maps from in-
termediate stages. 

In the industry [24], the applied object detection algo-
rithms need to meet real-time requirements. In this paper, 
we optimize the one-stage based YOLO method to 
achieve fast and accurate detection of wheel welds. The 
organization of this paper is as follows. In Section 2, we 
introduce the research progress in recent years. The detail 
of the proposed method is presented in Section 3. Section 
4 focuses on the implementation and a comparison with 
previous methods. 

1. Related work 

There is on region proposal step in the one-stage based 
detection method. This kind of detection method can gener-
ate the category probability and locations coordinate of the 
object directly, so it has a faster detection speed.  
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The first version YOLO was proposed in 2015, it fur-
ther improving the recognition speed in the object detec-
tion field, because the single end to end convolutional 
network speeds up the recognition process. It makes the 
deep learning based object detection algorithm in real-
time becomes possible. YOLO v1 uses L2 loss function 
in bounding box regression, which is applied to the re-
gression of object detection bounding box in CNN. It de-
fined as formula (1) shows: 

  2( , ) ( ) .i ii N
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   (1) 

YOLO v2 improves convolutional neural network 
with anchor boxes, batch normalization, and multi-scale 
training. It also improves some deficiencies of YOLO v1, 
such as inaccurate positioning and lower recall rate than 
the region-based classification algorithms. YOLO v2 use 
Intersection-over-Union (IoU) and IoU loss function to 
improve the deficiency of L2 loss function which is sensi-
tive to variant scales. The paper [25] use image pyramids 
in Densebox to compensate the defect of L2 loss func-
tion, which costs a lot of calculation.  

IoU can compare the degree of overlap between any 
two graphics to determine the similarity, which was de-
fined as formula (2) shows: 
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where A is the ground-truth and B is the predicted box. 
IoU has invariant scale, this means the similarity of these 
figures is not affected by scale transformation, and it has 
non-negative; identity of indiscernible; symmetry; trian-
gle inequality and other good characteristics. In this paper 
we uses IoU loss to improve the IoU metric. 

1 .IoULoss IoU   (3) 

Redmon proposed the YOLO v3 algorithm with im-
provement over the previous version. It improves the pre-
diction of bounding box by using dimension cluster as 
bounding box. The network uses logical regression to 
predict the objective score of each bounding box. Each 
classifier has a threshold, and classes with scores higher 
than the threshold are assigned to the bounding box. Sec-
ondly, the independent logic classifier replaces SoftMax 
to achieve better classification prediction. Each box pre-
dicts the possible classes of the bounding box by multi 
class classification. It uses the darknet-53 framework to 
increase the convolution level to 53, which is the basis of 
YOLO v3. The network is a hybrid of YOLO v2 and 
darknet-19, which consists of 3 × 3 and 1 × 1 filters with 
quick connection. The darknet-53 can predict at three dif-
ferent scales. It also adds several convolution layers from the 
basic feature extractor. At each scale, three bounding boxes 
are predicted. Starting from the early days of the network, 
this will eventually provide better functionality, and early 
computing will benefit the prediction of the last layer. 

Each convolution part of darknet-53 uses the unique 
Darknet-Conv-2D structure. The network utilizes L2 regu-
larization in the process of convolution; batch normaliza-
tion and perform Leaky-ReLU after convolution. In origi-
nal ReLU all negative values sets to zero, while in Leaky- 
ReLU all negative values have a non-zero slope value. It 
defines in mathematical terms as formula (4) shows: 
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The paper [26] proposed Generalized Intersection 
over Union (GIoU) to improve IoU and loss function 
with YOLO v3. If there is no overlap between any two 
shapes A and B, the IoU is 0, then IoU cannot distinguish 
whether the two shapes A and B are very close or very far 
away. GIoU is proposed by adding a penalty term as for-
mula (5) shows. 
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In the above formula C is the minimum closure area cov-
ering A and B. and the GIoU loss is defined as formula 
(6) shows: 

1 .GIoULoss GIoU   (6) 

The characteristic of GIoU is to balance overlapping 
area and other non-overlapping areas at the same time, 
this feature can more accurately reflect the degree of 
overlap between the boxes. It also has non-negative; iden-
tity of indiscernible; symmetry; triangle inequality and 
other good characteristics. 

When A and B are similar in shape: 

lim ( , ) ( , ), 1 ( , ) 1.
A B

GIoU A B IoU A B GIoU A B


    (7) 

When A and B completely overlap, 
GIoU (A, B) = IoU (A, B) = 1. When (A  B) / C closes to 
zero, then the area of A  B is very small relative to the 
area of C, GIoU approaches negative one. 

YOLO v4 is the latest version of the YOLO, which 
published in April 2020. YOLO v4 can reach a much 
higher mean average precision (mAP) [27] and FPS than 
the previous version YOLO v3 (10 points higher in AP 
and 12 points higher in FPS). It uses modified Resblock-
body and CSPnet as the backbone feature extraction net-
work. It also includes CSPDarknet53 [28] in YOLOv4. 
The detailed structure of the Resblock-body and CSPDense-
Net are hown in fig. 1 and fig. 2. CSPDarknet53 adds the 
cross stage paritial (CSP) structure on the basis of Darknet53. 
The CSP structure directly concats part of the feature to the 
end of the block. This operation makes the gradient of each 
dense layer in the block no longer directly participate in the 
shallower gradient calculate. This can greatly reduce 
memory consumption and computing bottlenecks. 
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Fig. 1. Resblock-body 

Furthermore, the activation function of Darknet-
Conv-2D is modified from Leaky ReLU to Mish, and the 
convolution block is changed from Darknet-Conv-2D-
BN-Leaky to Darknet-Conv2D-BN-Mish.The mish func-
tion could be defined as formula (8) shows: 

tanh(ln(1 )).xMish x e    (8) 

From YOLO v1 to YOLO v4, each version has great-
ly promoted in speed and detection accuracy. The loss 
functions have been improved in every version such as 
L2 loss in YOLO v1, IoU and GIoU in YOLO v3. YOLO 
v4 use CSPDarknet53 as backbone, SPP to enlarge recep-
tive field, PANet, greedy NMS and the head of YOLO 
v3. This kind of one-stage-based method has fast detec-
tion speed, how to improve detection accuracy is a diffi-
cult problem. 

 
Fig. 2. Cross stage partial DenseNet (CSPDenseNet) 

2. The proposed framework 

In the one-stage based YOLO v4 object detection al-
gorithm, features are extracted from the input images by 
the backbone network CSPDarknet53. Then, the head 
network is used for object detection and non-maximum 
suppression (NMS) to eliminate redundant bounding 
boxes. The improvements in the proposed method include 
anchor boxes preset accord to prior knowledge during 

training, optimization of the head part, and NMS methods 
to improve detection accuracy. The proposed method us-
es k-means to optimize the anchor box, the Distance-IoU 
(DIoU) loss to improve the loss function, and non-
maximum suppression using Distance-IoU (DIoU-NMS) 
[29] to eliminate the redundant candidate bounding boxes 
for YOLO v4. The model structure is shown in fig. 3. The 
red part in the figure indicates the improvements we pro-
pose in this paper. 

 
Fig. 3. Proposed YOLO structure 

The k-means algorithm is a classic algorithm in the 
data mining field. To select the appropriate value k in the 
k-means clustering method, we need to trade-off the ideal 
overlap value and the training time. Increasing the value 
of k (number of centroids) will lead to an ideal overlap 

value, but it will also cause the computation to become 
positively correlated with the increase in the number of 
centroids, because of the increase in convolution filters. If 
a few selected centroids are used, the advantage is that 
the computation and training time are reduced, but the 
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disadvantage is that we cannot obtain a good overlap val-
ue. Hence, we adopt the elbow method to select the num-
ber of centroids. This method is suitable when k is small. 
When the k used is smaller than the expected value, every 
time k increases by 1, the corresponding value of the cost 
will decrease substantially; when the k used is larger than 
the expected value, every time k increases by 1, the cor-
responding value of the cost will not change obviously. 
The k obtained in this way is exactly at an inflection 
point, which is like an elbow. The distance threshold can 
be formulated in terms of the Euclidean distance or the 
Jaccard index, but the latter is more accurate because using 
the Euclidean distance will make large bounding boxes 
produce more error than small bounding boxes. The IoU is 
the ratio of the area of the anchors and ground truth boxes 
to the non-overlapping area. If the IoU is larger than 50 %, 
the anchor box is regarded as an object bounding box. Oth-
erwise, it is regarded as ambiguous or unlearned. 

In the k-means algorithm, the distances from all sample 
points to all centroids must be calculated in each iteration, 
which wastes a lot of time. The Elkan k-means method is 
used to reduce unnecessary distance calculations. 

The distance is measured by calculating the IoU value 
between the borders to prevent the error caused by the 
size of the bounding box itself. The dataset is divided into 
k clusters by a clustering method. Through a series of it-
erations, the border distance within the clusters is made 
as small as possible, and the border distance between 
clusters is made as large as possible, and finally the size 
of the candidate box is determined by the change in the 
value of the function. Therefore, we select representative 
candidate boxes to replace the original candidate box size 
of the YOLO v4 detection algorithm to improve the de-
tection performance by analyzing the size of the bound-
ing boxes in the dataset. 

The DIoU is closer to the bounding box regression 
mechanism than the GIoU, which is shown in fig. 4. It con-
siders the distance between the target and the anchor, the 
overlap rate, and the scale, which makes the bounding box 
regression more stable and avoiding problems such as diver-
gence during training, as in the IoU and GIoU. It also adds a 
penalty term based on the IoU, which is defined as: 

2

2

( , )
.

gtb b
DIoU IoU

c


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The b and bgt represent the centers of boxes B and Bgt, 
respectively,  () represents the Euclidean distance, and c 
is the length of the diagonal in the minimum closure area 
overlap of the two boxes. 

The DIoU loss is defined as follows: 
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DIoU
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Loss IoU
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Similar to the GIoU, the DIoU also provides a moving 
direction for the bounding box when it does not overlap 
with the target box. It directly minimizes the distance be-

tween two bounding boxes, which can converge much 
faster than the GIoU. For the situation in which the two 
boxes are in the horizontal direction or the vertical direc-
tion, the DIoU can perform the regression very quickly, 
whereas the GIoU almost degenerates into the IoU. Addi-
tionally, the DIoU can replace the traditional IoU evalua-
tion strategy and apply it to NMS, which makes the re-
sults obtained by NMS more reasonable and effective. 

 
Fig. 4. The schematic diagram of DIoU 

NMS is widely used in object detection algorithms. It 
can determine the size of the IoU to remove redundant 
candidate boxes and determine the best bounding box 
with the highest score, and an overlap rate exceeding the 
threshold plays a role in the final stage of object detection 
to obtain the best effect. 

Soft-NMS [30] was proposed to address the short-
comings of NMS. This improved method can delete the 
bounding boxes that have an IoU larger than the present 
value and can also decrease the score. It improves the ro-
bustness of traditional NMS. The disadvantage is that 
there is no standard reference for the manual setting of 
the threshold, which is completely changed by experi-
mental results and experience. Soft-NMS updates in the 
pruning step with the following rule: 

( , ) ,

(1 ( , )) ( , ) .
i i t

i
i i i t

s IoU M b N
s

s IoU M b IoU M b N

 
    

 (11) 

The above function decays the scores of detections 
above a threshold Nt as a linear function of the overlap 
with M. Therefore, bounding boxes that are close to M 
are assigned a greater penalty, and the penalties for those 
boxes that are far away from the M are very small or even 
equal to 0. 

The pruning step has the following Gaussian penalty 
function: 

2( , )
exp , .i

i i i
IoU M b

s s b D
      

 (12) 

Softer-NMS [31] proposed a weighted average strategy 
to optimize the threshold. GIoU-NMS [26] adds a penalty 
item to the IoU. The penalty term increases with the dis-
tance of the bounding box. When one box contains another 
box, GIoU degenerates into IoU and needs more iterations 
to converge. However, DIoU-NMS uses a penalty formula; 
this can minimize the center distance of two rectangular 
boxes. This method can take into account the overlap area 
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and center distance. If M is the highest score of the predict-
ed box, the DIoU-NMS is defined as follows: 

, ( , )
,

0, ( , )
i i

i
i

s IoU M B
s

IoU M B

  
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 (13) 

in the above formula si is the classification score and ε is 
the threshold. 

Anchor boxes are used extensively in one-stage object 
detection algorithms to set the initial dimensions of the 
bounding boxes, because they are better than other unsuper-
vised learning algorithms that are biased toward bounding 
boxes with large dimensions. Using the feedback in the neu-

ral network, the initial dimension is corrected until it meets 
the ground truth dimension. The k-means clustering method 
can be used to provide feedback, which initializes the nor-
malization (correction) process by taking k random boxes 
(centroids) as cluster heads. Clusters are then repeatedly as-
signed around the nearest centroid and updated based on a 
certain threshold value until convergence. The proposed 
network’s backbone is shown in fig. 5. 

To obtain appropriate IoU scores, which are inde-
pendent of box size, the proposed method use the dis-
tance formula in YOLO v2, expressed as follows: 

( , ) 1 ( , ).d box centroid IoU box centroid   (14) 

 
Fig. 5. Backbone structure 

IoU is insensitive to the scale of the object because it 
is the ratio of two areas. However, bounding box regres-
sion and IoU optimization in the detection task are not 
completely equivalent. The Ln norm is sensitive to the 
scale of the object, and the IoU cannot directly optimize 
the part that does not overlap. The GIoU can solve the 
problem of disjoint real and detection boxes. However, 
when the real box and detection box are completely con-
tained, GIoU degenerates to IoU, which has the same ef-
fect as IoU, and it cannot distinguish the relative posi-
tions between the real box and detection box. 

DIoU uses normalized distances between the ground 
truth and bounding boxes. NMS is used to ensure that an 
object appearing in multiple boxes in the grid is calculated 
only once. Using IoU as the criterion to eliminate redun-
dant detection boxes does not work in cases with object 
occlusion. The proposed method uses DIoU-NMS, which 
makes the system less susceptible to occlusion because it 
considers the centroid distance along with overlap area. 

3. Dataset 

The dataset used in this paper was collected from a 
real defect detection environment on a production line. 
The collected wheel images were annotated with the 
welding seams on each image. The dataset consists of 
5300 images: 4240 images were randomly chosen for 
training the model. The remaining 1060 annotated images 
were used to test the model.   

Each image has a corresponding annotation file, 
which gives the bounding box and class label of the ob-
jects. Because there is only one weld in the manufactur-
ing process of an automobile wheel, each image has only 
one marked weld. To increase the diversity of the collect-
ed images, we rotated the wheel by 0.05° before each im-
age was collected. We used a 30-frame industrial camera 
to collect video data and extracted key frames from the 
video to increase the number of annotated images in our 
dataset. fig. 6 shows the original image we collected. The 
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center point of each vehicle wheels coincides with the 
center point of the turntable. To simulate the effect of 
light, color, and position in a real environment, we did 
not perform any preprocessing on the images, including 
processing for brightness, contrast, or noise. Each image 
was 640 × 480 in size and has three channels. Sample 
images and annotated images from our dataset are 
shown in fig. 7. 

 
Fig. 6. The collected original image 

 
Fig. 7. Vehicle wheel weld dataset 

The annotated XML file contains the image name, 
resolution size, object location, and category. It was first 
converted to the VOC format. Then, the corresponding 
images were moved to the target directory. The annotated 
file was converted to a text file suitable for the YOLO 
framework. 

In this study, the KITTI 2D [32] object detection da-
taset is used to demonstrate that our proposed method is 
also effective on other public data sets. KITTI is currently 
one of the most important object detection datasets. It in-
clude a large number of traffic scene image data, which 
can evaluate the performance of the proposed method. 
This part of the KITTI dataset contains 7481 annotated 
images for training, 7518 annotated images for testing, 
and has 80.256 labels. It is commonly used in computer 
vision to evaluate detection algorithms. 

4. Experimentations and results 

The effectiveness of the proposed method based on 
YOLO v4 was evaluated on the vehicle wheel weld de-
tection dataset, and the robustness of the proposed meth-
od was evaluated on the KITTI dataset. 

The detailed parameters of the proposed method were 
as follows: the number of training steps was 8000; the 
initial learning rate was 0.013, which was multiplied by 
0.14 at 6400 and 7200 steps; the momentum was 0.9; and 
the weight decay was 0.0005. The improved method pro-
posed in this paper was run on a computer with a single 
graphics card for training. The initial size of the batches 
and mini-batches was 8. The default momentum was 0.949, 
and the loss normalizer was 0.07, which is the same as an 
early version of YOLO. The environment of the overall ex-
periment was built using TensorFlow and Keras in Python. 
The computer configuration included one NVIDIA GeForce 
2080Ti graphics card, with 11 GB VRAM. 

The whole set of labeled data was clustered using k-
means to obtain the appropriate anchor boxes. The exper-
iment shows that the average IoU value was 87.30 % and 
85.01 % at k = 12 for the vehicle wheel weld and KITTI 
datasets, respectively. As shown in Table 1, the incre-
ments in the value of k did not translate into meaningful re-
sults (as compared with 87.74 % and 85.35 % for k = 15). 
The final anchor boxes used in the experiments are shown 
in tab. 2. The vehicle wheel weld and KITTI datasets had 
12 anchor boxes after clustering, each of which have dif-
ferent heights and widths, as shown in fig. 8.  

Tab. 1. The average IoU in Different K-value 

K-value the average IoU value 

 vehicle wheel weld KITTI 
9 85.83 % 83.36 % 

12 87.30 % 85.01 % 
15 87.74 % 85.32 % 

Tab. 2. Candidate box size after clustering 

Detection 
Algorithm 

The size of anchor boxes 

 large medium small 

Our training set 

(116.90) 
(156.198) 
(373.326) 
(250,138) 

(30.61) 
(62.45) 
(59.119) 
(93.35) 

(10.13) 
(16.30) 
(33.23) 
(25.78) 

KITTI training set 

(131.118) 
(92.116) 

(200.130) 
(316.181) 

(63.32) 
(62.56) 
(73.60) 
(106.57) 

(21.22) 
(32.24) 
(26.40) 
(45.40) 

Fig. 8 illustrates the selected anchor boxes in the form 
of a rectangular box. This represents the object box in the 
vehicle wheel weld dataset accurately. 

 
Fig. 8. Predicted anchor boxes 
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The loss curves of our improved method with respect 
to training epochs are shown in fig. 9. As the results show, 
compared to YOLO v3 and YOLO v4, our proposed 
method quickly converges during training on the vehicle 
wheel weld dataset. 

 
Fig. 9. Loss function 

In the experiment, we use the average precision (AP) to 
compare different models and the accuracy of the different 
models. Both recall and precision are considered in the cal-
culation of the AP, which takes the average value of the 
precision rate at each recall point from 0 to 1. Precision is 
the factor of the ratio of the original objects that were accu-
rately detected, and recall is the proportion of the labeled 
objects in the image that were detected correctly. 

Fig. 10 shows the detection results on the vehicle 
wheel weld dataset obtained by the proposed improved 
one-stage method presented in our work. The left part of 
the figure is the original input vehicle wheel weld image, 
and the right part is the detection result, which contains the 
detected bounding boxes overlaid on the images. It can be 
clearly seen that the improved method proposed in this pa-
per can effectively detect the weld location in the image. 

 
Fig. 10. The weld detection results 

The detailed comparative results on the vehicle wheel 
dataset obtained by our proposed method, the original 
YOLO v4, and YOLO v3 are listed in Table 3. It lists the 
detection results based on YOLO v3 and YOLO v4, the 
improvement obtained by YOLO v4 with respect to YO-

LO v3, and the improvement obtained by the method 
proposed in this paper with respect to YOLO v3. The re-
sults show that the method proposed in this paper obtains 
a greater improvement (5.45 % in AP75 and 3.42 % in 
AP50) than YOLOv3. Moreover, it has a certain degree of 
improvement (4.92 % in AP75 and 2.76 % in AP50) com-
pared to YOLOv4. Fig. 11 illustrates the accuracies of our 
method, YOLO v3, and YOLO v4 (as AP50 and AP75) 
during the process of training on the vehicle wheel weld 
dataset. The results show that our method quickly achieves 
a higher accuracy rate during the training process and ob-
tains a higher accuracy rate at the end of the training. 

 
Fig. 11. Training epoch and mAP 

Tab. 3. Comparisons of different network in vehicle wheel weld 
data set 

Algorithm AP75 AP50 

YOLO v3 78.91 94.83 

YOLO v4 79.44 95.49 

Ours 84.36 98.25 

To evaluate the effectiveness of the proposed im-
proved method in this paper, we used the KITTI dataset 
to test our improved method. The detection results of dif-
ferent networks that have been tested on the KITTI da-
taset are listed in tab. 4. Here, we take the van, pedestri-
an, and cyclist classes in the KITTI 2D object detection 
dataset as examples to compare the performances. These 
comparisons show that the method proposed in this paper 
has different levels of improvement, and the total mAP is 
increased by 2.67 %. This detailed comparison result fully 
verifies our improved method’s effectiveness. 

Conclusions 

We proposed an improved method based on the one-
stage object detection algorithm YOLO v4 in this paper, 
which can detect a vehicle wheel weld in a image. The fi-
nal results show our proposed method achieved results 
with an AP75 of 84.36 % (4.92 % point higher than that 
of the baseline model) and an AP50 of 98.25 % (2.76 % 
points higher than that of the baseline model) on the ve-
hicle wheel weld dataset, which indicates that our method 
can perform better on the defect detection task, with 
higher accuracy and better stability. The improved meth-
od enables real-time computation on a single GPU. The 
results on the KITTI dataset also verify our improved 



http://www.computeroptics.ru journal@computeroptics.ru 

278 Computer Optics, 2022, Vol. 46(2) DOI: 10.18287/2412-6179-CO-887 

proposed method’s effectiveness. This method can be ap-
plied in industrial production to detect vehicle wheel 
welds, which takes less time and labor than the manual 
method. This method can also be applied in other fields, 
where real-time detection and high accuracy are needed. 
However, the limitation of this method is that the vehicle 
wheels need to be stationary or moving at low speed dur-
ing detection, because the weld of a vehicle wheel mov-

ing at high speeds is difficult to detect. The method pro-
posed in this paper needs to use prior information about 
the dataset. It is also a multi-stage processing architecture. 
Future work could focus on changing the structure of the 
convolution network and finding a more effective loss 
function or other training techniques to improve the one-
stage object detection accuracy, or an adaptive processing 
architecture could be considered. 

Tab. 4. Comparisions of different methods on KITTI data set 

Algorithm Average Precision (%) 

 
Van Pedestrian Cyclist 

mAP(%) 
Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard 

YOLO v3 74.32 60.18 47.54 83.51 78.37 64.25 85.94 80.64 54.39 69.90 

YOLO v4 76.14 64.27 51.46 85.24 77.53 67.91 88.27 78.72 58.11 71.96 

Ours 75.98 67.84 58.06 87.84 79.52 72.30 89.57 81.25 59.25 74.63 
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