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Abstract

The methods of X-ray computed tomography allow us to study the internal morphological
structure of objects in a non-destructive way. The evolution of these methods is similar in many
respects to the evolution of photography, where complex optics were replaced by mobile phone
cameras, and the computers built into the phone took over the functions of high-quality image
generation. X-ray tomography originated as a method of hardware non-invasive imaging of a
certain internal cross-section of the human body. Today, thanks to the advanced reconstruction
algorithms, a method makes it possible to reconstruct a digital 3D image of an object with a
submicron resolution. In this article, we will analyze the tasks that the software part of the
tomographic complex has to solve in addition to managing the process of data collection. The
issues that are still considered open are also discussed. The relationship between the spatial res-
olution of the method, sensitivity and the radiation load is reviewed. An innovative approach to
the organization of tomographic imaging, called “reconstruction with monitoring”, is described.
This approach makes it possible to reduce the radiation load on the object by at least 2 -3 times.
In this work, we show that when X-ray computed tomography moves towards increasing the
spatial resolution and reducing the radiation load, the software part of the method becomes in-
creasingly important.
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Introduction

It has been a little over a hundred years since we
started employing the X-ray tomography method, which
makes it possible to look inside an object without break-
ing it down. What is more the performance capabilities of
this method are increasing as the computational capabili-
ties are developing [1]. While it all started with the hard-
ware implementation of the possibility to visualize one of
the cross sections of the object directly on the tape, today
we are already able to reconstruct a digital 3D image of
the whole object using a set of X-ray images (tomograph-
ic projections) with submicron resolution collected at dif-
ferent angles.

As the technical side of the method is advancing, the
management of the collection process is get-ting more
complex, the reconstruction methods of a digital image of
an object are evolving, thus lifting certain limitations on
collection of projections in some cases, and adding addi-
tional ones in other cases. The programming part of the
hardware-software tomographic complexes starts to play
an increasingly important role. Apart from the in-verse
Radon transform realization itself, today the software is
responsible for the correction of miss-calibrating the sys-

tem nodes and addressing the influence of the probing
spectrum composition as well. We would like to note
here that the classic tomography problem implies homog-
enous probing. Nevertheless, the software functions do
not end here. It is frequently required to conduct an
anaysis of a reconstructed image before it is presented to
its end user in a convenient form. The industrial and med-
ical tomographic complexes available on the market pre-
sent a set of cross-sections of a 3D object at the output,
but in some cases the equiscalar or only high-resolution
local segments are required. The software developers
have to solve recognition problems of a reconstructed im-
age, conduct segmentation, binarization, etc.

In this work, we attempted to classify the objectives
facing the software engineers who work with the software
designed for work with tomographic data collected in
various geometric schemes, in the conditions of low or
high radiation load and during the experiments with the
high spatial resolution. The issues of increasing speed
during the reconstruction process are mentioned in pass-
ing both from the point of view of algorithmic accelera-
tion and calculation organization on the platforms, which
are optimized for the problems with real numbers and
possess a high degree of parallelism.
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We would like to demonstrate that we are on the
verge of creating a new generation of tomographs. They
will make it possible to lower the radiation load and in-
crease the reconstruction accuracy without slowing down
the analysis speed. It is achieved through the software
management of the scanning process. At the same time, a
partial (and sometimes complete) reconstruction is taking
place during scanning. The first results are already in, yet
we need more time to design fully-fledged tomographic
scanners.

The article is organized the following way. After a
brief historical background of the development of the
computational X-ray tomography method, there is an at-
tempt to compare the development paths of two methods
- photography as an optical imaging method and x-ray
tomography. The question of the relationship between
high spatial resolution in tomography and the require-
ments for computational resources is then reviewed. Fi-
nally, we are going to comment on the approach to tomo-
graphic surveying proposed by the authors and known as
“the reconstruction with monitoring”. This approach
makes it possible to decrease the radiation load on an ob-
ject through replacing the fixed protocol of the projection
surveying with the protocol with monitored reconstruc-
tion [2].

1. The development of the X-ray tomography method

The layer-by-layer X-ray imaging method, or the
method for radiological imaging of individual layers
without shading, became the conversation subject approx-
imately 20 years after the X-rays were discovered by
Wilhelm Conrad Rontgen in 1895. Later the rays came to
bear the discoverer’s name. The interpretation of x-ray
images (radiographs) which are generated when the rays
go through 3D objects pose certain difficulties as the im-
ages are formed by the entire internal structure through
which these rays are travelling through. The performance
of layer-by-layer imaging of the cross sections of an ob-
ject without breaking it down can be called the moment
when the x-ray tomography method was born. According
to [3], in 1914 K. Mayer, the doctor from Poznan, made
the presentation “A heart radiograph without shadowing”
at the congress in Lviv, and in 1917 a French radiologist
Bocage solved the problem of layer-by-layer isolated X-
ray radiography of an object on his own and patented his
hardware solution in 1921. In the proposed measuring
model an X-ray tube and a cassette with a film were mov-
ing around a stationary object in opposite directions dur-
ing the exposure. The inventors tried to change the trajec-
tories of the source-receiver pair in an attempt to improve
the contrast of the generated image, and later on, they
made the stationary object rotate while the source-
receiver pair became fixed. Around the same time in
1917 Radon published his famous work on reversibility
of a linear integral transform which converts a function
on a given plane into a set of its linear integrals [4], the
computed tomography method was about to be invented

in less than half a century. Computed tomography was
fully hardware-based. The word “tomographie” appeared
in the publications by Grossman [5—7] and Chaoul [8] in
1935. The first model of a domestically produced X-ray
tomographwas produced in the same year. It was de-
signed by V. L. Pheoktistov, and it was followed by the
projects made by S. P. Yanshek and I. S. Ter-Ogonian,
and a number of further developments by various Soviet
designers [3].

In 1958, in the physical series of the journal “Izves-
tia” of the higher educational institutions, a work by B. 1.
Korenblyum and his co-authors was published [9], where
they described a new method for obtaining X-ray images
of a cross-section of an object, which was based on pro-
cessing the data from an X-ray cipher telegram, recorded
at different angles. They provided the integral equation
and presented its solution. The computed tomography
method was not fully hardware-based any longer, it be-
came a hardware-software based method. It took 5
minutes to generate an image containing 104 elements.
This work was published in Russian and translated into
English only in this century [10].

During his years of residency at the hospital in the
mid-60s Cormack solved the Computer Assisted Tomog-
raphy (CAT) problem independently of other researchers
5 years later [11—13]. The term “computed tomography”
was coined. Cormack performed the first measurements
on the test objects while being employed at the laboratory
of the private institution, Tufts University. His researches
made in the 60s didn't attract much interest until 1971
when the EMI-scanner was introduced on to the market
[14]. The device that performs computed tomography
was developed by Godfrey Hounsfield at the firm “Elec-
tro Musical Instruments” (EMI). The first copy of the
scanner was handed over for the use of London Hospital.
The scanner software was designed in the technological
laboratory of the same company. New equipment is al-
ways difficult to manufacture and to use, the hardware-
software complexes for computed tomography were no
exception. In Western Europe the scanners were slowly
making their way into hospitals. They were purchased in
Britain, France, Germany, and Italy, but by the end of
1977, there were only 200 devices all over Europe [15],
whereas there were 300 machines being used in Japan
and 1000 of them found their place in America. Although
they were predominantly used by radiologists, cardiologi-
cal and neurological departments started taking advantage
of them as well. Since the equipment is not easy to oper-
ate and it’s pretty complex to interpret the produced re-
sults, close cooperation between the end users and the
developers of the machines was required at first. And
while in England the development was carried out in the
departments of the private company, in America the ad-
vancement of the instrument and algorithmic base of to-
mography was performed in academic laboratories.

In the next 6 years, there were some huge changes
made to the hardware of the scanners and there were al-

898

Computer Optics, 2021, Vol. 45(6) DOI: 10.18287/2412-6179-CO-898



X-ray tomography: the way from layer-by-layer radiography to computed tomography

Arlazarov V.L., Nikolaev D.P. et al.

ready 4 generations of the machines with different organ-
ization patterns of the scanning process. The innovations
included the scan speed and the method for recording of
the probing X-ray radiation. It is essential to remember
that the increased scan speed guarantees the decrease of
movement artefacts.

The first generation of scanners of 1972 is the EMI
scanner, a prototype of which had been worked on since
1967. The scan time was 9 hours, and the reconstruction
process took 2 hours. By the time, the machine was ready
to be placed on the market, the head scan took 5 minutes
already and was decreased to 1 minute in no time. There
was only one beam and one detector used in the scanner.
The “source-detector” system was moving incrementally
at first and the measurement of the radiation attenuation
was carried out in increments of 1 mm. Then the “source-
detector” system rotated at a small angle about half a de-
gree, and the moving phase resumed. And it continued
until it reached a full 180-degree turn. One scan of a cross
section of an object up to 240 mm (a human head) col-
lected about 360 x 240 data about the X-ray radiation at-
tenuation in multiple directions, which explained both the
longer scan time and the computing time.

In 1975 the second generation of the scanners comes
out. And it already features the use of a few X-ray beams.
The scan time of the complex EMI CT 1010 that scans
two layers simultaneously with 8 detectors in each of
them was 1 minute. The well-known German manufac-
turer of medical equipment “Simens” joins the competi-
tion when it presents its second-generation machine.
Tomographs are starting to get manufactured in other
countries as well. Among others, in a Hungarin company
“Medicure”. The work on the software improvements is
intensifying. A full body scan is produced in America.
EMI presented a full body scanning machine as well, but
a long scan time led to the artifacts due to internal organ
movements during breathing and made the second-
generation computed tomographs a dead-end option for
medical analysis, as opposed to industrial and scientific
systems.

And in 1975 the fan pattern implementation made it
possible to decrease the scan time down to 5 seconds and
even less than that. It basically meant the arrival of the
third generation of computer tomographic scanners. Their
first manufacturer was Axronics. Academic laboratories
got involved in the work on advancing the software that
performed the fan algorithm of the tomographic image
reconstruction. The third-generation machines use a large
number of detectors (from a few hundred to a thousand of
them) which are arranged in an arc with their center in the
focal point of the X-ray tube. The rotational movement of
the “tube-detector” system is carried out continuously,
and the cycle of data collecting from the detectors gets
strobed, for example, at every half a degree. The rotation
is performed to 360 degrees. The amount of collected da-
ta and its rate of arrival grew 4 times and more in com-
parison to the second-generation systems.

As an alternative to circumvent patent restrictions, the
fourth-generation of scanners was born. It had about a
thousand scanners that were arranged fixedly along the
full circle inside an object, and the tube was rotating in-
side the circle of detectors making a full 360-degree turn.
While in the third-generation machines the vanishing
point of a fan of beams was a focal spot (a small area on
the anode of the x-ray tube that is a source of radiation),
in the fourth-generation scanners each detector formed a
vanishing point.

In Russia the work in the field of the application of
the mathematical theory of the 3D reconstruction based
on projections for studying the structure of macromole-
cules using 3D electron microscopy was conducted by B.
K. Vanstein [16, 17] at the Institute of Crystallography.
In the late 1970s E. Yu. Vasilieva [18] from the All-
Union Research Institute of Radiation Technology (ARI
RT, currently JSC “NIIFTA”) made a pilot plant, and in
the early 1980s the prototype of the first Russian-made
X-ray computed tomograph CPT 1000 was made in the
All-Union Research Institute of Cable Manufacturing un-
der the guidance of Professor I. B. Rubashov and the
copyright certificate for a reconstructive unit [19]. Fig. 1
shows “an actual tomography image of a human head
generated by the SRT-1000 tomograph” [20].
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Fig. 1. An actual tomography image of a human head generated
by the SRT-1000 tomograph (inverted)

Any tomographic framework has its advantages and
disadvantages. The resulting contrast in a recorded image
can be transmissive, phase or hybrid. Various technical
solutions are required to organize the collection of angu-
lar projections and therefore the computational complexi-
ty of reconstruction algorithms that are applied differs.
Still, an X-ray source, an optical system that creates a
probe, a recorder (in the earliest days of the method it
was a cassette with a film) and a computer are still the
fundamental hardware components of a tomograph. And
the computer has to deal with an increasingly bigger
workload. The third-generation computers and the first
computed tomographs are the same age. The optimization
of the design of sources, detectors and tomographic set-

Kowmmnsrorepnas ontuka, 2021, Tom 45, Ne6  DOL: 10.18287/2412-6179-CO-898 899



http://www.computeroptics.ru

journal@computeroptics.ru

ups is aimed at decreasing the collecting time, lowering
the radiation load and improving the spatial resolution.
The latter reached nanometer accuracies [21—23]. Fig. 2
demonstrates an area of a lithium-ion battery electrode
[24]. The voxel size of a digital image is about 50 na-
nometers. The measurements were performed using a
synchrotron radiation source in Grenoble, France.

Fig. 2. The image of an electrode section [24].
The voxel size is about 50 nanometers

We will discuss the tasks that fall to a computer dur-
ing the optimization of the tomograph hardware in more
details below. In the following section we’ll trace the de-
velopment path of photography as a possible extrapola-
tion of the tomography development.

2. Evolution of photography as an example of the
imaging method development

Photography as a method of creating and fixation an
image on a photosensitive material was brought to the
world’s attention about 100 years before the computed
tomography invention. However, back then it was called
heliography or solar science. In 1826, a French inventor
J. Niepce produced an image of the view from his win-
dow by placing a camera obscura on a tin plate covered
with a thin layer of Syrian tarmac and then proposed a
way of copying it. The image was obtaining for 8 hours.
By 1837, the exposure time decreased to 30 minutes
thanks to the refinement of the process performed by D.
Lager together with Niepce. W. Talbot then offered an
innovative way of the photosensitive paper preparation,
by the middle of the 19th century, there were already
glass negatives, and in 1861, D. Maxwell was able to
produce the first color image because of three different
images of the same object with different filters. In 1911
Oskar Barnack who played a big role in the method de-
velopment came to work for the German company
“Leitz”, and in 1925 the first compact camera Leica hit
the market. The name was derived from merging the
words Leinz and Camera. And about 50 years later in
1972 the whole world witnessed the first image of the
planet Earth from space.

If we view photography as an optical imaging meth-
od, attention may be drawn to the fact that the improve-
ment of the camera hardware has been making solid pro-
gress for a long period, for approximately 175 years.
These years mobile devices cameras have replaced bulky
cameras of the past, and as a result, a number of functions
of the high-quality image generation is passed on to the
computer.

Photography was initially based on the physical and
other analytical models of image generation, just like to-
mography today. The main progress in the image quality
was attributable to the advances in hardware (particularly,
to the increased resolution and sensor sensitivity). This
trend for professional cameras is continuing, however,
lately most of the studies and the most substantial techno-
logical progress had to do with mobile photography
where the limitations on the size and the cost of the sen-
sor are especially significant. It is worth noting here the
analogy with the tomograph situation.

In recent times in terms of different parameters of im-
age quality (including equivalent resolution, dynamic
range and sensitivity) mobile cameras began the direct
competition with a full-sized cameras with incomparable
sizes of optics and sensors the reason of which happened
to be the wide use of algorithms of computational pho-
tography [25], including the ones based on latest devel-
opments in the field of artificial intelligence, to be more
precise - deep learning and algorithms of images recon-
struction based on a set of frames (which requires the
compensation of camera and stage objects moving).
Apart from that, photographic techniques are now being
successfully modeled, which by nature require large ge-
ometric sizes of the optics - namely, selective background
blurring (“bokeh”). Along with that, if in traditional cam-
eras this effect is achieved by physical processes typical
for the images formation through a large-diameter lens
then in mobile photography a simulation of this effect is
used based on a depth map obtained either from several
small-sized cameras, or even on the basis of one image
from using semantic segmentation (if, for instance, we
know there is a person in the image foreground). In addi-
tion, diffractive optics are used for further reduction of
the size of optical systems. Its use leads to artifacts ap-
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fragment of the mire [26]

However, these artifacts are successfully suppressed
using neural network methods (fig. 3 on the right) [26].
Without a doubt, photography in terms of its mass nature
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and more ancient history is at a later stage in the devel-
opment of technology compared to tomography but today
it is already clear that if we start not from the instrument
base but from reconstruction algorithms, where a huge
unrealized laboratory experience has been accumulated,
which keeps expanding, then we can already talk about
new generation hardware and software complexes.

3. Space resolution in tomography

Let us start with the photography. In the photograpy
method resolution is a measurement which defines the
number of image pixels per area unit. To talk about a res-
olution capability of photography printing tools, the value
determined in dots per unit (DPI) is used.

If the talk is about tomography, the situation is differ-
ent. During a medical diagnosing or a medical expert as-
sessment a minimal size of the local area, which had been
detected in the reconstructed 3D digital image, will de-
termine the resolution. If the area occupies 1 voxel, the
resolution will match the voxel size. At the same time,
the phrase ‘doctors have managed to visualize a tumor
measuring 2 mm’ sounds familiar and clear. The voxel
linear size of the reconstructed image for the case of a
proportionate voxel grid determines the resolution of the
tomograph. It depends on the number of cells of the posi-
tion-sensitive detector, the scanning scheme, the used re-
construction algorithm and is expressed in length units.
The cell number increase of the detector without the de-
tector size increase will lead to the proportionate boost of
processed data amount. The grand number of the cells
will be called an area. According to the Kotelnikov-
Shannon theorem to reconstruct the volume, the area’s
cross section of which is equal to the area of the detector,
the number of projection angles should be equal to the
pixel number in the detector entry. Then by using the al-
gorithm of convolution and reversed projection the vol-
ume the voxel number of which is equal to the square of
pixel amount in the detector entry multiplied by the num-
ber of entries, will be possible to reconstruct. Imagine a
researcher wants to peek into a nanoworld. Let us take a
simple assessment —1 cubic millimeter contains a quintil-
lion of voxels with 1 nanometer in size. If the optic densi-
ty is encoded by a number of floating single precision
dot, then only to store the reconstruction results 4 exa-
bytes of memory will be required. I.e. the hardware-based
increase of the space resolution will lead to the gigantic
increase of processed data volume.

The task of large data amount manipulation is solved
at 2 sides simultaneously.

Technologies for organizing such computations are
being developed [27] and new approaches for reconstruc-
tion which can work with large amounts of data. are sug-
gested. Actions are actively carried out both abroad [28,
29] and in Russia [30]. In parallel, there is research on the
methods application and approaches existing in the theory
of image processing and analysis to achieve superresolu-
tion [31, 32] without the amount of recorded data in-

crease. The software methods to increase resolution may
differ in the way of filling in the missing information [33,
34] when forming the reconstructed image, for example,
a priori information about objects and noise can be used.

In conclusion, we would like to highlight that the ad-
vances achieved in hardware and algorithmic solutions al-
ready today make it possible to compare cross-sections of
digital images and histology results (fig. 4) [35]. The
hardware implementation is still available only at syn-
chrotron stations. The intensity of laboratory sources and
the sensitivity of the recording equipment are still not
enough for the signal-to-noise ratio on the recorded pro-
jections to allow the reconstruction of digital images with
high quality.

Fig. 4. Tomographic image of a section of the spinl cord of th
mouse (a). Enlarged areas of tomographic images (b, d),
images of histology (c, ) [35]

4. Algebraic approach for reconstruction allowing
to work in poor ‘signal/noise’ ratio conditions

With a decrease of the linear size of the cells of the
position-sensitive detecting equipment, it is necessary to
increase the recording time of the radiograph (tomograph-
ic projection) in order to maintain the signal-to-noise ra-
tio (SNR) required for the correct operation of fast inte-
gral reconstruction methods [36—38]. In this case, the ra-
diation load on the sample as a whole increases. The SNR
requirement is relaxed when the algebraic method with
regularization is used for reconstruction. An algebraic
approach to solving the problem of tomographic recon-
struction in the middle of the 70th century was described
in their works by Gordon [39, 40], Wanstein [17] and
Hounsfield [41]. Regularization as a technology for solv-
ing incorrectly presented problems [42], which took its
development in the 60s of the last century in the method
of computed tomography, in no time found its application
in the implementation of the algebraic approach for re-
construction [20]. Today, when the achieved nanometer
resolution [43] worsened SNR, regularization methods
are again in demand [44, 45]. The use of mathematical
models in computational experiments describing the rela-
tionship between the magnitude of the recorded signal,
the spatial distribution of the attenuation coefficient, and
the description of the optical path made it possible to
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specify the form of the regularizing term and obtain a
stable solution to the reconstruction problem in a number
of cases.

It should be noted that the use of algebraic approach
for reconstruction though allows to weaken the require-
ments for the SNR value, increases much the memory re-
quirements of the calculators used in cases where the pro-
jections cannot be processed sequentially layer by layer.

When using a parallel beam to probe an object (Fig. 5
left), it is trivial to organize a layer-by-layer reconstruc-
tion. In case of a conical scheme for collecting tomo-
graphic projections (fig. 5 right), the organization of the
reconstruction procedure becomes more complex. Let us
hold on in more detail on the cone scheme, since precise-
ly this one is implemented in medical and industrial
tomographs.

Fig. 5. Schematic diagrams of projection formation.
Top — parallel beam, bottom — cone beam

The figure shows that with parallel probing, the re-
construction of a 3D digital image can be carried out lay-
er by layer since the same cross section of the tomograph-
ic object for each projection angle is involved in the for-
mation of the signal of the cells of one line of the detec-
tor. Reconstruction of one horizontal section of a 3D digi-
tal image can be carried out independently of the others.
Sections can be reconstructed in a sequence one after an-
other or in parallel, i.e. simultaneously. To reconstruct
one section, the data collected by one line of cells for all
projection angles are loaded into memory. If the scheme
is conical and the source-detector distance is comparable
with the size of the tomographic object, i.e. the circuit
cannot be approximated parallel, then when the object is
rotated (or the source-detector system is rotated with a
stationary object), the rays arriving in different cells of
one detector row (except for the central one) pass through
several layers of the object. The further the detector line
is from the center line, the more layers are involved in
signal shaping. Those in order to reconstruct one of the

layers of a 3D digital image, the signal values of only
one line of the detector located at the height of the re-
constructed layer are not enough. It is necessary to load
several detector lines at the same time, the exact number
is determined by the geometry of the used measuring
circuit.

With an increase in the number of cells in a row of
position-sensitive detectors (now it is several tens of
thousands) and an increase in the number of layers re-
quired for loading, it is no longer always possible to di-
rectly implement algebraic methods such as ART [46],
SART [47] or SIRT [48] with regularization on a PC with
a GPU. In these cases, it is necessary to reformulate the
optimization problem and introduce local sub-volumes
and impose restrictions on the regions of their matching
[30]. It should be noted that the reconstruction in a paral-
lel scheme for collecting projections or the implementa-
tion of the reconstruction procedure using sub-volumes in
the cone scheme allows parallelizing the reconstruction
process. L.e the use of specialized architectures such as
Elbrus [49] look specifically attractive from the point of
view of speeding up computations. The limitation on the
reconstruction time is of particular importance if tomo-
graphic systems are used during surgery [50, 51] or to
study the dynamics of fast processes, such as filtration
processes in cores [52, 53] or processes of evolution of
the structure of materials [54, 55].

As it was demonstrated above, with an increase in the
spatial resolution of the method and an increase in the re-
quirements for the speed of calculations, the role of a
computer in a tomographic complex is constantly increas-
ing. In principle, the calculator can be placed both in a
single complex with the measuring part, and, thanks to
the rapidly developing methods of remote data manipula-
tion, it can be carried over a considerable distance, being
the center of collective use. Systems of this type are cre-
ated and are constantly being improved using synchrotron
radiation sources [56]. The development of such systems
is facilitated by tomographic data banks [57, 58], where
data from many tomographic complexes operating in dif-
ferent modes are collected. The improvement of calcula-
tors goes independently of the improvement of the meas-
uring part of tomographic complexes, and perhaps the
measuring part will soon be supplied to the user with the
provision of a choice of calculator from the proposed
line, the elements of which differ in their indicators.

5. Can radiation exposure be reduced by optimizing
data handling?

The quality of the reconstructed image depends on
two types of scanning parameters: parameters related to
the radiation load on the tomographic object, and parame-
ters related to the conditions of digital image formation.
The first group of parameters includes the source operat-
ing mode (voltage, current) and the collecting time of one
projection or exposure time. The second group includes
the relative size of the detector's view field (the object is
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included in its entirety or only a part of it), the number of
detector cells, the number of registered projections, the
chosen reconstruction algorithm.

If the operating mode of the source is fixed, then the
radiation load can be varied in two ways - by changing
the number of projections or by changing the collecting
time of one projection [59]. A decrease in the number of
projection angles leads to degradation of the quality of
the reconstructed image [35]. Reducing the registration
time for one projection saves the number of projections.
Moreover, each projection is characterized by a low sig-
nal-to-noise ratio. Although algebraic reconstruction
methods deal with such projections, there is a question
remaining to what extent the ratio can be reduced. Until
the visually reconstructed picture crumbles? Until the
structures of interest to the observer begin to disappear?
The issue of assessing the quality of reconstruction re-
sults becomes nontrivial in the absence of a standard
(phantom) with which the reconstructed digital image
could be compared. Next, we will consider the issue of
assessing the quality of reconstruction results.

6. Reconstruction quality

The quality of reconstruction results obtained from
projections collected according to protocols with a small
number of projection angles [60], according to visual as-
sessment, depends on the used reconstruction algorithm.
Approaches to quantitative assessment of the quality of
reconstruction results differ for the surface and hidden
layers of the tomographic object [61]. Metrological ap-
proaches used in Microscopy can be used to assess the
quality of reconstruction of the surface layer [62]. To de-
tect violations of geometry or composition in hidden lay-
ers, either destructive control methods are applicable, or
approaches specialized for the tomography method are
required that do not require absolute coordinate meas-
urements in the absence of phantoms. Since 1989, work
in this direction has been ongoing [63]. In industrial di-
agnostics, where the concept of dimensional metrology is
introduced, today deviations in the sizes and location of
components are controlled with known tolerances, while
the quality of materials (composition) of these compo-
nents is controlled [64]. In medicine, anthropomorphic
phantoms are used mainly to calculate the deposited dose
and to optimize projection collection protocols [65]. Clin-
ics require quality that is sufficient to make a diagnosis.
The main tool to assess the quality of images, the visual
control of doctors remains. To automatically compare the
quality of images obtained from different tomographic
systems, global or local metrics are used [66]. A refer-
ence 3D digital image may be available [67] or not. In the
latter case, the assessment of the quality of the resulting
image must necessarily be profile-oriented: dental [68],
pulmonological [69], etc.

Transition to measurement methods with monitoring

In the tomograph, image reconstruction begins after
the completion of the scan protocol. In 2020, we pro-

posed a fundamentally new approach to organizing tomo-
graphic imaging [20]. The idea is based on the fact that
the quality of the reconstructed image depends not only
on the number of projections collected at different angles
and cannot grow continuously. It is proposed to carry out
the reconstruction of images immediately during the col-
lecting process, controlling the progress of the recon-
struction and analyzing the intermediate results obtained
in an automatic mode. This algorithm allows you to stop
the study in time if errors&time/dose cost are at the op-
timum or to stop the collecting process when a result of
sufficient quality is achieved. We have called the ap-
proach "monitored reconstruction”. It can estimate how
many computational costs or images will be required to
bring the reconstructed image to a quality level accepta-
ble for a physician, material scientist, etc. with minimal
losses associated with the absence of unrecorded projec-
tions. Test protocol (protocol of measurements) is
changed from a rigid protocol to a flexible one. A sche-
matic diagram of working with projections with this ap-
proach is shown in fig. 6.

. Project with (a=60) .
Taking next Detegted = Partial
projection x; 2.0 ™| reconstruction
L Ri(xy, x2, ..., X;)
°3 y
-0.5
-1.0

0 256 768 1024

512
Detector cell offset

Making the stopping
ecision

Fig. 6. Schematic diagram of reconstruction
with monitoring [2]

The proposed ideology poses a number of new tasks
in the areas of optimization of the projection collection
process, image reconstruction when adding another pro-
jection or a pencil of projections, creating problem-
oriented quality criteria and rules for the basis of the col-
lecting process. The need to carry out reconstruction in re-
al time (commensurate with the exposure time of one pro-
jection) imposes strict restrictions on the speed of recon-
struction and the creation of fast algorithms adapted for
specialized platforms seems more necessary than ever.

Conclusion

Let us draw the conclusion. It seems to be obvious
that CT in the way it has been existing for the last 50
years has almost outlived its capabilities of development.
Resolution capability of the method has reached nanome-
ters. The attempt to examine even a small area of a brain
with the same resolution will lead to the volume of 1015-
1018 units of information of data received from the scan-
ning. It is impossible to process such volumes on ordinary
computing devices even in the nearest time perspective.

While treating COVID-19 it was detected that patients
need to get CT every few days to watch the treatment
course which is extremely dangerous under the current
radiation exposure this is why one the main goals is to
decrease such a load. The use of CT in commercial appli-
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cations, for instance, the detail damage detection in a
conveyor brings very challenging demands for high-
speed operation. Scanning and processing must take not a
split of minutes as currently but split of seconds.

To solve these tasks it is necessary to change the ap-
proach for tomograph operating itself. At present we are
gathering all data, reconstructing images and processing
them afterward. Instead we should the scanning itself
must be implemented under the program conduct. It gives
a number of opportunities. For example:

- to scan with a low resolution, determine the area
of interest and, if it exists, rescan only it

- to make a small number of scans from different
angles and determine if there is no object of interest or
to find its borders

- to stop scanning as soon as there is enough data
for reconstruction

First experimental research works of such an ap-
proach show its viability. It allows to exploit all the pow-
er of modern image processing and reconstruction algo-
rithms and solve new tasks, which could not have been
given earlier. Thus, there are no doubts we are on the
threshold of paradigm change and building of new gener-
ation tomographs.

We would like to thank for the help provided to us
while working on the historical part of the article. In the
photography section the materials of Fedorova E.
http://blogphotografelena.ru/istoriya-fotografii/ helped us
to compose a historical reference and while creating the
part about the development of computational tomography
method in Russia we consulted with Ryazantsev O.B.
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