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as it is, but the world as it will be. ”

Isaac Asimov (1978)





Daniel Loureiro
      Daniel Alexandre Bouçanova Loureiro



Acknowledgements

I journeyed into this Ph.D. from a place of challenging myself on whether a life-long

wonder about Artificial Intelligence could ever be materialized into any sort of contribu-

tions towards its progress, no matter how small. Pursuing this personal challenge has

been a privilege made possible by numerous people I have been fortunate to have in my

life, and crossed in my path along the way.

First, and foremost, I owe this achievement to my parents. My father has instilled in

me a life-long passion for science, and the self-confidence to believe its understanding

is within my reach. My mother broadened my worldview, and helped me develop an

ownership mindset which proved crucial for this journey. Without those ingredients in

my upbringing, research would not be a part of my life.

I am also sincerely grateful to have Prof. Alı́pio Jorge as my supervisor. He took a

chance in accepting me for the Ph.D. when I had little more than an ambitious plan. Be-

sides his guidance and constructive criticism, I am particularly grateful for the freedom

he granted me to pursue my interests. I also thank Prof. Sabine Broda for helping me

understand the feasibility of applying for the Ph.D., and Prof. Goreti Marreiros for in-

troducing me to Natural Language Processing research during my bachelor’s. My chance
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Abstract

The recent development of large Neural Language Models (NLMs) based on end-to-

end deep learning architectures has delivered unprecedented breakthroughs in the field

of Natural Language Processing (NLP).

Most remarkably, this progress has been driven by a simple pipeline that consists of

initially training a NLM, without supervision, on large corpora (i.e., pre-training), fol-

lowed by fine-tuning that same NLM for different tasks using relatively small task-specific

datasets. Consequently, repeating this process using NLMs with additional parameters

yields performance improvements across tasks.

However, this improvement from scaling data and computational resources is ex-

pected to plateau in the near future, and hybrid solutions combining NLMs with com-

plementary approaches, such as Probabilistic Logic (PL), are being actively researched.

In this hybrid setup, NLMs are expected to produce contextual representations which

complementary models can use for logical reasoning, a known limitation of NLMs. The

nature of these representations, and the interface between NLMs and PL, are major open

research questions in NLP.

In this thesis, we explore how to extract accurate sense-level representations from the

internal states of NLMs towards the development of hybrid solutions that can leverage

NLMs for symbolic representation of commonsense knowledge. Our proposed methods,

based on contextual embeddings, allow for matching words and phrases within texts

to the broad set of commonsense concepts covered by the popular WordNet ontology.

Instead of performing task-specific fine-tuning or training other models based on features

from NLMs, our approach exploits the latent spaces learned from self-supervised pre-

training of NLMs, using nearest neighbors (k-NN) for inference. Additionally, we also

explore how our proposed representations can improve zero-shot relation extraction from

NLMs, focusing on relations relevant for commonsense reasoning (e.g., UsedFor).

We evaluate our progress using various tasks related to Word Sense Disambiguation

(WSD), presenting state-of-the-art results on several of these tasks. We show that our

methods are applicable to various NLMs (BERT, XLNet, RoBERTa, and ALBERT), as well

as alternative ontologies (UMLS from the medical domain, and multilingual WordNet).

Our contributions also include an in-depth comparison of WSD approaches, showing that



k-NN, with sense embeddings and self-supervised NLMs, outperforms fine-tuned NLMs

in few-shot settings while exhibiting less bias towards the most frequent senses.

Our findings support that internal states from NLMs can be reliably employed for

symbolic representation of concepts featured in unstructured texts. While this thesis is

limited to exploring applications of these representations using k-NN, it stands to rea-

son that more sophisticated methods, such as PL, may also benefit from them. We hope

this thesis helps prepare some of the groundwork for the development of neurosymbolic

hybrid approaches driving the next set of breakthroughs in NLP.



Resumo

Os últimos desenvolvimentos em Modelos Neuronais de Linguagem (MNLs) de gran-

des dimensões, baseados em aprendizagem computacional profunda end-to-end, foram

responsáveis por avanços sem precedentes na área de Processamento de Linguagem Na-

tural (PLN). Notavelmente, este progresso tem sido impulsionado por uma pipeline básica

que consiste em inicialmente treinar um MNL, sem supervisão, em grandes quantida-

des de textos (i.e., pré-treino), seguido pelo ajuste do mesmo MNL para variadas tarefas

usando conjuntos de dados especı́ficos a essa tarefas, de dimensão relativamente redu-

zida. Consequentemente, repetindo este processo recorrendo a MNLs com maior número

de parâmetros obtemos melhorias nas suas prestações transversais a várias tarefas.

No entanto, espera-se que este melhoramento devido à escalada da quantidade de

dados e recursos computacionais venha a estagnar no futuro próximo, e soluções hibri-

das que combinam MNLs com abordagens complementares, como a Lógica Probabilis-

tica (LP), têm sido ativamente investigadas. Nesta configuração hı́brida, assume-se que

MNLs sejam responsáveis pela produção de representações contextuais que possam ser

utilizadas por modelos complementares para raciocı́nio lógico, uma conhecida limitação

dos MNLs. A natureza destas representações, bem como a interface entre MNLs e PL,

tratam-se de importantes questões em aberto na investigação de PLN.

Esta tese explora formas de extrair representações ao nı́vel de sentidos lexicais a par-

tir dos estados internos destes MNLs, tendo em visto o desenvolvimento de soluções

hı́bridas que possam beneficiar de MNLs para representação simbólica de conhecimento

de senso comum. Os métodos que propomos, baseados em embeddings contextuais, per-

mitem associar palavras e expressões inseridas em textos não estruturados ao conjunto

de conceitos relativos a senso comum contidos numa popular ontologia, a WordNet. Em

vez de realizar ajustes a estes modelos especı́ficos a determinadas tarefas, ou treinar ou-

tros modelos baseados em atributos dos MNLs, a nossa abordagem explora o espaço la-

tente resultante do pré-treino auto-supervisionado de MNLs, recorrendo ao método de

vizinhos mais próximos (k-VP) para inferência. Adicionalmente, exploramos formas de

utilizar as nossas representações para melhorar extração de relações zero-shot a partir de

MNLs, com foco em relações relevantes para raciocı́nio de senso comum (e.g., UsadoPara).

Avaliamos o nosso progresso de acordo com a prestação dos nossos métodos em várias

tarefas relacionadas com Desambiguação Lexical de Sentido (DLS), reportando resultados



estado-de-arte em algumas destas tarefas. Mostramos que os nossos métodos aplicam-se

a vários MNLs (BERT, XLNet, RoBERTa, e ALBERT), bem como ontologias alternativas

(UMLS relativa ao domı́nio médico, e WordNet multilingue).

Os nossos contributos também incluem uma comparação aprofundada entre diferen-

tes abordagens de DLS, revelando que k-VP, usando embeddings de sentido e MLNs auto-

supervisionados, consegue melhores resultados do que ajustes de MLNs em cenários few-

shot, demonstrando também menor enviesamento para os sentidos mais frequentes.

As nossas descobertas reforçam que os estados internos de MNLs podem ser aplicados

fiavelmente para representação simbólica de conceitos presentes em textos não estrutura-

dos. Embora esta tese limite-se à exploração de aplicações destas representações usando

k-VP, achamos expectável que métodos mais sofisticados, como LP, possam também be-

neficiar da sua aplicação. Esperamos que esta tese ajude a preparar a fundação necessária

para o desenvolvimento de abordagens hı́bridas neurosimbólicas que impulsionem o

próximo conjunto de avanços em PLN.
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Chapter 1

Introduction

For the past decade, neural approaches (i.e., deep learning) have driven most progress

on Artificial Intelligence (AI), powering various achievements from AlexNet [1] to GPT-

3 [2]. The gradient-based approach of deep learning, along with increasing computa-

tional resources, has proven extraordinarily effective at learning useful models from raw

data, without need for handcrafted features. Still, the current paradigm of end-to-end

deep learning raises concerns regarding their poor explainability and modularity, caus-

ing many to question their reliability [3–5]. It is also not clear how far the current gains

obtained by training larger models on more data can extend into the future [6–8]. In

contrast, a symbolic approach, particularly formal logic, is naturally suited for logical

reasoning, a known limitation of Neural Language Models (NLMs) [9], and is designed

for provable correctness*. However, standard inference mechanisms of logic-based ap-

proaches are not designed for learning symbolic representations from raw data, making

this approach too brittle for the richness of natural language, and real-world applica-

tions broadly. Moreover, symbolic approaches have historically faced challenges with

intractable search spaces [10, 11].

Neurosymbolic AI has emerged with the goal of combining the best of neural and

symbolic approaches. Neurosymbolic approaches can take various shapes, combining

neural and symbolic methods in different manners, and at varying degrees of integration

[12, 13]. From these various possibilities, our work in this thesis is most relevant for

shallow hybrids, with clear separation between neural and symbolic components. This

particular variety of hybrid approach, aligned with recent findings in neuroscience [14], is

interested in using neural methods for representation learning, and symbolic methods for

*The causal chain of reasoning steps behind each inference can be trivially inspected.
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reasoning and explainability. Our contributions towards this hybrid are strictly focused

on the development of the neural component, following prior work in assuming that

existing logic-based inference methods may suffice for the reasoning required in some

Natural Language Processing (NLP) tasks [15]. Consequently, research into logic-based

inference and related applications is considered beyond the scope of this thesis, and we

focus on neural-based approaches for learning natural language representations which

may be employed by such hybrids in future work (see Chapter 3). More specifically, we

focus on sense-level distributional representations based on the latest NLMs, considering

that sense-level representations are particularly relevant for commonsense reasoning – a

major target for research into hybrid approaches [16, 17].

Related work on distributional sense representations, or sense embeddings, has fo-

cused on providing a solution to the so-called Meaning Conflation Deficiency [18] of tradi-

tional word embeddings, which merge different meanings into the same word-level rep-

resentation. Most works have explored variations on the popular word2vec [19] method

for producing sense-level embeddings [20–23], but the dynamic word-level interactions

composing sentential context were not targeted by those works, which has been shown

to be crucial for meaning understanding in humans [24]. It would take the development

of large NLMs (particularly BERT [25]), and corresponding contextual embeddings, un-

til state-of-the-art sense embeddings could become accurate enough to rival supervised

systems for Word Sense Disambiguation (WSD), for example.

In this thesis we explore how to best leverage the latest NLMs for state-of-the-art sense

embeddings. We also evaluate our sense embeddings on classical NLP tasks, like WSD,

and additional sense-related tasks that allow us to measure progress towards accurate

and versatile sense representations. Conversely, we also explore how research into sense

embeddings can provide insights on intrinsic properties of NLMs, such as layer special-

ization, or acquisition of commonsense knowledge from pre-training.

Organization Having already described the motivation behind our work in the above,

we introduce our research questions (Section 1.1) and list of publications (Section 1.2) in

the next sections. The remainder of this cumulative thesis provides a focused descrip-

tion of our contributions in aggregate (combining findings from different publications) in

Chapter 2, followed by a reflective appreciation of our efforts (Chapter 3), and our final

conclusions (Chapter 4). We include our publications related to this thesis as appendices

(see Table of Contents).
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1.1 Research Questions

In this thesis our main concern is to assess the extent to which recent large NLMs can

be used for sense representation and matching, towards a neurosymbolic hybrid solution

that uses NLMs for concept representation and formal logic for reasoning and inference.

As such, we formulate our central research question as the following:

Can we use Transformer-based large NLMs to accurately map free-form text spans

to precisely-defined commonsense concepts?

This pursuit raises a more specific set of related research questions, namely:

RQ1 How can we leverage pre-trained NLMs for canonical sense representation and

matching?

RQ2 Which tasks directly benefit from improved sense representations, and how can they

be used to measure progress in this direction?

RQ3 Can we explain which aspects of NLMs most contribute towards accurate sense

representation from self-supervised learning?

RQ4 Which additional tasks can benefit from our improved sense representations?

1.2 List of Publications

In this section, we list the publications produced in the scope of this thesis, and relate

them to the research questions described earlier. Each publication listed below is included

in this thesis at the corresponding appendix. Individual contributions from these publi-

cations are covered in more depth in Chapter 2. We group our publications into three

categories, as illustrated in Figure 1.1:

1. Sense Representation: Our main publications proposing methods for improved

sense representations, and evaluating them on the tasks most relevant for our goals

[26–28] – RQ1-3.

2. Word Sense Disambiguation: Complementary publications exploring applications

of sense embeddings for WSD in more depth [29–31] – RQ2.

3. Use Cases: Publications exploring use cases which are not directly related to sense

representation, but still benefit from our work [32, 33] – RQ4.
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LMMS 
Jul 2019

WiC WSD 
Aug 2019

UWA 
Nov 2020

LMMS-SP 
Jan 2022

SynBERT 
Sep 2022

WSD Analysis 
Jul 2021

MedLinker 
Apr 2020

Cross-lingual 
Nov 2021

FIGURE 1.1: Timeline illustrating how our publications (using labels from below) relate
to our main theme of sense representation, positioned along a central axis. References
above the axis are more related to WSD, while those below address additional use cases.

LMMS [26, RQ1-2] Language Modelling Makes Sense: Propagating Representations

through WordNet for Full-Coverage Word Sense Disambiguation. ACL 2019. Appendix A.

WiC WSD [29, RQ2] LIAAD at SemDeep-5 Challenge: Word-in-Context (WiC). SemDeep-

5. Appendix B.

MedLinker [32, RQ4] MedLinker: Medical Entity Linking with Neural Representations

and Dictionary Matching. ECIR 2020. Appendix C.

UWA [27, RQ1] Don’t Neglect the Obvious: On the Role of Unambiguous Words in

Word Sense Disambiguation. EMNLP 2020. Appendix D.

WSD Analysis [30, RQ3] Analysis and Evaluation of Language Models for Word Sense

Disambiguation. Computational Linguistics 2021. Appendix E.

Cross-lingual [31, RQ1] On the Cross-lingual Transferability of Contextualized Sense

Embeddings. MRL 2021. Appendix F.

LMMS-SP [28, RQ1,3] LMMS Reloaded: Transformer-based Sense Embeddings for Dis-

ambiguation and Beyond. Artificial Intelligence Journal 2022. Appendix G.

SynBERT [33, RQ4] Precisely Probing Commonsense Knowledge in Pretrained Lan-

guage Models using Sense Embeddings. Under Review. Appendix H.



Chapter 2

Contributions

We begin this chapter by providing background information on the main topics addressed

in this thesis (Section 2.1), from the foundations of vector-based meaning representations

to the various sense-related tasks we cover.

Afterwards, we explain our methodology for sense representation with Neural Lan-

guage Models (NLMs) in Section 2.2, addressing RQ1, based on our work in Loureiro and

Jorge [26], Loureiro and Camacho-Collados [27], and Loureiro et al. [28].

In Section 2.3, we describe how we apply sense embeddings for various sense-related

tasks (RQ2), as well as relation extraction (RQ4) and other potential applications which

did not get the opportunity to be explored in the scope of this thesis. Our methods for

applying sense embeddings are generally covered in Loureiro et al. [28], and more specif-

ically Loureiro and Jorge [29], Loureiro and Jorge [32] and Loureiro and Jorge [33].

Still related to applications of our sense embeddings, in Section 2.4 we highlight the

layer-wise probing experiments of Loureiro et al. [28] (RQ3), along with our work on

probing CSK learned from pre-training (RQ4), as explored in Loureiro and Jorge [33].

Finally, in Section 2.5 we report our results on the various sense-related tasks covered

in our work, and related works proposing alternative sense embeddings.

The open-source code, datasets, and sense embeddings relative to the contributions

described in this thesis are available at https://github.com/danlou/LMMS.

5
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2.1 Background

Vector Semantics

As far back as 1935, Firth [34] postulated that “the meaning of a word is always contex-

tual, and no study of meaning apart from context can be taken seriously”. Indeed, after

working on formal theories of word meaning definition, Wittgenstein [35] conceded “the

meaning of a word is its use in a language”. This view of meaning representation became

known as the Distributional Hypothesis [36], which proposes that words that occur in the

same contexts tend to have similar meanings. Until the turn of the century, distributional

representations of words were essentially based on word-document weighted frequency

matrices, developed for Information Retrieval applications [37–42]. Nevertheless, Schutze

[43] and Yarowsky [44] had already realized the potential for Word Sense Disambiguation

(WSD) applications based on the similarity between unsupervised word embeddings.

A milestone in the evolution of word embeddings was the discovery that NLMs im-

plicitly develop word embeddings when training for the task of word prediction [45].

Shortly after this discovery, [46–48] demonstrated that word embeddings could be in-

corporated into neural architectures designed for various NLP tasks. With word2vec,

Mikolov et al. [49] distilled the components of NLMs responsible for learning word em-

beddings into a lightweight and scalable solution, allowing this neural-based solution to

be employed on corpora of unprecedented size (100B tokens). Nevertheless, count-based

solutions remained popular, particularly GloVe [50]. The next major improvement was

fastText [51], which could represent words absent from training data using subword in-

formation, besides refining word2vec’s training method.

In spite of their success, word2vec, GloVe and fastText conflated different senses of

the same word form into the same representation, a shortcoming known as the Meaning

Conflation Deficiency [18]. While a number of extensions were proposed for the creation

of sense-specific representations, such as AutoExtend [20], NASARI [52], DeConf [23] or

Probabilistic FastText [53], this issue would require the development of a new generation

of NLMs in order to be effectively addressed.
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Neural Language Modelling

The first major step towards contextual embeddings from NLMs, was the development of

context2vec [54], a single-layer bidirectional LSTM trained with the objective of maximiz-

ing similarity between hidden states and target word embeddings, similarly to word2vec.

Peters et al. [55] built upon context2vec with ELMo, a deeper bidirectional LSTM trained

with language modelling objectives that produce more transferrable representations. Both

context2vec and ELMo emphasized WSD applications, providing the most convincing ac-

counts until then that sense embeddings can be effectively represented as centroids of con-

textual embeddings, showing 1-NN solutions to WSD tasks that rivalled the performance

of task-specific models.

With the introduction of highly-scalable Transformer architectures [56], two kinds of

very deep self-supervised NLMs emerged: causal (or left-to-right) models, epitomized by

GPT-3 [2], where the objective is to predict the next word given a past sequence of words;

and masked models, where the objective is to predict a masked (i.e., hidden) word given

its surrounding words, of which the most prominent example is BERT [25]. The difference

in training objectives results in these two varieties of NLMs specializing at different tasks,

with causal models excelling at language generation and masked models at language

understanding. BERT proved highly successful at most NLP tasks [57] and motivated the

development of numerous derivative models. Below we provide details about each of the

NLMs we experimented with, highlighting their differences.

BERT The model released by Devlin et al. [25] is first prominent Transformer-based

NLM designed for language understanding. It is pre-trained with two self-supervised

modelling objectives, Masked Language Modelling (MLM) and Next Sentence Prediction

(NSP), using English Wikipedia and BookCorpus [58]. It uses WordPiece tokenization,

splitting words into different components at the character-level (i.e., subwords). BERT

is available in several models differing not only on parameter size, but also tokenization

and casing.

XLNet Based on a Transfomer-XL [59] architecture, Yang et al. [60] release XLNet featur-

ing Permutation Language Modelling (PLM) as the only pre-training objective. The mo-

tivation for PLM is that it does not rely on masked tokens, and thus makes pre-training

closer to fine-tuning for downstream tasks. It is also trained on much larger corpora than
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BERT, adding a large volume of web text from various sources to the corpora used for

BERT. Instead of using WordPiece for tokenization, XLNet uses SentencePiece [61], which

is a very similar open-source version of WordPiece.

RoBERTa The model proposed by Liu et al. [62] is explicitly designed as an optimized

version of BERT. RoBERTa does not use the NSP pre-training objective after finding that

it deteriorates performance in the reported experimental setting, performing only MLM

during pre-training. It is also trained with some different choices of hyperparameters

(e.g., larger batch sizes) that improve performance on downstream tasks. The models

released with RoBERTa are also trained on larger corpora composed mostly of web text,

similarly to XLNet. As for tokenization, RoBERTa opts for byte-level BPE, following Rad-

ford et al. [63], which makes retrieving embeddings for specific tokens more challenging

(i.e., spacing must be explicitly encoded).

ALBERT Aiming for a lighter architecture, Lan et al. [64] propose ALBERT as a more

parameter-efficient version of BERT. In spite of changes introduced to improve efficiency

(e.g., cross-layer parameter sharing), ALBERT is based on a similar architecture to BERT.

Besides improving efficiency, ALBERT also improves performance on downstream tasks

by replacing NSP with the more challenging Sentence Order Prediction (SOP) objective.

ALBERT uses the same SentencePiece tokenization as XLNet, and it is trained on similar

corpora. It is released in several configurations, showing benchmark performance com-

parable to BERT while using fewer parameters.
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Sense Inventory

The currently most popular English word sense inventory is the Princeton WordNet* [65]

(henceforth, WordNet), a large semantic network comprised of general domain concepts

curated by experts. The core unit of WordNet is the synset, which represents a cogni-

tive concept. Each lemma (word or multi-word expression) in WordNet belongs to one

or more synsets, and word senses amount to the combination of word forms and synsets

(referred as sensekeys). The predominant semantic relation in WordNet, which relates

synset pairs, is hypernymy (i.e., Is-A). Each synset also features a gloss (dictionary defini-

tion), part-of-speech (noun, verb, adjective or adverb) and supersense, which is a syntactic

category and logical grouping.

For example, the lemma ‘mouse’ is polysemous belonging to the mouse1
n (rodent) and

mouse4
n (computer mouse) synsets, among others. Its most frequent sense, mouse%1:05:00::

(sensekey), belongs to the synset mouse1
n which has an hypernymy relation with rodent1

n,

supersense ‘noun.animal’, and gloss “any of numerous small rodents typically [...]”.

Commonsense Knowledge

Commonsense Knowledge (CSK) consists of knowledge about the everyday world that is

universally accepted, considered obvious, and thus, not usually explicitly stated [66, 67].

The most prominent CSK resource is ConceptNet [68], which expresses CSK as triples

where text fragments represent concepts, and these concepts are interconnected through

20 relation types (e.g. “sleeping” Causes “being refreshed”).

ConceptNet was developed by an extensive crowdsourcing effort and it’s been widely

adopted for various NLP tasks. As commonsense reasoning becomes an increasingly pop-

ular topic for state-of-the-art research, ConceptNet has played a central role both in de-

veloping systems that can leverage its semantic network, and in creating new challenging

tasks designed to target this sort of reasoning abilities specifically (e.g., [16, 69]). Con-

ceptNet is also one of the main resources used for the LAMA [70] probing task, which

evaluates the CSK learned by NLMs from self-supervised pre-training.

As a consequence of relying on free-form text for representing its nodes, rather than

disambiguated (canonical) representations (e.g., synsets), ConceptNet allows for redun-

dant and misleading associations which limit generalization [71], besides aggravating the

network’s sparsity [72, 73].

*We use WordNet v3.0, with 117,659 synsets, 206,949 senses, 147,306 lemmas, and 45 supersenses.
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Sense-related Tasks

In this thesis, we address several sense-related tasks selected to investigate the versatility

of the proposed sense embeddings, covering disambiguation (WSD), matching (USM),

meaning change detection (WiC, GWSC, and SCWS), and sense similarity (SID). Tasks

related to disambiguation are addressed using SP-WSD (WSD, WiC, GWSC and SCWS),

while tasks more related to matching or comparing without lexical constraints are ad-

dressed using SP-USM (USM and SID), according to the findings in Loureiro et al. [28].

All tasks are solved using cosine similarity between contextual embeddings and LMMS-

SP precomputed sense embeddings represented using the same NLM. No additional task-

specific training or validation datasets are used asides from those referred in Section 2.2,

and all NLMs are employed in the same fashion – simply retrieving contextualized rep-

resentations from each layer. In Loureiro et al. [28], we provide more details about how

these similarities are used to produce task-specific predictions – essentially minor vari-

ations on the methods presented in Section 2.3. As such, performance on these tasks

should be indicative of each NLM’s intrinsic ability to approximate meaning representa-

tions learned during pre-training with language modelling objectives alone.

Below we provide a short introduction to each of these tasks.

WSD Word Sense Disambiguation (WSD) is a classical NLP task considered to be AI-

complete [74]. It consists in assigning the correct sense to an ambiguous word in a given

context, out of predefined inventory of word senses. In additional to sentential context,

WSD tasks usually also provide the word’s lemma and part-of-speech (POS). The com-

pilation of test sets included in Raganato et al. [75] as become of the de facto evaluation

framework for English WSD. Performance on WSD is measured with the F1 metric.

USM The Uninformed Sense Matching (USM) task introduced in Loureiro and Jorge

[26] is a variation on WSD that can more accurately represent the extent to which NLMs

can associate words or phrases to senses from the WordNet inventory. The crucial differ-

ence in relation to WSD is that USM does not use any supplemental information to restrict

candidates in the sense inventory. This conveniently allows USM to use the same test sets

as WSD. Performance on USM is measured with ranking metrics, namely Precision at 5

(P@5) and Mean Reciprocal Rank (MRR).
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WiC The Word-in-Context [76, WiC] task is designed to assess how context impacts

word representations produced by contextual NLMs. It is a binary classification task that

simply requires determining whether a particular word is used with the same meaning or

not in a pair of sentences, also given lemma and POS provided in WSD tasks. The dataset

is balanced and performance is measured with accuracy.

GWSC Unlike the binary contextual similarity assignments of WiC, with Graded Word

Similarity in Context [77, GWSC] we’re evaluating graded contextual similarity. GWSC

targets word pairs used for evaluating distributional semantic models (not necessarily

polysemous words) in contexts spanning multiple sentences. The task is divided into

two sub-tasks derived from human-annotated similarity ratings: 1) predict the change

in similarity between two different contexts for each word pair; 2) predict the similarity

ratings themselves. On this thesis we focus on sub-task 2, which is measured with the

harmonic mean of the Spearman and Pearson correlations between the system’s scores

and the average human annotations.

SCWS The Stanford Contextual Word Similarities [78, SCWS] task is the inspiration for

GWCS. With SCWS, we are provided two words in context, each within an independent

sentence, and need to predict their graded contextual similarity. Performance is measured

with Spearman correlation between predicted similarity and human ratings.

SID All previously discussed tasks in this thesis evaluate sense embeddings by their

utility for accurately matching or distinguishing word senses in particular contexts. In

this last task, we address intrinsic evaluation of sense embeddings, directly comparing

cosine similarity between sense pairs against human similarity ratings. We perform this

evaluation using the Sense Identification Dataset [79, SID], which is based on word pairs

(nouns only) and human similarity ratings from SemEval-2017 Task 2 [80], with the addi-

tion of mapping word pairs to particular senses in the BabelNet sense inventory. We map

word senses to WordNet and measure performance using Pearson correlation.
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2.2 From NLMs to Sense Representation

Seed set of Representations

The first step in our process to learn sense embeddings using NLMs is based on contextual

embeddings corresponding to sense-annotated corpora (see Figure 2.1).

Essentially, in order to generate sense embeddings learned in context from natural

language, we require a pre-trained contextual NLM W (frozen parameters) and a corpus

of sense-annotated sentences S. Every sense y is represented from the set of contextual

embeddings~cl 2 Cy, obtained by employing W on the set of sentences Sy annotated with

that sense (considering only contextual embeddings specific to tokens annotated with

sense y), using representations at each layer l 2 L, such that:

~y =
1

|Cy| Â
l2L

Â
~c2Cy

~cl , where Cy = W(Sy) (2.1)

The set of layers L used with LMMS [26] was the last four [�1,�2,�3,�4] (reversed

layer indices), following BERT’s original paper [25] which reports best results using this

specific set of layers for Named Entity Recognition. The same pooling (i.e., sum of the last

four layers) has since become the default for other WSD works [81–84].

However, with LMMS-SP [28], we aim for a more principled approach that better sup-

ports the choice of layers used for pooling contextual embeddings and does so in a gen-

eralizable manner that can find another optimal set of layers specific to any given NLM.

This principled approach involves an analysis which probes each layer’s adeptness for

sense representation, followed by a method for setting layer specifc weights for pooling.

We distinguish between weights for sense disambiguation and matching following find-

ings in Loureiro et al. [28] regarding the differences in these two representation modes.

Consequently, these weights are specific to NLMs and their intended applications, and we

denote them Sense Profiles (SP) - SP-WSD for disambiguation and SP-USM for matching.

In Loureiro and Camacho-Collados [27], we introduce the UWA corpus, extending

sense-annotated WordNet coverage from 16% to 53%, when combined with SemCor [85]

the largest WordNet sense-annotated corpus available. UWA targets exclusively sense-

annotations for unambiguous words, extracted automatically from large corpora. This

increase in coverage reduces the number of high-density clusters resulting from coverage

extension through propagation methods, and improves representations of senses with

ambiguous words from network effects.
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S𝜓
[CLS] The mouse is unplugged. [SEP] [CLS] I prefer trackpads to mice. [SEP]

[CLS] This mouse has no batteries. [SEP]

Layer Pooling

C𝜓 𝑐𝜓 𝑐𝜓 𝑐𝜓

Ω Contextual NLM
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0
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𝜓 (     )
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FIGURE 2.1: Overview of learning sense embeddings from annotated corpora. Showing
how the sense y for ‘computer mouse’ is determined from a set for sentences annotated
with that sense Sy (padded with special tokens). After pooling contextual embeddings

Cy from layers L, the sense embedding for ~y is computed as the centroid of Cy.
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Propagating to Full-Coverage

Since available corpora do not provide full-coverage annotations for every sense in Word-

Net, we require an alternative procedure to represent the remaining set of senses.

In Loureiro and Jorge [26], we show that it is possible to infer remaining sense embed-

dings without annotations, from an initial subset of sense embeddings, along with rela-

tions present in WordNet. Our proposed propagation process involves three steps, using

increasingly abstract relations from WordNet - sets of synonyms (synsets), hypernymy

relations, and lexical categories (supersenses). Unrepresented senses are inferred at each

sequential step as the average of sense embeddings that share the relation corresponding

to that step. This method ensures full-coverage provided that initial sense embeddings

are sufficiently diverse such that falling back on propagating from supersenses is always

possible.

However, this approach is susceptible to the creation of high-density clusters in the

embedding space when several senses are represented from the same set of previously

represented senses, effectively resulting in a coarser set of sense embeddings that’s un-

helpful for disambiguation or matching applications. This unintended clustering is mit-

igated using our proposed UWA [27] corpus (see Figure 2.2), explained earlier, and by

leveraging glosses and lemmas in alternative to annotations as explained next.

FIGURE 2.2: T-SNE [86] comparison of synset embeddings for whole WordNet learned
from SemCor (SC) augmented with UWA (left), or just SC (right). Colors represent source
of annotations for embeddings ( SC UWA Propagation). Illustrates the extent to
which UWA helps to reduce dense clustering from propagation in the embedding space.
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Glosses and Lemmas

In Loureiro and Jorge [26], we introduce a method for representing sense embeddings

based on glosses and lemmas, independently from sense-annotated corpora.

This method is inspired by a typical baseline approach used in works pertaining to

sentence embeddings, and it amounts to simply averaging the contextual embeddings

for all tokens present in a sentence. In our case, we use glosses as sentences, but also

introduce lemmas into the gloss’ context (i.e., “<lemma> , <sense lemmas> - <gloss>”).

By combining glosses with lemmas, we not only augment the information available to

represent senses, but we are also able to generate sense embeddings which are lemma-

specific (sensekey-level), instead of only concept-specific (synset-level) if we only used

glosses. As such, sense embeddings generated by this method address the redundancy

issue arising from the previously described propagation method, while simultaneously

introducing representational information which is complementary to contextual embed-

dings extracted from sense-annotated sentences.

While Loureiro and Jorge [26] proposes using concatenation to merge this new set

of sense embeddings based on glosses and lemmas with the previously mentioned set,

in Loureiro et al. [28] we propose merging through averaging instead. This departure

is motivated by the fact that in spite of Loureiro and Jorge [26] reporting that concate-

nation outperforms averaging for WSD, the difference in performance was modest, and

an extensive analysis on Loureiro et al. [28, pp. 52] finds that averaging produces better

results in additional tasks. Interestingly, this analysis also shows that gloss embeddings

can be competitive on some tasks when compared to sense embeddings learned from an-

notations and propagation. Merging representations through concatenation doubles the

dimensionality of sense embeddings, increasing computational requirements and adding

complexity to potential applications. On the other hand, merging representations through

averaging allows for adding more components while retaining a similar vector, of equal

dimensionality to contextual embeddings, and represented in the same vector space.

Furthermore, in Loureiro and Jorge [33], we show that template-based relation extrac-

tion [33] with glosses mentioned explicitly within templates produces substantially more

accurate predictions (i.e., ”<synset> can be defined as : <gloss> . [SEP] <assertion>”).
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2.3 Applications of Sense Embeddings

Sense Disambiguation or Matching

FIGURE 2.3: Illustration of our k-NN approach in which sense embeddings (pre-
computed) are represented in the same space as contextual embeddings. Green nodes
belong to the same subset of lemma and part-of-speech (relevant for disambiguation).
Grey nodes correspond to different subsets, which can be closer (relevant for matching).

We consider two types of sense embeddings according to their intended types of appli-

cation: disambiguation or matching. Disambiguation assigns a word in context (i.e., in a

sentence) to a particular sense out of a subset of candidate senses, restricted by the word’s

lemma and part-of-speech. Matching also assigns specific senses to words, but imposes

no restrictions, admitting every entry in the sense inventory for each assignment.

The different conditions for disambiguation and matching require sense representa-

tions with different degrees of lexical information and semantic coherence. Whereas, for

disambiguation, lexical information can be absent from sense representations, due to the

subset restrictions, for matching, lexical information is essential to distinguish between

word forms carrying identical or similar semantics. Similarly, the disambiguation setting

has no issues with sense representations displaying inconsistencies such as eat being more

similar to sleep than to drink, since these all belong to disjoint subsets, but the order and

coherence of these similarities is relevant for sense matching applications. Thus, both

disambiguation and matching is based on cosine similarities between a word’s contex-

tual embedding and pre-computed sense embeddings. Provided both embeddings types

are computed using the same layer pooling (according to application), the difference be-

tween disambiguation and matching amounts to whether we restrict sense embeddings

to a subset specific to particular lemma and part-of-speech or not (see Figure 2.3).
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Combining Contextual and Sense Similarity

Sentence Tokens: Marco makes ravioli Apple makes iPhones

Contextual Embeddings:

Sense Embeddings: (cook.v.02) (produce.v.02)

sim1

sim2

sim3 sim4

FIGURE 2.4: Components and interactions involved in our approaches. The simn labels
correspond to cosine similarities between the related embeddings. Sense embeddings

obtained from 1-NN matches of contextual embeddings.

For some tasks, the goal is to detect whether a word occurring in two distinct contexts

is referring to the same sense, without necessarily needing to predict particular senses

from a pre-defined inventory. This is precisely the case for the WiC [76] binary classifica-

tion task that we address in our work, along with GWSC [77] and SCWS [78] which are

slight variations requiring graded similarity scores instead (more details in Section 2.1).

Generically, given contexts A and B, we disambiguate target words in the correspond-

ing contexts using the 1-NN approach described earlier, and compute sense similarities

simA
wsd and simB

wsd as the cosine similarity between the embeddings of the predicted senses.

Considering that disambiguation may predict the same senses, thus potentially resulting

in simA
wsd = simB

wsd for many instances, we also compute contextual similarities simA
ctx and

simB
ctx as the cosine similarity between the contextual embeddings of the target words.

Thus, we determine similarity scores specific to context A as simA = 1
2 (simA

wsd + simA
ctx),

and similarity scores specific to context B as simB = 1
2 (simB

wsd + simB
ctx). As such, graded

similarity changes are simply computed as simB � simA.

In Loureiro and Jorge [87] we experiment with additional sense and contextual sim-

ilarity combinations (see Figure 2.4), and propose a supervised approach for the WiC

task using these similarities as the only features for a Logistic Regression binary classifier.

Nevertheless, our default approach for the WiC task, as reported in Loureiro et al. [28], is

unsupervised and based exclusively on the outcome from the disambiguation step.

While not as relevant for sense representation in specific, in Loureiro and Jorge [32]

we also explore combining embedding similarity with scores produced by Approximate

Dictionary Matching [88] methods. This work on entity linking also demonstrates that

our approach is applicable to alternative ontologies, particularly UMLS.
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Enhancing NLMs with Sense Embeddings

  [MASK].  
  [MASK].  
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FIGURE 2.5: Our 3-step method for extracting unsupervised commonsense relations be-
tween concepts (i.e., word senses) from pre-trained NLMs. Relations are expressed as

verbalizations that may be exchanged to target any other property of interest.

In Loureiro and Jorge [33] we propose enhancing NLMs with sense embeddings learned

from their own internal states. The integration of explicit sense-level representations at

the vocabulary-level of NLMs enables their use for various tasks as if they were regular

tokens from the NLM’s vocabulary, including for masked predictions (see Figure 2.5).

The most direct application of these NLMs enhanced with sense embeddings is for

probing commonsense knowledge learned during pre-training with higher precision and

no vocabulary restrictions, a topic that has gathered much research interest lately [70,

89, 90]. In Loureiro and Jorge [33], we also propose the SenseLAMA dataset specifically

designed for probing the set of commonsense relations featured in ConceptNet [68], but

using WordNet synsets as arguments. Another application explored in Loureiro and Jorge

[33] is zero-shot commonsense relation extraction. Based on the same infilling cloze-style

approach used for probing CSK, we can discover new triples grounded in WordNet for

any relation that can be verbalized as a short assertion (see Predict step of Figure 2.5).
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Additional Potential Applications

FIGURE 2.6: Example sentence with each token matched to LMMS-SPALBERT-XXL sense
embeddings, presenting synsets for the 5 nearest neighbors. Shows direct hypernymy
relations (i.e., Is-A), included in WordNet (WN), between matched synsets, along with
relations shared between more than one matched and unmatched synset (i.e., deducible
generalizations). Finally, at the top, we show a VerbNet (VN) semantic frame matched to

this sentence, highlighting how LMMS-SP enables generalization of argument spans.

Sense embeddings can serve as an entry point to many other knowledge bases linked

to WordNet, such as the multilingual knowledge graph of BabelNet [91], the common-

sense triples of ConceptNet [68] or WebChild [92], the semantic frames of VerbNet [93],

and even the images of ImageNet [94] or Visual Genome [95]. Recent works have used

the symbolic relations expressed in these knowledge bases to improve neural solutions to

Natural Language Inference [96], Commonsense Reasoning [97], Story Generation [98],

among others. As an example of how using LMMS-SP to bridge natural language and

symbolic knowledge can be beneficial, in Figure 2.6, we demonstrate how sense embed-

dings allow for the generalization of argument spans, predicted by a semantic parser,

exploiting WordNet relations between matched synsets.
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2.4 Probing NLMs for Senses and Commonsense

Layer-wise Sense Probing

Understanding properties about the internal states of NLMs has become an important

line of research known as ’model probing’. Probing operates under the assumption that

if a relatively simple classifier, based exclusively on representations from NLMs, per-

forms well at some non-trivial task, that shows the information required for that task was

already encoded in those representations. Generically, probes are defined as functions

(learned or heuristic) designed to reveal some intrinsic property of NLMs. Loureiro et al.

[28] provides an extended introduction covering several NLM probing methodologies.

The main contribution of Loureiro et al. [28] is a principled approach for sense rep-

resentation, featuring a better supported alternative to the sum of a particular number

of top layers, as done in [26] (following Devlin et al. [25]). This improved approach is

based on probing contextual embeddings from each layer composing NLMs, and using

the resulting analysis to inform a weighted pooling operation combining contextual em-

beddings from all layers. This approach allows us to determine layer and model specific

weights specifically tuned for sense representation. These weights are normalized using

softmax with a temperature parameter t [99] which is only specific to Sense Profiles, not

NLMs (and determined empirically).

Using a custom validation set proposed specifically for probing sense representations

(i.e., does not require use glosses or propagation), we find that different NLMs* of similar

architecture exhibit best performance at different layers (see Table 2.1). These results sup-

port prior work showing that bottom layers do not exhibit sufficient context-specificity for

disambiguation tasks [100]. Most interestingly, our results provide additional evidence

that top-most layers also may not be the best suited for lexical semantics [101, 102], sup-

porting more nuanced explanations for this variation, such as the Information-Bottleneck

hypothesis of Voita et al. [103]. This irregular variation is most clear when comparing

the distribution of the best layers for XLNet and the other NLMs shown in Table 2.1.

Considering silhouette scores† [104] and PCA visualizations of the embedding space (see

Figure 2.7), we arrive at similar conclusions, namely that final layers tend to produce less

accurate representations than layers closer to the middle, while the first layer show lowest

scores (i.e., worst clustering).

*Loureiro et al. [28] reports layer-wise probing analyses for up to 14 NLM variants.
†Silhouette coefficients are based on intra- and nearest-cluster cosine similarities.
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BERT-L 53 58 62 63 65 67 68 68 69 70 71 71 71 71 72 72 71 72 73 72 73 74 75 75 72
XLNet-L 51 57 65 67 68 70 71 72 73 73 72 72 72 72 71 71 71 71 71 71 72 72 72 72 68
RoBERTa-L 53 57 63 66 67 69 71 72 73 73 74 74 74 74 75 75 75 74 75 74 74 74 73 74 71
ALBERT-XL 54 65 67 68 69 70 70 71 71 71 71 71 71 71 71 70 70 69 69 69 69 69 69 69 64

TABLE 2.1: Shows interaction between F1 scores (rounded) for 1-NN WSD using each
layer of four different NLMs, and respective weight distributions (matching colors) us-
ing decreasing temperature (t) parameters. Lower temperatures induce higher skewness
towards layers that perform best on the probing validation set. Distributions based on

t=1.000 are almost uniform, while t <0.002 places almost all mass on single best layer.
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FIGURE 2.7: Visualization of embedding spaces using different pooling strategies, us-
ing PCA for dimensionality reduction. Each point corresponds to an embedding for the
word ‘spring’ in context, from the 10-shot set of CoarseWSD-20 [30]. Silhouette scores
s are computed before reduction (higher is better). Bottom two rows correspond to our

proposed pooling strategies, showing the best clustering out of all reported options.
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Grounded Commonsense Knowledge

Core (4,960 candidates) Full Inventory (117,659 candidates)
P@1 P@3 P@10 P@100 MRR P@1 P@3 P@10 P@100 P@1000 MRR

All 24.41 40.56 59.10 83.20 35.64 7.18 13.78 23.09 45.75 71.75 12.55

WordNet 31.25 49.80 69.10 87.82 43.46 7.78 14.75 24.26 46.39 71.84 13.34
Hypernym 29.04 45.96 66.15 86.10 40.77 8.31 17.24 30.77 59.17 82.74 15.65
Holonym (Member) 42.31 69.23 88.46 100.00 57.80 1.75 3.04 5.03 13.98 41.89 3.00
Holonym (Part) 34.48 60.69 80.69 92.41 50.20 13.97 25.93 40.63 67.89 88.15 22.91
Antonym 37.94 58.16 74.11 91.49 50.09 8.10 13.72 20.96 40.56 70.32 12.55
Meronym (Substance) 43.75 81.25 81.25 100.00 59.14 2.43 6.23 12.46 33.13 65.50 6.00

WikiData 16.18 33.09 49.26 79.41 27.62 5.05 10.12 18.83 43.91 72.07 9.69
P31 (Instance of) 10.26 23.08 23.08 61.54 16.94 2.90 6.74 13.61 37.77 68.56 6.67
P361 (Part of) 15.56 35.56 62.22 82.22 30.26 8.71 16.17 27.21 55.89 79.37 14.86
P366 (Use) 14.81 25.93 48.15 88.89 24.80 4.06 9.70 19.27 42.07 64.74 9.00
P186 (Made from) 33.33 46.67 60.00 86.67 41.66 8.61 12.83 23.63 46.64 72.77 13.03
P461 (Opposite of) 20.00 60.00 80.00 100.00 43.91 8.98 18.36 30.34 60.28 81.24 16.35

ConceptNet 13.86 25.87 43.51 75.78 23.38 4.55 9.88 18.07 42.11 70.06 9.23
AtLocation 14.02 25.91 46.95 79.27 24.24 4.98 10.56 19.82 45.82 76.10 10.09
UsedFor 7.41 16.67 36.42 75.93 16.04 3.18 8.17 15.13 38.88 69.59 7.48
IsA 27.50 43.33 62.50 87.50 38.56 7.42 13.67 27.34 59.38 83.59 13.61
Causes 5.26 23.68 34.21 65.79 16.56 2.68 6.25 12.05 27.68 54.91 5.84
HasSubevent 3.51 14.04 19.30 43.86 10.08 0.98 2.44 5.37 14.63 35.12 2.64
HasPrerequisite 4.00 16.00 26.00 78.00 13.16 3.64 8.48 13.94 41.21 71.52 7.35
HasProperty 4.26 14.89 38.30 76.60 14.65 2.55 5.10 9.55 29.30 63.69 5.21
CapableOf 8.33 18.75 33.33 54.17 16.09 2.44 7.32 13.82 30.08 51.22 6.48
MotivatedByGoal 29.73 51.35 67.57 89.19 43.59 6.73 20.19 29.81 63.46 80.77 15.66

TABLE 2.2: Results on the SenseLAMA using LMMS-SPBERT-L embeddings (SP-USM,
synset-level), for most frequent relations. Sorted by P@1 on Full Inventory results.

In Section 2.3 we describe how we perform sense-level relation extraction grounded in

WordNet using a BERT model augmented with explicit sense-level representations (i.e.,

SynBERT), according to Loureiro and Jorge [33]. Evaluating the performance of SynBERT

on the SenseLAMA probing task also introduced in Loureiro and Jorge [33], we obtain the

results reported in Table 2.2.

Considering only instances targeting core synsets (i.e., frequent concepts), we find

P@10 above 30% for most relations, and over 80% for relations such as Holonym (Part),

suggesting that extraction for some relation types could be reliable enough for some ap-

plications. Admitting instances targeting any synset (Full Inventory) we find much lower

results, which is to be expected considering the 20x increase for the search space. Nev-

ertheless, we still find that most relations can be accurately predicted from the top 1%

of candidates ( 60% P@1000). Most notably, these results support that commonsense

relations are harder to model by NLMs than lexical or encyclopedic relations.
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2.5 Evaluation and State-of-the-Art

We track the quality of our sense representations by their performance on the various

sense-related tasks described in Section 2.1. Out of those 6 tasks, WSD stands out as the

one with most interest from the NLP commmunity, and most related works.

With the introduction of LMMS [26], we raised the state-of-the-art for WSD by an un-

precedented 4.6 F1 on the de facto evaluation set of Raganato et al. [75], but that incidental

result (of 75.4 F1), from our work focused on sense representation, would be quickly sur-

passed. In Loureiro et al. [30] we provide an extensive overview of different WSD solu-

tions, highlighting BEM [105] and EWISER [82] as the best performing systems, achieving

a performance of 79.0 F1 and 80.1 F1 on [75], correspondingly. Shortly after, in Loureiro

et al. [28] we report a new result from ConSeC [106] achieving a remarkable 82.3 F1 result

on the same test set, surpassing estimated human performance [107]. The improvements

we propose with LMMS-SP [28] mostly impact performance on the other tasks.

Word-in-Context (WiC) is another task with relevant related work. During the Shared

Task competition that ran shortly after the release of WiC, our system based on LMMS

ranked second place [29] with an accuracy of 68.01%, behind a fine-tuning system that

obtained 68.36%. Since then, WiC has become part of the most popular benchmark for

NLMs, SuperGLUE [73]. As a consequence of this, several of the latest NLMs have re-

ported performance on WiC, with the current best result achieving 77.9% accuracy [108],

near the estimated human performance of 80% accuracy.

However, all of these related works are using supervised systems, either fine-tuning

NLMs or using them to train additional classifiers, so these results are not directly com-

parable to ours. Besides fine-tuned systems not being aligned with our research goals,

in Loureiro et al. [30] we also demonstrate that, in spite of generally lower performance,

1-NN offers several advantages over fine-tuning, most notably, better performance in few-

shot settings (see Figure 2.8). In Rezaee et al. [31] we also show how sense embeddings

may be used with multilingual NLMs for cross-lingual WSD.

Strictly focused on learning sense representations from NLMs, relying on 1-NN for

classification, we find fewer related works, with SensEmBERT [81] and ARES [83] be-

ing the only that we are aware of (both are based on BERT-Large). SensEmBERT and

ARES also report performance on WiC, but they use their sense embeddings as part of

fine-tuning, so those results reported from their publications are also not directly compa-

rable. There are also the recently introduced LessLex [109] sense embeddings based on an
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FIGURE 2.8: Micro and macro F1 on the CoarseWSD-20 dataset [30] for different sizes of
n in the n-shot setting, comparing 1-NN with fine-tuning strategies for WSD.

ensemble of static embeddings mapped to BabelNet. Still, out of these three recent sets

of sense embeddings, only ARES reaches full-coverage of WordNet, making those sense

embeddings the most comparable to ours. From before the development of contextual

embeddings, we highlight DeConf [76] as another full-coverage set of sense embeddings.

Since DeConf is based on static embeddings, it cannot be used for 1-NN in the latent space

of NLMs, unlike our sense embeddings or ARES.

An overview of LMMS-SP results using various NLMs can found on Table 2.3. As

explained earlier, this table only reports results in comparison with ARES [83] and DeConf

[23] since these are the two related works with sets of sense embeddings most directly

comparable to ours.

Embeddings WSD USM WiC GWSC SCWS SID
(F1) (P@5) (ACC) (COR) (COR) (COR)

DeConf [23] N/A N/A 58.7† N/A 71.5† 75.1
ARES [83] 77.9 84.7 67.6 76.9 67.9 70.6

LMMS-SPBERT-L 75.2 86.7 67.4 76.3 64.1 77.8
LMMS-SPXLNet-L 74.1 87.3 66.1 78.7 75.9 79.5
LMMS-SPRoBERTa-L 75.2 86.9 67.8 75.7 67.4 74.1
LMMS-SPALBERT-XXL 75.5 87.6 67.9 75.2 69.9 77.4

TABLE 2.3: Comparison between LMMS-SP, using different NLMs, and related works
with full-coverage sense embeddings. DeConf represent sense embeddings without us-
ing NLMs, thus cannot be used (N/A) with our 1-NN approach and applied to WSD,
USM, or GWSC (†for completeness, we report results for SCWS obtained from other
works, based on different approaches). Reports results from the development set of WiC.
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Considering that USM is the most relevant task for our goal of using NLMs to match

commonsense concepts (see Section 1.1), in Table 2.4 we also report results focused on that

task, highlighting the progress achieved from successive refinements over various works.

The introduction of the UWA corpus [27] provided the largest improvement, while the

principled approach of LMMS-SP [28] allowed for further gains, specially in P@5.

Sense Embeddings F1 P@5 MRR

Ours [26] (Jul. 2019) LMMS 52.2 66.9 59.0

Ours [27] (Nov. 2020) LMMSBERT-L w/UWA 54.9 74.1 63.5
LMMSRoBERTa-L w/UWA 62.1 80.2 70.1

Scarlini et al. [83] (Nov. 2020) ARES (BERT-L) 61.4 84.7 71.8

Ours [28] (Jan. 2022)

LMMS-SPBERT-L 60.8 86.7 72.2
LMMS-SPXLNet-L 60.1 87.3 71.9
LMMS-SPRoBERTa-L 62.2 86.9 73.1
LMMS-SPALBERT-XXL 62.9 87.6 73.7

TABLE 2.4: Showing progress on the USM task using our sense embeddings improved
over successive publications, and related works. Ordered by publication date.

Finally, in Table 2.5 we report results on the SID task, showing how our approach pro-

duces sense representations which are much more highly correlated with human similar-

ity judgements than prior works, with the exception of LessLex (an ensemble approach).

Sense WN Full COR
Embeddings Coverage (n=354)

St
at

ic

fastText [28, 51] X 63.5
NASARIUMBC [22] 71.6
DeConf [23] X 74.9
LessLex [109] 82.3

C
on

te
xt

ua
l

SensEmBERT [81] 66.8
ARES [83] X 70.4
LMMS [26] X 72.2
LMMS-SPBERT-L [28] X 77.8
LMMS-SPXLNet-L [28] X 79.6
LMMS-SPRoBERTa-L [28] X 74.2
LMMS-SPALBERT-XXL [28] X 77.2

TABLE 2.5: Performance (Pearson Correlation) on the overlapping subset of the SID
dataset. All reported embeddings feature 300 dimensions (reduced to this dimension-
ality using SVD where applicable). LessLex and NASARI were converted from BabelNet

to WordNet using the same mapping applied to adaptation of the SID dataset.
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Discussion

While we believe to have been successful in pursuing our research objectives as stated

in Section 1.1, the initial plan for this thesis included exploring the application of our

proposed sense representations in PL systems, such as ProbLog [110], using standardized

inference mechanisms. Inspired by prior attempts at combining distributional representa-

tions with First-Order-Logic (FOL) [15], we planned on using Natural Language Inference

(NLI) tasks to explore how our sense representations, learned from the recently emerging

NLMs, could result in performance improvements and more interpretable solutions. For

NLI tasks*, systems are provided with premise and hypothesis sentence pairs (e.g., P:

”Bob is sleeping.”; H: ”Bob is eating.”), and need to predict whether the hypothesis is

implied (entailment), in contradiction, or irrelevant (neutral) to the premise. This for-

mat used for NLI allows a PL system to arrive at predictions based on difference between

prior and posterior probabilities of facts extracted from hypotheses, which would vary ac-

cording to the facts extracted from premises provided as evidence, among other possible

solutions. Below, we explain our setbacks with that initial plan.

The most significant hurdle was the fact that these recent NLMs are, in fact, a profound

paradigm shift for NLP, and consequently what has become expected of state-of-the-art

solutions in this field. From ELMo [55] in 2018 (our start date), to BERT [25] in 2019, T5

[112] and GPT-3 [2] in 2020, and now PaLM [7] in 2022, each of these NLMs has managed

to significantly improve performance on key NLP tasks over the previous. Consequently,

challenging benchmarks quickly became outdated [113, 114], along with test sets targeting

limitations of a particular generation of NLMs [115, 116]. This remarkable progress has,

however, dramatically reduced the opportunity for improvements from complementary

*Considering Recognizing Textual Entailment (RTE) [111] tasks to be a subset of NLI.

27
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approaches, such as neurosymbolic solutions. Previously hard subsets of NLI test sets are

now correctly labeled by the latest NLMs, and the instances for which they fail, while cer-

tainly interesting, are also not likely to become trivial for complementary approaches. As

it stands, a neurosymbolic system must have near perfect understanding of the concepts

involved in the contexts of premises and hypothesis of NLI instances, along with near

perfect understanding of the predicate-argument structures relating those concepts. Al-

though we did spend considerable time* researching predicate-argument structures based

on Semantic Role Labeling (SRL), we found that addressing these two requirements goes

beyond the scope our doctoral thesis, and decided to focus on the representation and

matching of commonsense concepts using the best NLMs available to us.

Initial experiments with ProbLog also revealed that it would be challenging to use a

large Knowledge Base (specific to CSK) as background knowledge for inference, assuming

we would be able to build one following automated construction methods. Not only are

inference runtimes significantly impacted by the size of this Knowledge Base, but the

relational representation format is also not trivial. The number of arguments used with

rules or relations should result from an optimal balance between the expressiveness of

different roles in SRL, and the tractability limitations of inference systems. If rules need

to discovered from rule-mining solutions such as AMIE [119], as we also considered, then

the number of arguments is in opposition to tractability once again.

Some very recent works have managed to report relevant progress towards logic-

based hybrid approaches for NLI. Most notably, Stacey et al. [120] has introduced a frame-

work applying handcrafted logical rules at the span-level, which is conceivably the first

logic-based system to rival the performance of fine-tuned NLMs, although this solution is

not based on FOL, or even formal logical inference. Before this result, neurosymbolic so-

lutions have usually been limited to simpler subsets of NLI [121] (e.g., monotonicity), or

selectively choose (based on a learned classifier) which instances they resolve using deep

learning or symbolic logic [122]. Other tasks that have also been recently used to explore

neurosymbolic solutions are Question Answering [123] and Link Prediction [124].

We also note that commonly held beliefs about the limitations of NLMs for planning

and reasoning are currently being challenged by recent findings [125, 126].

*Leading to embeddings specialized on affordance [117], and findings on cross-lingual transfer [118].



Chapter 4

Conclusions

In this thesis we have shown that it is possible to produce sense embeddings applicable

beyond disambiguation, with relevant implications for long-standing challenges in Arti-

ficial Intelligence, such as symbol grounding [127].

With LMMS [26], and its iterations [27–29, 31], we propose a principled approach

for learning distributional representations of word senses from pre-trained NLMs, focus-

ing on state-of-the-art Transformer models. From extensive evaluation on several sense-

related tasks, we demonstrated that our proposed approach is more effective than prior

work at approximating precise word sense representations in the same vector space of

NLMs [23, 81, 83]. The broad probing analysis of the many variants of popular NLMs

targeted in the scope of this work provides new evidence supporting further research on

the interplay between pre-training objectives, layer specialization, and model size.

Although improving the state-of-the-art for WSD is not among our research objec-

tives, we have managed to achieve such results on occasion [26], besides proposing var-

ious improvements to the evaluation and analysis of WSD systems, particularly on the

comparison between similarity (i.e., 1-NN) and fine-tuning approaches [30]. Incidentally,

while entity linking in the medical domain is also outside our research objectives, our

work on MedLinker [32] presents a competitive system for that task, and demonstrates

how similarity from embedding approaches can be combined with dictionary matching.

Finally, with SynBERT [33], we show that sense embeddings, learned from grounded

ontologies, can be integrated into pre-trained NLMs, allowing for a more precise and

extensive probing of commonsense knowledge learned during pre-training compared to

prior work such as LAMA [70]. We also explore how SynBERT, or similar models, can be

used to extract novel commonsense knowledge graphs which may support recent hybrid

29
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methods fusing knowledge graphs with NLMs [128], or enable symbolic-first methods

[17] to leverage precise CSK learned without supervision by NLMs.

Effectively, there are known limitations to meaning representation based on language

modelling objectives alone [129, 130], and there is still much to understand about how

to best leverage NLMs for meaning representation. Nonetheless, we believe our work

presents strong evidence supporting the feasibility of using NLMs for symbolic concept

representation, following grounded ontologies. In turn, we hope our research contributes

towards improved commonsense reasoning by symbolic manipulation with neurosym-

bolic hybrids, and the next set of breakthroughs for more powerful, and interpretable,

NLP systems [131].
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[119] J. Lajus, L. Galárraga, and F. Suchanek, “Fast and exact rule mining with amie 3,” in

The Semantic Web, A. Harth, S. Kirrane, A.-C. Ngonga Ngomo, H. Paulheim, A. Rula,

A. L. Gentile, P. Haase, and M. Cochez, Eds. Cham: Springer International Pub-

lishing, 2020, pp. 36–52. [Cited on page 28.]

[120] J. Stacey, P. Minervini, H. Dubossarsky, and M. Rei, “Logical reasoning with span

predictions: Span-level logical atoms for interpretable and robust nli models,”

2022. [Online]. Available: https://arxiv.org/abs/2205.11432 [Cited on page 28.]

[121] Z. Chen, Q. Gao, and L. S. Moss, “NeuralLog: Natural language inference

with joint neural and logical reasoning,” in Proceedings of *SEM 2021: The

Tenth Joint Conference on Lexical and Computational Semantics. Online: Association

for Computational Linguistics, Aug. 2021, pp. 78–88. [Online]. Available:

https://aclanthology.org/2021.starsem-1.7 [Cited on page 28.]

[122] A.-L. Kalouli, R. Crouch, and V. de Paiva, “Hy-NLI: a hybrid system for

natural language inference,” in Proceedings of the 28th International Conference on

Computational Linguistics. Barcelona, Spain (Online): International Committee

https://aclanthology.org/D18-1009
https://aclanthology.org/2020.acl-main.441
https://aclanthology.org/W18-5514
https://arxiv.org/abs/2205.11432
https://aclanthology.org/2021.starsem-1.7


BIBLIOGRAPHY 49

on Computational Linguistics, Dec. 2020, pp. 5235–5249. [Online]. Available:

https://aclanthology.org/2020.coling-main.459 [Cited on page 28.]

[123] L. Weber, P. Minervini, J. Münchmeyer, U. Leser, and T. Rocktäschel, “NLProlog:
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Abstract

Contextual embeddings represent a new gener-
ation of semantic representations learned from
Neural Language Modelling (NLM) that ad-
dresses the issue of meaning conflation ham-
pering traditional word embeddings. In this
work, we show that contextual embeddings
can be used to achieve unprecedented gains
in Word Sense Disambiguation (WSD) tasks.
Our approach focuses on creating sense-level
embeddings with full-coverage of WordNet,
and without recourse to explicit knowledge of
sense distributions or task-specific modelling.
As a result, a simple Nearest Neighbors (k-
NN) method using our representations is able
to consistently surpass the performance of pre-
vious systems using powerful neural sequenc-
ing models. We also analyse the robustness
of our approach when ignoring part-of-speech
and lemma features, requiring disambiguation
against the full sense inventory, and revealing
shortcomings to be improved. Finally, we ex-
plore applications of our sense embeddings for
concept-level analyses of contextual embed-
dings and their respective NLMs.

1 Introduction

Word Sense Disambiguation (WSD) is a core
task of Natural Language Processing (NLP) which
consists in assigning the correct sense to a word
in a given context, and has many potential ap-
plications (Navigli, 2009). Despite breakthroughs
in distributed semantic representations (i.e. word
embeddings), resolving lexical ambiguity has re-
mained a long-standing challenge in the field. Sys-
tems using non-distributional features, such as It
Makes Sense (IMS, Zhong and Ng, 2010), remain
surprisingly competitive against neural sequence
models trained end-to-end. A baseline that simply
chooses the most frequent sense (MFS) has also
proven to be notoriously difficult to surpass.

Several factors have contributed to this limited
progress over the last decade, including lack of
standardized evaluation, and restricted amounts of
sense annotated corpora. Addressing the eval-
uation issue, Raganato et al. (2017a) has intro-
duced a unified evaluation framework that has al-
ready been adopted by the latest works in WSD.
Also, even though SemCor (Miller et al., 1994)
still remains the largest manually annotated cor-
pus, supervised methods have successfully used
label propagation (Yuan et al., 2016), semantic
networks (Vial et al., 2018) and glosses (Luo
et al., 2018b) in combination with annotations to
advance the state-of-the-art. Meanwhile, task-
specific sequence modelling architectures based
on BiLSTMs or Seq2Seq (Raganato et al., 2017b)
haven’t yet proven as advantageous for WSD.

Until recently, the best semantic representations
at our disposal, such as word2vec (Mikolov et al.,
2013) and fastText (Bojanowski et al., 2017), were
bound to word types (i.e. distinct tokens), con-
verging information from different senses into the
same representations (e.g. ‘play song’ and ‘play
tennis’ share the same representation of ‘play’).
These word embeddings were learned from un-
supervised Neural Language Modelling (NLM)
trained on fixed-length contexts. However, by
recasting the same word types across different
sense-inducing contexts, these representations be-
came insensitive to the different senses of poly-
semous words. Camacho-Collados and Pilehvar
(2018) refer to this issue as the meaning confla-
tion deficiency and explore it more thoroughly in
their work.

Recent improvements to NLM have allowed for
learning representations that are context-specific
and detached from word types. While word em-
bedding methods reduced NLMs to fixed repre-
sentations after pretraining, this new generation
of contextual embeddings employs the pretrained
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NLM to infer different representations induced by
arbitrarily long contexts. Contextual embeddings
have already had a major impact on the field, driv-
ing progress on numerous downstream tasks. This
success has also motivated a number of iterations
on embedding models in a short timespan, from
context2vec (Melamud et al., 2016), to GPT (Rad-
ford et al., 2018), ELMo (Peters et al., 2018), and
BERT (Devlin et al., 2019).

Being context-sensitive by design, contextual
embeddings are particularly well-suited for WSD.
In fact, Melamud et al. (2016) and Peters et al.
(2018) produced contextual embeddings from the
SemCor dataset and showed competitive results on
Raganato et al. (2017a)’s WSD evaluation frame-
work, with a surprisingly simple approach based
on Nearest Neighbors (k-NN). These results were
promising, but those works only produced sense
embeddings for the small fraction of WordNet
(Fellbaum, 1998) senses covered by SemCor, re-
sorting to the MFS approach for a large number
of instances. Lack of high coverage annotations
is one of the most pressing issues for supervised
WSD approaches (Le et al., 2018).

Our experiments show that the simple k-NN
w/MFS approach using BERT embeddings suf-
fices to surpass the performance of all previous
systems. Most importantly, in this work we intro-
duce a method for generating sense embeddings
with full-coverage of WordNet, which further im-
proves results (additional 1.9% F1) while forgo-
ing MFS fallbacks. To better evaluate the fitness
of our sense embeddings, we also analyse their
performance without access to lemma or part-of-
speech features typically used to restrict candi-
date senses. Representing sense embeddings in the
same space as any contextual embeddings gener-
ated from the same pretrained NLM eases intro-
spections of those NLMs, and enables token-level
intrinsic evaluations based on k-NN WSD perfor-
mance. We summarize our contributions1 below:

• A method for creating sense embeddings for
all senses in WordNet, allowing for WSD
based on k-NN without MFS fallbacks.

• Major improvement over the state-of-the-art
on cross-domain WSD tasks, while exploring
the strengths and weaknesses of our method.

• Applications of our sense embeddings for
concept-level analyses of NLMs.

1Code and data: github.com/danlou/lmms

2 Language Modelling Representations

Distributional semantic representations learned
from Unsupervised Neural Language Modelling
(NLM) are currently used for most NLP tasks. In
this section we cover aspects of word and contex-
tual embeddings, learned from from NLMs, that
are particularly relevant for our work.

2.1 Static Word Embeddings

Word embeddings are distributional semantic rep-
resentations usually learned from NLM under one
of two possible objectives: predict context words
given a target word (Skip-Gram), or the inverse
(CBOW) (word2vec, Mikolov et al., 2013). In
both cases, context corresponds to a fixed-length
window sliding over tokenized text, with the tar-
get word at the center. These modelling objectives
are enough to produce dense vector-based repre-
sentations of words that are widely used as pow-
erful initializations on neural modelling architec-
tures for NLP. As we explained in the introduc-
tion, word embeddings are limited by meaning
conflation around word types, and reduce NLM
to fixed representations that are insensitive to con-
texts. However, with fastText (Bojanowski et al.,
2017) we’re not restricted to a finite set of repre-
sentations and can compositionally derive repre-
sentations for word types unseen during training.

2.2 Contextual Embeddings

The key differentiation of contextual embeddings
is that they are context-sensitive, allowing the
same word types to be represented differently ac-
cording to the contexts in which they occurr. In
order to be able to produce new representations
induced by different contexts, contextual embed-
dings employ the pretrained NLM for inferences.
Also, the NLM objective for contextual embed-
dings is usually directional, predicting the previ-
ous and/or next tokens in arbitrarily long contexts
(usually sentences). ELMo (Peters et al., 2018)
was the first implementation of contextual embed-
dings to gain wide adoption, but it was shortly af-
ter followed by BERT (Devlin et al., 2019) which
achieved new state-of-art results on 11 NLP tasks.
Interestingly, BERT’s impressive results were ob-
tained from task-specific fine-tuning of pretrained
NLMs, instead of using them as features in more
complex models, emphasizing the quality of these
representations.
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3 Word Sense Disambiguation (WSD)

There are several lines of research exploring dif-
ferent approaches for WSD (Navigli, 2009). Su-
pervised methods have traditionally performed
best, though this distinction is becoming increas-
ingly blurred as works in supervised WSD start
exploiting resources used by knowledge-based ap-
proaches (e.g. Luo et al., 2018a; Vial et al., 2018).
We relate our work to the best-performing WSD
methods, regardless of approach, as well as meth-
ods that may not perform as well but involve pro-
ducing sense embeddings. In this section we in-
troduce the components and related works that are
most relevant for our approach.

3.1 Sense Inventory, Attributes and Relations
The most popular sense inventory is WordNet,
a semantic network of general domain concepts
linked by a few relations, such as synonymy and
hypernymy. WordNet is organized at different ab-
straction levels, which we describe below. Follow-
ing the notation used in related works, we repre-
sent the main structure of WordNet, called synset,
with lemma

#
POS , where lemma corresponds to

the canonical form of a word, POS corresponds to
the sense’s part-of-speech (noun, verb, adjective
or adverb), and # further specifies this entry.

• Synsets: groups of synonymous words that
correspond to the same sense, e.g. dog1n.

• Lemmas: canonical forms of words, may be-
long to multiple synsets, e.g. dog is a lemma
for dog1n and chase

1
v, among others.

• Senses: lemmas specifed by sense (i.e.
sensekeys), e.g. dog%1:05:00::, and domes-
tic dog%1:05:00:: are senses of dog1n.

Each synset has a number of attributes, of which
the most relevant for this work are:

• Glosses: dictionary definitions, e.g. dog1n has
the definition ‘a member of the genus Ca...’.

• Hypernyms: ‘type of’ relations between
synsets, e.g. dog1n is a hypernym of pug1n.

• Lexnames: syntactical and logical groupings,
e.g. the lexname for dog1n is noun.animal.

In this work we’re using WordNet 3.0, which
contains 117,659 synsets, 206,949 unique senses,
147,306 lemmas, and 45 lexnames.

3.2 WSD State-of-the-Art

While non-distributional methods, such as Zhong
and Ng (2010)’s IMS, still perform competitively,
there are have been several noteworthy advance-
ments in the last decade using distributional rep-
resentations from NLMs. Iacobacci et al. (2016)
improved on IMS’s performance by introducing
word embeddings as additional features.

Yuan et al. (2016) achieved significantly im-
proved results by leveraging massive corpora to
train a NLM based on an LSTM architecture. This
work is contemporaneous with Melamud et al.
(2016), and also uses a very similar approach for
generating sense embeddings and relying on k-NN
w/MFS for predictions. Although most perfor-
mance gains stemmed from their powerful NLM,
they also introduced a label propagation method
that further improved results in some cases. Cu-
riously, the objective Yuan et al. (2016) used for
NLM (predicting held-out words) is very evoca-
tive of the cloze-style Masked Language Model
introduced by Devlin et al. (2019). Le et al. (2018)
replicated this work and offers additional insights.

Raganato et al. (2017b) trained neural sequenc-
ing models for end-to-end WSD. This work re-
frames WSD as a translation task where sequences
of words are translated into sequences of senses.
The best result was obtained with a BiLSTM
trained with auxilliary losses specific to parts-of-
speech and lexnames. Despite the sophisticated
modelling architecture, it still performed on par
with Iacobacci et al. (2016).

The works of Melamud et al. (2016) and Pe-
ters et al. (2018) using contextual embeddings for
WSD showed the potential of these representa-
tions, but still performed comparably to IMS.

Addressing the issue of scarce annotations, re-
cent works have proposed methods for using re-
sources from knowledge-based approaches. Luo
et al. (2018a) and Luo et al. (2018b) combine in-
formation from glosses present in WordNet, with
NLMs based on BiLSTMs, through memory net-
works and co-attention mechanisms, respectively.
Vial et al. (2018) follows Raganato et al. (2017b)’s
BiLSTM method, but leverages the semantic net-
work to strategically reduce the set of senses re-
quired for disambiguating words.

All of these works rely on MFS fallback. Addi-
tionally, to our knowledge, all also perform disam-
biguation only against the set of admissible senses
given the word’s lemma and part-of-speech.
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3.3 Other methods with Sense Embeddings
Some works may no longer be competitive with
the state-of-the-art, but nevertheless remain rel-
evant for the development of sense embeddings.
We recommend the recent survey of Camacho-
Collados and Pilehvar (2018) for a thorough
overview of this topic, and highlight a few of the
most relevant methods. Chen et al. (2014) initial-
izes sense embeddings using glosses and adapts
the Skip-Gram objective of word2vec to learn and
improve sense embeddings jointly with word em-
beddings. Rothe and Schütze (2015)’s AutoEx-
tend method uses pretrained word2vec embed-
dings to compose sense embeddings from sets
of synonymous words. Camacho-Collados et al.
(2016) creates the NASARI sense embeddings us-
ing structural knowledge from large multilingual
semantic networks.

These methods represent sense embeddings in
the same space as the pretrained word embed-
dings, however, being based on fixed embedding
spaces, they are much more limited in their abil-
ity to generate contextual representations to match
against. Furthermore, none of these methods (or
those in §3.2) achieve full-coverage of the +200K
senses in WordNet.

4 Method

Figure 1: Illustration of our k-NN approach for WSD,
which relies on full-coverage sense embeddings repre-
sented in the same space as contextualized embeddings.
For simplification, we label senses as synsets. Grey
nodes belong to different lemmas (see §5.3).

Our WSD approach is strictly based on k-NN
(see Figure 1), unlike any of the works referred
previously. We avoid relying on MFS for lemmas
that do not occur in annotated corpora by gen-
erating sense embeddings with full-coverage of
WordNet. Our method starts by generating sense

embeddings from annotations, as done by other
works, and then introduces several enhancements
towards full-coverage, better performance and in-
creased robustness. In this section, we cover each
of these techniques.

4.1 Embeddings from Annotations
Our set of full-coverage sense embeddings is boot-
strapped from sense-annotated corpora. Sentences
containing sense-annotated tokens (or spans) are
processed by a NLM in order to obtain contextual
embeddings for those tokens. After collecting all
sense-labeled contextual embeddings, each sense
embedding is determined by averaging its corre-
sponding contextual embeddings. Formally, given
n contextual embeddings ~c for some sense s:

~vs =
1

n

nX

i=1

~ci, dim(~vs) = 1024

In this work we use pretrained ELMo and BERT
models to generate contextual embeddings. These
models can be identified and replicated with the
following details:

• ELMo: 1024 (2x512) embedding dimen-
sions, 93.6M parameters. Embeddings from
top layer (2).

• BERT: 1024 embedding dimensions, 340M
parameters, cased. Embeddings from sum of
top 4 layers ([-1,-4])2.

BERT uses WordPiece tokenization that doesn’t
always map to token-level annotations (e.g. ‘mul-
tiplication’ becomes ‘multi’, ‘##plication’). We
use the average of subtoken embeddings as the
token-level embedding. Unless specified other-
wise, our LMMS method uses BERT.

4.2 Extending Annotation Coverage
As many have emphasized before (Navigli, 2009;
Camacho-Collados and Pilehvar, 2018; Le et al.,
2018), the lack of sense annotations is a major lim-
itation of supervised approaches for WSD. We ad-
dress this issue by taking advantage of the seman-
tic relations in WordNet to extend the annotated
signal to other senses. Semantic networks are of-
ten explored by knowledge-based approaches, and
some recent works in supervised approaches as
well (Luo et al., 2018a; Vial et al., 2018). The

2This was the configuration that performed best out of the
ones on Table 7 of Devlin et al. (2018).
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guiding principle behind these approaches is that
sense-level representations can be imputed (or im-
proved) from other representations that are known
to correspond to generalizations due to the net-
work’s taxonomical structure. Vial et al. (2018)
leverages relations in WordNet to reduce the sense
inventory to a minimal set of entries, making the
task easier to model while maintaining the ability
to distinguish senses. We take the inverse path of
leveraging relations to produce representations for
additional senses.

On §3.1 we covered synsets, hypernyms and
lexnames, which correspond to increasingly ab-
stract generalizations. Missing sense embeddings
are imputed from the aggregation of sense embed-
dings at each of these abstraction levels. In or-
der to get embeddings that are representative of
higher-level abstractions, we simply average the
embeddings of all lower-level constituents. Thus,
a synset embedding corresponds to the average
of all of its sense embeddings, a hypernym em-
bedding corresponds to the average of all of its
synset embeddings, and a lexname embedding
corresponds to the average of a larger set of synset
embeddings. All lower abstraction representations
are created before next-level abstractions to ensure
that higher abstractions make use of lower gener-
alizations. More formally, given all missing senses
in WordNet ŝ 2 W , their synset-specific sense
embeddings Sŝ, hypernym-specific synset embed-
dings Hŝ, and lexname-specific synset embed-
dings Lŝ, the procedure has the following stages:

(1) if |Sŝ| > 0, ~vŝ =
1

|Sŝ|
P

~vs, 8~vs 2 Sŝ

(2) if |Hŝ| > 0, ~vŝ =
1

|Hŝ|
P

~vsyn, 8~vsyn 2 Hŝ

(3) if |Lŝ| > 0, ~vŝ =
1

|Lŝ|
P

~vsyn, 8~vsyn 2 Lŝ

In Table 1 we show how much coverage extends
while improving both recall and precision.

F1 / P / R (without MFS)

Source Coverage BERT ELMo

SemCor 16.11% 68.9 / 72.4 / 65.7 63.0 / 66.2 / 60.1

+ synset 26.97% 70.0 / 72.6 / 70.0 63.9 / 66.3 / 61.7

+ hypernym 74.70% 73.0 / 73.6 / 72.4 67.2 / 67.7 / 66.6

+ lexname 100% 73.8 / 73.8 / 73.8 68.1 / 68.1 / 68.1

Table 1: Coverage of WordNet when extending to in-
creasingly abstract representations along with perfor-
mance on the ALL test set of Raganato et al. (2017a).

4.3 Improving Senses using the Dictionary
There’s a long tradition of using glosses for WSD,
perhaps starting with the popular work of Lesk
(1986), which has since been adapted to use distri-
butional representations (Basile et al., 2014). As
a sequence of words, the information contained
in glosses can be easily represented in seman-
tic spaces through approaches used for generating
sentence embeddings. There are many methods
for generating sentence embeddings, but it’s been
shown that a simple weighted average of word em-
beddings performs well (Arora et al., 2017).

Our contextual embeddings are produced from
NLMs using attention mechanisms, assigning
more importance to some tokens over others, so
they already come ‘pre-weighted’ and we embed
glosses simply as the average of all of their contex-
tual embeddings (without preprocessing). We’ve
also found that introducing synset lemmas along-
side the words in the gloss helps induce better con-
textualized embeddings (specially when glosses
are short). Finally, we make our dictionary em-
beddings (~vd) sense-specific, rather than synset-
specific, by repeating the lemma that’s specific to
the sense, alongside the synset’s lemmas and gloss
words. The result is a sense-level embedding, de-
termined without annotations, that is represented
in the same space as the sense embeddings we de-
scribed in the previous section, and can be triv-
ially combined through concatenation or average
for improved performance (see Table 2).

Our empirical results show improved perfor-
mance by concatenation, which we attribute
to preserving complementary information from
glosses. Both averaging and concatenating repre-
sentations (previously L2 normalized) also serves
to smooth possible biases that may have been
learned from the SemCor annotations. Note that
while concatenation effectively doubles the size of
our embeddings, this doesn’t equal doubling the
expressiveness of the distributional space, since
they’re two representations from the same NLM.
This property also allows us to make predic-
tions for contextual embeddings (from the same
NLM) by simply repeating those embeddings
twice, aligning contextual features against sense
and dictionary features when computing cosine
similarity. Thus, our sense embeddings become:

~vs =


||~vs||2
||~vd||2

�
, dim(~vs) = 2048
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Configurations LMMS1024 LMMS2048 LMMS2348

Embeddings
Contextual (d=1024) 7 7 7 7 7
Dictionary (d=1024) 7 7 7 7 7

Static (d=300) 7 7 7
Operation

Average 7
Concatenation 7 7 7 7

Perf. (F1 on ALL)
Lemma & POS 73.8 58.7 75.0 75.4 73.9 58.7 75.4

Token (Uninformed) 42.7 6.1 36.5 35.1 64.4 45.0 66.0

Table 2: Overview of the different performance of various setups regarding choice of embeddings and combination
strategy. All results are for the 1-NN approach on the ALL test set of Raganato et al. (2017a). We also show results
that ignore the lemma and part-of-speech features of the test sets to show that the inclusion of static embeddings
makes the method significantly more robust to real-world scenarios where such gold features may not be available.

4.4 Morphological Robustness

WSD is expected to be performed only against the
set of candidate senses that are specific to a target
word’s lemma. However, as we’ll explain in §5.3,
there are cases where it’s undesirable to restrict the
WSD process.

We leverage word embeddings specialized for
morphological representations to make our sense
embeddings more resilient to the absence of
lemma features, achieving increased robustness.
This addresses a problem arising from the suscep-
tibility of contextual embeddings to become en-
tirely detached from the morphology of their cor-
responding tokens, due to interactions with other
tokens in the sentence.

We choose fastText (Bojanowski et al., 2017)
embeddings (pretrained on CommonCrawl),
which are biased towards morphology, and avoid
Out-of-Vocabulary issues as explained in §2.1. We
use fastText to generate static word embeddings
for the lemmas (~vl) corresponding to all senses,
and concatenate these word embeddings to our
previous embeddings. When making predictions,
we also compute fastText embeddings for tokens,
allowing for the same alignment explained in
the previous section. This technique effectively
makes sense embeddings of morphologically
related lemmas more similar. Empirical results
(see Table 2) show that introducing these static
embeddings is crucial for achieving satisfactory
performance when not filtering candidate senses.
Our final, most robust, sense embeddings are thus:

~vs =

2

4
||~vs||2
||~vd||2
||~vl||2

3

5 , dim(~vs) = 2348

5 Experiments

Our experiments centered on evaluating our so-
lution on Raganato et al. (2017a)’s set of cross-
domain WSD tasks. In this section we compare
our results to the current state-of-the-art, and pro-
vide results for our solution when disambiguating
against the full set of possible senses in WordNet,
revealing shortcomings to be improved.

5.1 All-Words Disambiguation

In Table 3 we show our results for all tasks of Ra-
ganato et al. (2017a)’s evaluation framework. We
used the framework’s scoring scripts to avoid any
discrepancies in the scoring methodology. Note
that the k-NN referred in Table 3 always refers to
the closest neighbor, and relies on MFS fallbacks.

The first noteworthy result we obtained was that
simply replicating Peters et al. (2018)’s method
for WSD using BERT instead of ELMo, we were
able to significantly, and consistently, surpass the
performance of all previous works. When using
our method (LMMS), performance still improves
significantly over the previous impressive results
(+1.9 F1 on ALL, +3.4 F1 on SemEval 2013). In-
terestingly, we found that our method using ELMo
embeddings didn’t outperform ELMo k-NN with
MFS fallback, suggesting that it’s necessary to
achieve a minimum competence level of embed-
dings from sense annotations (and glosses) before
the inferred sense embeddings become more use-
ful than MFS.

In Figure 2 we show results when considering
additional neighbors as valid predictions, together
with a random baseline considering that some tar-
get words may have less senses than the number
of accepted neighbors (always correct).
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Model Senseval2 Senseval3 SemEval2007 SemEval2013 SemEval2015 ALL
(n=2,282) (n=1,850) (n=455) (n=1,644) (n=1,022) (n=7,253)

MFS† (Most Frequent Sense) 65.6 66.0 54.5 63.8 67.1 64.8
IMS† (2010) 70.9 69.3 61.3 65.3 69.5 68.4

IMS + embeddings† (2016) 72.2 70.4 62.6 65.9 71.5 69.6
context2vec k-NN† (2016) 71.8 69.1 61.3 65.6 71.9 69.0

word2vec k-NN (2016) 67.8 62.1 58.5 66.1 66.7 -
LSTM-LP (Label Prop.) (2016) 73.8 71.8 63.5 69.5 72.6 -

Seq2Seq (Task Modelling) (2017b) 70.1 68.5 63.1* 66.5 69.2 68.6*
BiLSTM (Task Modelling) (2017b) 72.0 69.1 64.8* 66.9 71.5 69.9*

ELMo k-NN (2018) 71.5 67.5 57.1 65.3 69.9 67.9
HCAN (Hier. Co-Attention) (2018a) 72.8 70.3 -* 68.5 72.8 -*
BiLSTM w/Vocab. Reduction (2018) 72.6 70.4 61.5 70.8 71.3 70.8

BERT k-NN 76.3 73.2 66.2 71.7 74.1 73.5
LMMS2348 (ELMo) 68.1 64.7 53.8 66.9 69.0 66.2
LMMS2348 (BERT) 76.3 75.6 68.1 75.1 77.0 75.4

Table 3: Comparison with other works on the test sets of Raganato et al. (2017a). All works used sense annotations
from SemCor as supervision, although often different pretrained embeddings. † - reproduced from Raganato et al.
(2017a); * - used as a development set; bold - new state-of-the-art (SOTA); underlined - previous SOTA.
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Figure 2: Performance gains with LMMS2348 when ac-
cepting additional neighbors as valid predictions.

5.2 Part-of-Speech Mismatches
The solution we introduced in §4.4 addressed
missing lemmas, but we didn’t propose a solution
that addressed missing POS information. Indeed,
the confusion matrix in Table 4 shows that a large
number of target words corresponding to verbs are
wrongly assigned senses that correspond to adjec-
tives or nouns. We believe this result can help mo-
tivate the design of new NLM tasks that are more
capable of distinguishing between verbs and non-
verbs.

WN-POS NOUN VERB ADJ ADV

NOUN 96.95% 1.86% 0.86% 0.33%

VERB 9.08% 70.82% 19.98% 0.12%

ADJ 4.50% 0% 92.27% 2.93%

ADV 2.02% 0.29% 2.60% 95.09%

Table 4: POS Confusion Matrix for Uninformed Sense
Matching on the ALL testset using LMMS2348.

5.3 Uninformed Sense Matching

WSD tasks are usually accompanied by auxilliary
parts-of-speech (POSs) and lemma features for re-
stricting the number of possible senses to those
that are specific to a given lemma and POS. Even if
those features aren’t provided (e.g. real-world ap-
plications), it’s sensible to use lemmatizers or POS
taggers to extract them for use in WSD. However,
as is the case with using MFS fallbacks, this filter-
ing step obscures the true impact of NLM repre-
sentations on k-NN solutions.

Consequently, we introduce a variation on
WSD, called Uninformed Sense Matching (USM),
where disambiguation is always performed against
the full set of sense embeddings (i.e. +200K vs.
a maximum of 59). This change makes the task
much harder (results on Table 2), but offers some
insights into NLMs, which we cover briefly in
§5.4.

5.4 Use of World Knowledge

It’s well known that WSD relies on various types
of knowledge, including commonsense and se-
lectional preferences (Lenat et al., 1986; Resnik,
1997), for example. Using our sense embed-
dings for Uninformed Sense Matching allows us
to glimpse into how NLMs may be interpreting
contextual information with regards to the knowl-
edge represented in WordNet. In Table 5 we show
a few examples of senses matched at the token-
level, suggesting that entities were topically un-
derstood and this information was useful to dis-
ambiguate verbs. These results would be less con-
clusive without full-coverage of WordNet.
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Marlon? Brando? played Corleone? in Godfather?
person1

n person1
n act3v syndicate1n movie1n location1

n

womanizer1n group1n make42v mafia1
n telefilm1

n here1n

bustle1n location1
n emote1v person1

n final cut1n there1n

act3v: play a role or part; make42v : represent fictiously, as in a play, or pretend to be or act like; emote1v: give expression or
emotion to, in a stage or movie role.

Serena? Williams played Kerber? in Wimbledon?

person1
n professional tennis1n play1v person1

n win1
v tournament1n

therefore1r tennis1n line up6v group1n romp3v world cup1n

reef1
n singles1n curl5v take orders2v carry38v elimination tournament1n

play1
v: participate in games or sport; line up6

v: take one’s position before a kick-off; curl5v: play the Scottish game of
curling.

David Bowie? played Warszawa? in Tokyo
person1

n person1
n play14v poland1n originate in1

n tokyo1n

amati2n folk song1n play6v location1
n in1

r japan1
n

guarnerius3n fado1n riff2
v here1n take the field2v japanese1a

play14
v : perform on a certain location; play6

v: replay (as a melody); ri↵2
v : play riffs.

Table 5: Examples controlled for syntactical changes to show how the correct sense for ‘played’ can be induced
accordingly with the mentioned entities, suggesting that disambiguation is supported by world knowledge learned
during LM pretraining. Words with ? never occurred in SemCor. Senses shown correspond to the top 3 matches in
LMMS1024 for each token’s contextual embedding (uninformed). For clarification, below each set of matches are
the WordNet definitions for the top disambiguated senses of ‘played’.

6 Other Applications

Analyses of conventional word embeddings have
revealed gender or stereotype biases (Bolukbasi
et al., 2016; Caliskan et al., 2017) that may have
unintended consequences in downstream applica-
tions. With contextual embeddings we don’t have
sets of concept-level representations for perform-
ing similar analyses. Word representations can
naturally be derived from averaging their contex-
tual embeddings occurring in corpora, but then
we’re back to the meaning conflation issue de-
scribed earlier. We believe that our sense em-
beddings can be used as representations for more
easily making such analyses of NLMs. In Figure
3 we provide an example that showcases mean-
ingful differences in gender bias, including for
lemmas shared by different senses (doctor: PhD
vs. medic, and counselor: therapist vs. sum-
mer camp supervisor). The bias score for a given
synset s was calculated as following:

bias(s) = sim(~vman1
n
,~vs)� sim(~vwoman1

n
,~vs)

Besides concept-level analyses, these sense em-
beddings can also be useful in applications that
don’t rely on a particular inventory of senses. In
Loureiro and Jorge (2019), we show how similari-
ties between matched sense embeddings and con-
textual embeddings are used for training a classi-
fier that determines whether a word that occurs in
two different sentences shares the same meaning.

�0.050 �0.025 0.000 0.025 0.050

doctor4
n

programmer1
n

counselor2
n

doctor1
n

teacher1
n

florist1n
counselor1

n

receptionist1n
nurse1

n

LMMS1024

LMMS2048

Figure 3: Examples of gender bias found in the sense
vectors. Positive values quantify bias towards man

1
n

,
while negative values quantify bias towards woman

1
n

.

7 Future Work

In future work we plan to use multilingual re-
sources (i.e. embeddings and glosses) for im-
proving our sense embeddings and evaluating on
multilingual WSD. We’re also considering ex-
ploring a semi-supervised approach where our
best embeddings would be employed to automat-
ically annotate corpora, and repeat the process
described on this paper until convergence, itera-
tively fine-tuning sense embeddings. We expect
our sense embeddings to be particularly useful
in downstream tasks that may benefit from rela-
tional knowledge made accessible through linking
words (or spans) to commonsense-level concepts
in WordNet, such as Natural Language Inference.
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8 Conclusion

This paper introduces a method for generating
sense embeddings that allows a clear improvement
of the current state-of-the-art on cross-domain
WSD tasks. We leverage contextual embeddings,
semantic networks and glosses to achieve full-
coverage of all WordNet senses. Consequently,
we’re able to perform WSD with a simple 1-NN,
without recourse to MFS fallbacks or task-specific
modelling. Furthermore, we introduce a variant
on WSD for matching contextual embeddings to
all WordNet senses, offering a better understand-
ing of the strengths and weaknesses of representa-
tions from NLM. Finally, we explore applications
of our sense embeddings beyond WSD, such as
gender bias analyses.

9 Acknowledgements

This work is financed by National Funds through
the Portuguese funding agency, FCT - Fundação
para a Ciência e a Tecnologia within project:
UID/EEA/50014/2019.

References
Sanjeev Arora, Yingyu Liang, and Tengyu Ma. 2017.

A simple but tough-to-beat baseline for sentence em-
beddings. In International Conference on Learning
Representations (ICLR).

Pierpaolo Basile, Annalina Caputo, and Giovanni Se-
meraro. 2014. An enhanced Lesk word sense dis-
ambiguation algorithm through a distributional se-
mantic model. In Proceedings of COLING 2014,
the 25th International Conference on Computational
Linguistics: Technical Papers, pages 1591–1600,
Dublin, Ireland. Dublin City University and Asso-
ciation for Computational Linguistics.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5:135–146.

Tolga Bolukbasi, Kai-Wei Chang, James Zou,
Venkatesh Saligrama, and Adam Kalai. 2016. Man
is to computer programmer as woman is to home-
maker? debiasing word embeddings. In Proceed-
ings of the 30th International Conference on Neu-
ral Information Processing Systems, NIPS’16, pages
4356–4364, USA. Curran Associates Inc.

Aylin Caliskan, Joanna J. Bryson, and Arvind
Narayanan. 2017. Semantics derived automatically
from language corpora contain human-like biases.
Science, 356(6334):183–186.

Jose Camacho-Collados and Mohammad Taher Pile-
hvar. 2018. From word to sense embeddings: A sur-
vey on vector representations of meaning. J. Artif.
Int. Res., 63(1):743–788.

Jose Camacho-Collados, Mohammad Taher Pilehvar,
and Roberto Navigli. 2016. Nasari: Integrating ex-
plicit knowledge and corpus statistics for a multilin-
gual representation of concepts and entities. Artifi-
cial Intelligence, 240:36 – 64.

Xinxiong Chen, Zhiyuan Liu, and Maosong Sun.
2014. A unified model for word sense represen-
tation and disambiguation. In Proceedings of the
2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 1025–1035,
Doha, Qatar. Association for Computational Lin-
guistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805v1.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171–4186, Minneapolis, Minnesota. Associ-
ation for Computational Linguistics.

Christiane Fellbaum. 1998. In WordNet : an electronic
lexical database. MIT Press.

Ignacio Iacobacci, Mohammad Taher Pilehvar, and
Roberto Navigli. 2016. Embeddings for word sense
disambiguation: An evaluation study. In Proceed-
ings of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 897–907, Berlin, Germany. Association
for Computational Linguistics.

Minh Le, Marten Postma, Jacopo Urbani, and Piek
Vossen. 2018. A deep dive into word sense dis-
ambiguation with LSTM. In Proceedings of the
27th International Conference on Computational
Linguistics, pages 354–365, Santa Fe, New Mexico,
USA. Association for Computational Linguistics.

Doug Lenat, Mayank Prakash, and Mary Shepherd.
1986. Cyc: Using common sense knowledge to
overcome brittleness and knowledge acquistion bot-
tlenecks. AI Mag., 6(4):65–85.

Michael Lesk. 1986. Automatic sense disambiguation
using machine readable dictionaries: How to tell a
pine cone from an ice cream cone. In Proceedings of
the 5th Annual International Conference on Systems
Documentation, SIGDOC ’86, pages 24–26, New
York, NY, USA. ACM.

Daniel Loureiro and Alı́pio Mário Jorge. 2019. Liaad
at semdeep-5 challenge: Word-in-context (wic). In
SemDeep-5@IJCAI 2019, page forthcoming.

60 LEARNING WORD SENSE REPRESENTATIONS FROM NEURAL LANGUAGE MODELS



5691

Fuli Luo, Tianyu Liu, Zexue He, Qiaolin Xia, Zhi-
fang Sui, and Baobao Chang. 2018a. Leveraging
gloss knowledge in neural word sense disambigua-
tion by hierarchical co-attention. In Proceedings of
the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, pages 1402–1411, Brus-
sels, Belgium. Association for Computational Lin-
guistics.

Fuli Luo, Tianyu Liu, Qiaolin Xia, Baobao Chang, and
Zhifang Sui. 2018b. Incorporating glosses into neu-
ral word sense disambiguation. In Proceedings of
the 56th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers),
pages 2473–2482, Melbourne, Australia. Associa-
tion for Computational Linguistics.

Oren Melamud, Jacob Goldberger, and Ido Dagan.
2016. context2vec: Learning generic context em-
bedding with bidirectional LSTM. In Proceedings
of The 20th SIGNLL Conference on Computational
Natural Language Learning, pages 51–61, Berlin,
Germany. Association for Computational Linguis-
tics.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-
rado, and Jeffrey Dean. 2013. Distributed represen-
tations of words and phrases and their composition-
ality. In Proceedings of the 26th International Con-
ference on Neural Information Processing Systems -
Volume 2, NIPS’13, pages 3111–3119, USA. Curran
Associates Inc.

George A. Miller, Martin Chodorow, Shari Landes,
Claudia Leacock, and Robert G. Thomas. 1994. Us-
ing a semantic concordance for sense identification.
In HUMAN LANGUAGE TECHNOLOGY: Proceed-
ings of a Workshop held at Plainsboro, New Jersey,
March 8-11, 1994.

Roberto Navigli. 2009. Word sense disambiguation:
A survey. ACM Computing Surveys, 41(2):10:1–
10:69.

Matthew Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. In Proceedings of the 2018 Confer-
ence of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies, Volume 1 (Long Papers), pages
2227–2237, New Orleans, Louisiana. Association
for Computational Linguistics.

Alec Radford, Karthik Narasimhan, Tim Salimans, and
Ilya Sutskever. 2018. Improving language under-
standing by generative pre-training.

Alessandro Raganato, Jose Camacho-Collados, and
Roberto Navigli. 2017a. Word sense disambigua-
tion: A unified evaluation framework and empiri-
cal comparison. In Proceedings of the 15th Con-
ference of the European Chapter of the Association
for Computational Linguistics: Volume 1, Long Pa-
pers, pages 99–110, Valencia, Spain. Association for
Computational Linguistics.

Alessandro Raganato, Claudio Delli Bovi, and Roberto
Navigli. 2017b. Neural sequence learning mod-
els for word sense disambiguation. In Proceed-
ings of the 2017 Conference on Empirical Methods
in Natural Language Processing, pages 1156–1167,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.

Philip Resnik. 1997. Selectional preference and sense
disambiguation. In Tagging Text with Lexical Se-
mantics: Why, What, and How?

Sascha Rothe and Hinrich Schütze. 2015. AutoEx-
tend: Extending word embeddings to embeddings
for synsets and lexemes. In Proceedings of the
53rd Annual Meeting of the Association for Compu-
tational Linguistics and the 7th International Joint
Conference on Natural Language Processing (Vol-
ume 1: Long Papers), pages 1793–1803, Beijing,
China. Association for Computational Linguistics.

Loı̈c Vial, Benjamin Lecouteux, and Didier Schwab.
2018. Improving the coverage and the general-
ization ability of neural word sense disambiguation
through hypernymy and hyponymy relationships.
CoRR, abs/1811.00960.

Dayu Yuan, Julian Richardson, Ryan Doherty, Colin
Evans, and Eric Altendorf. 2016. Semi-supervised
word sense disambiguation with neural models. In
Proceedings of COLING 2016, the 26th Interna-
tional Conference on Computational Linguistics:
Technical Papers, pages 1374–1385, Osaka, Japan.
The COLING 2016 Organizing Committee.

Zhi Zhong and Hwee Tou Ng. 2010. It makes sense:
A wide-coverage word sense disambiguation system
for free text. In Proceedings of the ACL 2010 Sys-
tem Demonstrations, pages 78–83, Uppsala, Swe-
den. Association for Computational Linguistics.

A. LANGUAGE MODELLING MAKES SENSE: PROPAGATING REPRESENTATIONS
THROUGH WORDNET FOR FULL-COVERAGE WORD SENSE DISAMBIGUATION 61





Appendix B

LIAAD at SemDeep-5 Challenge:

Word-in-Context (WiC)
Published: May 2019; Published: August 2019.

Daniel Loureiro and Alı́pio Jorge. 2019. In Proceedings of the 5th Workshop on Semantic Deep Learn-

ing (SemDeep-5), pages 1–5, Macau, China. Association for Computational Linguistics. Published PDF:

https://aclanthology.org/W19-5801.pdf.

Relevant Contributions

• Demonstrates effectiveness of combining similarity between contextual embeddings and sense em-

beddings for a novel meaning change detection task.

• Reports competitive results without supervision from the task’s training set, highlighting applicability

of sense embeddings for other tasks besides WSD or USM.

Return to Table of Contents

63

https://aclanthology.org/W19-5801.pdf
https://aclanthology.org/W19-5801.pdf


LIAAD at SemDeep-5 Challenge: Word-in-Context (WiC)

Daniel Loureiro, Alı́pio Mário Jorge
LIAAD - INESC TEC

Faculty of Sciences - University of Porto, Portugal
dloureiro@fc.up.pt, amjorge@fc.up.pt

Abstract

This paper describes the LIAAD system
that was ranked second place in the Word-
in-Context challenge (WiC) featured in
SemDeep-5. Our solution is based on a
novel system for Word Sense Disambiguation
(WSD) using contextual embeddings and
full-inventory sense embeddings. We adapt
this WSD system, in a straightforward man-
ner, for the present task of detecting whether
the same sense occurs in a pair of sentences.
Additionally, we show that our solution is
able to achieve competitive performance
even without using the provided training
or development sets, mitigating potential
concerns related to task overfitting.

1 Task Overview

The Word-in-Context (WiC) (Pilehvar and
Camacho-Collados, 2019) task aims to evaluate
the ability of word embedding models to ac-
curately represent context-sensitive words. In
particular, it focuses on polysemous words which
have been hard to represent as embeddings due
to the meaning conflation deficiency (Camacho-
Collados and Pilehvar, 2018). The task’s objective
is to detect if target words occurring in a pair of
sentences carry the same meaning.

Recently, contextual word embeddings from
ELMo (Peters et al., 2018) or BERT (Devlin et al.,
2019) have emerged as the successors to tradi-
tional embeddings. With this development, word
embeddings have become context-sensitive by de-
sign and thus more suitable for representing poly-
semous words. However, as shown by the experi-
ments of (Pilehvar and Camacho-Collados, 2019),
they are still insufficient by themselves to reliably
detect meaning shifts.

In this work, we propose a system designed
for the larger task of Word Sense Disambigua-
tion (WSD), where words are matched with spe-

cific senses, that can detect meaning shifts without
being trained explicitly to do so. Our WSD sys-
tem uses contextual word embeddings to produce
sense embeddings, and has full-coverage of all
senses present in WordNet 3.0 (Fellbaum, 1998).
In Loureiro and Jorge (2019) we provide more
details about this WSD system, called LMMS
(Language Modelling Makes Sense), and demon-
strate that it’s currently state-of-the-art for WSD.
For this challenge, we employ LMMS in two
straightforward approaches: checking if the dis-
ambiguated senses are equal, and training a clas-
sifier based on the embedding similarities. Both
approaches perform competitively, with the lat-
ter taking the second position in the challenge
ranking, and the former trailing close behind even
though it’s tested directly on the challenge, forgo-
ing the training and development sets.

2 System Description

LMMS has two useful properties: 1) uses con-
textual word embeddings to produce sense em-
beddings, and 2) covers a large set of over 117K
senses from WordNet 3.0. The first property al-
lows for comparing precomputed sense embed-
dings against contextual word embeddings gener-
ated at test-time (using the same language model).
The second property makes the comparisons more
meaningful by having a large selection of senses
at disposal for comparison.

2.1 Sense Embeddings
Given the meaning conflation deficiency issue
with traditional word embeddings, several works
have focused on adapting Neural Language Mod-
els (NLMs) to produce word embeddings that are
more sense-specific. In this work, we start produc-
ing sense embeddings from the approach used by
recent works in contextual word embeddings, par-
ticularly context2vec (Melamud et al., 2016) and
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ELMo (Peters et al., 2018), and introduce some
improvements towards full-coverage and more ac-
curate representations.

2.1.1 Using Supervision
Our set of full-coverage WordNet sense embed-
dings is bootstrapped from the SemCor corpus
(Miller et al., 1994). Sentences containing sense-
annotated tokens (or spans) are processed by a
NLM in order to obtain contextual embeddings for
those tokens. After collecting all sense-labeled
contextual embeddings, each sense embedding
(~vs) is determined by averaging its corresponding
contextual embeddings. Formally, given n contex-
tual embeddings ~c for some sense s:

~vs =
1

n

nX

i=1

~ci

In this work, we used BERT as our NLM. For
replicability, these are the relevant details: 1024
embedding dimensions, 340M parameters, cased.
Embeddings result from the sum of top 4 layers ([-
1, -4]). Moreover, since BERT uses WordPiece to-
kenization that doesn’t always map to token-level
annotations, we use the average of subtoken em-
beddings as the token-level embedding.

2.1.2 Extending Supervision
Despite its age, SemCor is still the largest sense-
annotated corpus. The lack of larger sets of sense
annotations is a major limitation of supervised ap-
proaches for WSD (Le et al., 2018). We address
this issue by taking advantage of the semantic re-
lations in WordNet to extend the annotated sig-
nal to other senses. Missing sense embeddings
are inferred (i.e. imputed) from the aggregation
of sense embeddings at different levels of abstrac-
tion from WordNet’s ontology. Thus, a synset em-
bedding corresponds to the average of all of its
sense embeddings, a hypernym embedding corre-
sponds to the average of all of its synset embed-
dings, and a lexname embedding corresponds to
the average of a larger set of synset embeddings.
All lower abstraction representations are created
before next-level abstractions to ensure that higher
abstractions make use of lower-level generaliza-
tions. More formally, given all missing senses
in WordNet ŝ 2 W , their synset-specific sense
embeddings Sŝ, hypernym-specific synset embed-
dings Hŝ, and lexname-specific synset embed-

dings Lŝ, the procedure has the following stages:

(1) if |Sŝ| > 0, ~vŝ =
1

|Sŝ|
P

~vs, 8~vs 2 Sŝ

(2) if |Hŝ| > 0, ~vŝ =
1

|Hŝ|
P

~vsyn, 8~vsyn 2 Hŝ

(3) if |Lŝ| > 0, ~vŝ =
1

|Lŝ|
P

~vsyn, 8~vsyn 2 Lŝ

2.1.3 Leveraging Glosses

There’s a long tradition of using glosses for WSD,
perhaps starting with the popular work of Lesk
(1986). As a sequence of words, the informa-
tion contained in glosses can be easily represented
in semantic spaces through approaches used for
generating sentence embeddings. While there are
many methods for generating sentence embed-
dings, it’s been shown that a simple weighted av-
erage of word embeddings performs well (Arora
et al., 2017).

Our contextual embeddings are produced from
NLMs that employ attention mechanisms, assign-
ing more importance to some tokens over oth-
ers. As such, these embeddings already come
‘pre-weighted’ and we embed glosses simply as
the average of all of their contextual embeddings
(without preprocessing). We’ve found that intro-
ducing synset lemmas alongside the words in the
gloss helps induce better contextualized embed-
dings (specially when glosses are short). Finally,
we make our dictionary embeddings (~vd) sense-
specific, rather than synset-specific, by repeating
the lemma that’s specific to the sense alongside all
of the synset’s lemmas and gloss words. The re-
sult is a sense-level embedding that is represented
in the same space as the embeddings we described
in the previous section, and can be trivially com-
bined through concatenation (previously L2 nor-
malized).

Given that both representations are based on
the same NLM, we can make predictions for con-
textual embeddings of target words w (again, us-
ing the same NLM) at test-time by simply dupli-
cating those embeddings, aligning contextual fea-
tures against sense and dictionary features when
computing cosine similarity. Thus, we have sense
embeddings ~vs, to be matched against duplicated
contextual embeddings~cw, represented as follows:

~vs =


||~vs||2
||~vd||2

�
,~cw =


||~cw||2
||~cw||2

�
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2.2 Sense Disambiguation
Having produced our set of full-coverage sense
embeddings, we perform WSD using a simple
Nearest-Neighbors (k-NN) approach, similarly to
Melamud et al. (2016) and Peters et al. (2018). We
match the contextual word embedding of a target
word against the sense embeddings that share the
word’s lemma (see Figure 1). Matching is per-
formed using cosine similarity (with duplicated
features on the contextual embedding for align-
ment, as explained in 2.1.3), and the top match is
used as the disambiguated sense.

Figure 1: Illustration of our k-NN approach for WSD,
which relies on full-coverage sense embeddings repre-
sented in the same space as contextualized embeddings.

2.3 Binary Classification
The WiC task calls for a binary judgement on
whether the meaning of a target word occurring in
a pair of sentences is the same or not. As such, our
most immediate solution is to perform WSD and
base our decision on the resulting senses. This
approach performs competitively, but we’ve still
found it worthwhile to use WiC’s data to train a
classifier based on the strengths of similarities be-
tween contextual and sense embeddings. In this
section we explore the details of both approaches.

2.3.1 Sense Comparison
Our first approach is a straightforward comparison
of the disambiguated senses assigned to the target
word in each sentence. Considering the example
in Figure 2, this approach simply requires check-
ing if the sense cook

2
v assigned to ‘makes’ in the

first sentence equals the sense produce
2
v assigned

to the same word in the second sentence.

2.3.2 Classifying Similarities
The WSD procedure we describe in this paper
represents sense embeddings in the same space
as contextual word embeddings. Our second ap-
proach exploits this property by considering the
similarities (including between different embed-
ding types) that can be seen in Figure 2. In this
approach, we take advantage of WiC’s training
set to learn a Logistic Regression Binary Classi-
fier based on different sets of similarities. The
choice of Logistic Regression is due to its explain-
ability and lightweight training, besides competi-
tive performance. We use sklearn’s implementa-
tion (v0.20.1), with default parameters.

3 Results

The best system we submitted during the evalua-
tion period of the challenge was a Logistic Regres-
sion classifier trained on two similarity features
(sim1 and sim2, or contextual and sense-level).
We obtained slightly better results with a classi-
fier trained on all four similarities shown in Figure
2, but were unable to submit that system due to
the limit of a maximum of three submissions dur-
ing evaluation. Interestingly, the simple approach
described in 2.3.1 achieved a competitive perfor-
mance of 66.3 accuracy, without being trained or
fine-tuned on WiC’s data. Performance of best en-
tries and baselines can be seen on Table 1.

Sentence Tokens: Marco makes ravioli Apple makes iPhones

Contextual Embeddings:

Sense Embeddings: (cook.v.02) (produce.v.02)

sim1

sim2

sim3 sim4

Figure 2: Components and interactions involved in our approaches. The simn labels correspond to cosine similar-
ities between the related embeddings. Sense embeddings obtained from 1-NN matches of contextual embeddings.
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Submission Acc.
SuperGlue

(Wang et al., 2019) 68.36

LMMS
(Ours) 67.71

Ensemble
(Soler et al., 2019) 66.71

ELMo-weighted
(Ansell et al., 2019) 61.21

BERT-large 65.5
Context2vec 59.3

ELMo-3 56.5
Random 50.0

Table 1: Challenge results at the end of the evaluation
period. Bottom results correspond to baselines.

4 Analysis

In this section we provide additional insights re-
garding our best approach. In Table 2, we show
how task performance varies with the similarities
considered.

Model simn Dev Test
M0 N/A 68.18 66.29
M1 1 67.08 64.64
M2 2 66.93 66.21
M3 1, 2 68.50 67.71
M4 1, 2, 3, 4 69.12 68.07

Table 2: Accuracy of our different models. M0 wasn’t
trained on WiC data, the other models were trained
on different sets of similarites. We submitted M3, but
achieved slightly improved results with M4.

We determined that our best system (M4, using
four features) obtains a precision of 0.65, recall of
0.82, and F1 of 0.73 on the development set, show-
ing a relatively high proportion of false positives
(21.6% vs. 9.25% of false negatives). This skew-
ness can also be seen in the probability distribution
chart at Figure 3. Additionally, we also present a
ROC curve for this system at Figure 4 for a more
detailed analysis of the system’s performance.

5 Conclusion and Future Work

We’ve found that the WiC task can be ade-
quately solved by systems trained for the larger
task of WSD, specially if they’re based on con-
textual embeddings, and when compared to the
reported baselines. Still, we’ve found that the

WiC dataset can be useful to learn a classifier
that builds on top of the WSD system for im-
proved performance on WiC’s task of detecting
shifts in meaning. In future work, we believe this
improved ability to detect shifts in meaning can
also assist WSD, particularly in generating semi-
supervised datasets. We share our code and data at
github.com/danlou/lmms.
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Figure 3: Distribution of Prediction Probabilities
across labels, as evaluated by our best model on the
development set.
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Figure 4: ROC curve for results of our best model on
the development set.
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Appendix C

MedLinker: Medical Entity Linking

with Neural Representations and

Dictionary Matching
Submitted: October 2019; Published: April 2020; CORE: A.

Daniel Loureiro and Alı́pio Mário Jorge. 2020. In Advances in Information Retrieval: 42nd European Con-

ference on IR Research, ECIR 2020, Lisbon, Portugal, April 14–17, 2020, Proceedings, Part II. Springer-Verlag,

Berlin, Heidelberg, 230–237. Published PDF: https://dl.acm.org/doi/10.1007/978-3-030-45442-5 29.

Social Media Adaptation: https://tinyurl.com/MedLinkerSocial

Relevant Contributions

• Proposes application of sense embedding methodology in the medical domain, using the UMLS on-

tology instead of WordNet.

• Combines Approximate Dictionary Matching with 1-NN for graceful degradation when it’s not pos-

sible to represent majority of ontology as embeddings.
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Appendix D
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Role of Unambiguous Words in Word

Sense Disambiguation
Submitted: June 2020; Published: November 2020; CORE: A.

Daniel Loureiro and Jose Camacho-Collados. 2020. In Proceedings of the 2020 Conference on Empirical

Methods in Natural Language Processing (EMNLP), pages 3514–3520, Online. Association for Computa-

tional Linguistics. Published PDF: http://dx.doi.org/10.18653/v1/2020.emnlp-main.283.

Relevant Contributions

• Improves sense embeddings using automatic annotations of unambiguous words, increasing Word-

Net coverage by annotations from 16% to 57%.

• Adapts LMMS for RoBERTa (however, still using sum of last 4 layers).

• Presents T-SNE visualizations of sense embeddings:

https://danlou.github.io/uwa/.
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Abstract

State-of-the-art methods for Word Sense Dis-
ambiguation (WSD) combine two different
features: the power of pre-trained language
models and a propagation method to extend
the coverage of such models. This propaga-
tion is needed as current sense-annotated cor-
pora lack coverage of many instances in the
underlying sense inventory (usually WordNet).
At the same time, unambiguous words make
for a large portion of all words in WordNet,
while being poorly covered in existing sense-
annotated corpora. In this paper, we propose a
simple method to provide annotations for most
unambiguous words in a large corpus. We in-
troduce the UWA (Unambiguous Word Anno-
tations) dataset and show how a state-of-the-
art propagation-based model can use it to ex-
tend the coverage and quality of its word sense
embeddings by a significant margin, improv-
ing on its original results on WSD.

1 Introduction

There has been a lot of progress in word sense dis-
ambiguation (WSD) recently. This progress has
been driven by two factors: (1) the introduction of
large pre-trained Transformer-based language mod-
els and (2) propagation algorithms that extends the
coverage of existing training sets. The gains due
to pre-trained Neural Language Models (NLMs)
such as BERT (Devlin et al., 2019) have been out-
standing, helping reach levels close to human per-
formance when training data is available. These
models are generally based on a nearest neighbours
strategy, where each sense is represented by a vec-
tor, exploiting the contextualized embeddings of
these NLMs (Melamud et al., 2016; Peters et al.,
2018; Loureiro and Jorge, 2019). However, train-
ing data for WSD is hard to obtain, and the most
widely used training set nowadays, based on Word-
Net, dates back from the 90s (Miller et al., 1993,

SemCor). This lack of curated data produces the
so-called knowledge-acquisition bottleneck (Gale
et al., 1992; Navigli, 2009).

However, there is a key source of information
that has been neglected so far in existing sense-
annotated corpora and propagation methods, which
is the presence of unambiguous words from the
underlying knowledge resource. Strikingly, Word-
Net, which is known to be a comprehensive re-
source, is mostly composed of unambiguous en-
tries (30k lemmas are ambiguous, compared to
116k unambiguous). While the lack of unambigu-
ous annotations does not have a direct effect in
WSD, the fact that these unambiguous words are
part of the same semantic network means they can
have an effect on ambiguous words via standard
propagation algorithms. These propagation algo-
rithms start from a seed of senses occurring in the
training data (and therefore their embeddings can
be directly computed) and then propagate to the
whole sense inventory via the semantic network
(Vial et al., 2018; Loureiro and Jorge, 2019). Con-
sequently, computing sense embeddings for unam-
biguous words can increase the number of seeds
and improve the whole process. Covering these un-
ambiguous words, however, is not an arduous task,
as unlabelled corpora may suffice. We explore this
hypothesis by labeling a large amount of unambigu-
ous words in corpora extracted from the web, using
WordNet as our reference sense inventory. While
we can certainly find usages of a word not covered
by WordNet, we found that our approach can obtain
accurate occurrences with simple heuristics.

The contribution of this paper is twofold. First,
we devise a simple methodology to construct UWA
(Unambiguous Word Annotations), a large and,
most importantly, diverse sense-annotated corpus
that focuses on WordNet unambiguous words. Sec-
ond, we show that by leveraging UWA, we can sig-
nificantly improve a state-of-the-art WSD model.
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2 Related Work

The knowledge-acquisition bottleneck has been fre-
quently addressed by automatically constructing
sense-annotated corpora. Recent works propose
methods that exploit knowledge from Wikipedia,
such as NASARI vectors (Camacho-Collados et al.,
2016), for providing sense annotations for concepts
and entities (Scarlini et al., 2019; Pasini and Nav-
igli, 2019). In the case of Scarlini et al. (2019), and
similarly to Raganato et al. (2016), their method
requires hyperlinks and category information from
Wikipedia, hence not extensible to other kinds of
corpora.1 Previous approaches relied on parallel
corpora for two or more languages. The OMSTI
corpus (Taghipour and Ng, 2015) was constructed
by exploiting the alignments of an English-Chinese
corpus. Similarly, Delli Bovi et al. (2017) pre-
sented EuroSense, a multilingual sense-annotated
corpus using the Europarl parallel corpus for 21
languages as reference. In contrast to these ap-
proaches, we focus on unambiguous senses and,
therefore, are not constrained to only nouns, knowl-
edge from Wikipedia, or a specific type of corpus.

Earlier works exploiting unambiguous words
(Leacock et al., 1998; Mihalcea, 2002; Agirre and
Martinez, 2004) and especially the subsequent ex-
tension by Martinez et al. (2008) are the most di-
rectly related to our paper. Martinez et al. (2008)
retrieved example sentences with monosemous
nouns from web search snippets and used them
towards improved performance on WSD by lever-
aging WordNet relations. However, the WSD meth-
ods analyzed were sensitive to frequency bias, lead-
ing their collection effort to collect a large number
of examples for fewer senses (and only nouns). In
contrast, our solution is designed for all monose-
mous words, retrieving examples from web texts
instead of snippets, attaining performance gains
with even a single example per word.

3 Methodology

In this section we first explain our method to con-
struct a corpus with unambiguous word annotations
(Section 3.1). Then, we explain current models
based on language models for WSD (Section 3.2)
and describe a propagation method to infer addi-
tional OOV sense representations (Section 3.3).

1Pasini and Camacho-Collados (2020) provide a more de-
tailed overview of existing sense-annotated corpora.

3.1 Unambiguous Word Annotations (UWA)
In order to properly test our hypothesis, we first re-
quire a sizable compilation of unambiguous words
in context, particularly words that correspond to
lemmas covered by WordNet. The extensiveness
of WordNet means that most of its lemmas oc-
cur very rarely, and thus require processing large
volumes of texts to achieve a high coverage. As
such, in this work we develop the Unambiguous
Word Annotations (UWA) corpus based on Open-
WebText (Gokaslan and Cohen, 2019) and En-
glish Wikipedia (November 2019), processing over
53GB of texts from the web.

Each text is annotated for lemmas and part-of-
speech using the Stanford CoreNLP toolkit (Man-
ning et al., 2014). The annotations are filtered so
that we only consider lemma/part-of-speech pairs
that are present in WordNet, and correspond to
a single sense (hence unambiguous), e.g., ‘key-
pad/noun’. Naturally, some lemma/part-of-speech
pairs may have additional meanings not covered in
WordNet. For example, in “Inception was a box-
office hit.”, Inception makes reference to a movie
and not to the unambiguous word inception from
WordNet. To mitigate this issue, we applied Named
Entity Recognition (NER) tagging, using spaCy
(Honnibal and Montani, 2017), to discard lemmas
that are recognized as entities but do not correspond
to an entity in their WordNet sense. To this end, we
leverage the entity annotations of WordNet synsets
available in BabelNet (Navigli and Ponzetto, 2012).
To keep the corpus at a reasonable size, we cut-
off the maximum number of associated sentences
(examples henceforth) per sense at 100.

Statistics. UWA covers a total of 98,494 senses,
where 56.7% have 100 examples, and 81.2% have
at least 10 examples. In Table 1 we show that UWA
covers most senses for unambiguous words and,
combined with SemCor, includes most senses in
WordNet. This contrasts with other automatically-
constructed datasets such as OMSTI (Taghipour
and Ng, 2015) or T-o-M (Pasini and Navigli, 2019).
These sense-annotated corpora, not aimed specifi-
cally at unambiguous words, have limited coverage
in this respect, as they are mainly composed of an-
notations for senses already available in SemCor.

3.2 Neural Language Models for WSD
Recent NLMs, such as ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2019), have been used
with a high degree of success on WSD. They have
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# Instances Avg Coverage (w/ SC)
Corpus Amb Unamb # Exs Amb Unamb Total
SemCor 198,153 27,883 6.8 26.2 7.4 16.1
OMSTI 909,830 1,304 244.7 26.8 7.4 16.4

T-o-M 719,888 114,580 152.4 28.5 7.5 17.2
UWA(1) 0 98,494 1.0 26.2 82.9 56.7

UWA(10) 0 804,861 8.8 26.2 82.9 56.7
UWA(all) 0 6,111,453 54.1 26.2 82.9 56.7

Table 1: Number of instances, average number of ex-
amples per word sense, and coverage percentage (in-
cluding SemCor) of various sense-annotated corpora.

been used differently depending on the nature of
the disambiguation task: as feature providers for
other neural architectures (Vial et al., 2019), sim-
ple classifiers after fine-tuning (Wang et al., 2019),
or as generators of contextual embeddings to be
matched through nearest neighbours (Melamud
et al., 2016; Peters et al., 2018; Loureiro and Jorge,
2019; Reif et al., 2019, 1NN). Our experiments
in this paper will focus on improving the latter
type of approach. In particular, we will investigate
the state-of-the-art LMMS model (Loureiro and
Jorge, 2019). This model learns sense embeddings
based on BERT states. These embeddings are then
propagated through WordNet’s ontology to infer
additional senses, effectively providing a full cov-
erage. While Loureiro and Jorge (2019) proposed
variants of LMMS that combined propagation with
gloss embeddings, or static embeddings, this paper
is only concerned with the propagation method.

In our case, we essentially follow LMMS’s layer
pooling method to generate contextual embeddings
for each sense occurrence in context (from a train-
ing set), and derive sense embeddings from the av-
erage of all corresponding contextual embeddings.

3.3 Network Propagation for Full-Coverage
The propagation method used in LMMS exploits
the WordNet ontology to obtain a full coverage
of sense embeddings from an initial set of embed-
dings based on a manually sense-annotated corpus
like SemCor. This method explores different ab-
straction levels represented in WordNet: sets of
synonyms (synsets), Is-A relations (hypernyms)
and categorical groupings (lexnames2).

Initial sense embeddings are first used to com-
pute synset embeddings as the average of all corre-
sponding senses (analogously to how sense embed-
dings are computed from contextual embeddings).

2Lexnames are also known as supersenses in the literature
(Flekova and Gurevych, 2016; Pilehvar et al., 2017).

From that point, missing senses are represented
by their corresponding synset embeddings. The
remaining unrepresented senses are inferred from
their hypernym and lexname embeddings, com-
puted by averaging their neighbour synset embed-
dings. Note that this propagation process does not
follow transitive relations in WordNet, i.e., a single
synset’s hypernym is considered, while the subse-
quent hypernyms along the root paths are ignored.

Since lexname embeddings can always be com-
puted, this process can reach a full-coverage of
WordNet starting with just the initial set of embed-
dings produced using SemCor. However, the set of
SemCor embeddings only covers 16.1% of Word-
Net, so many of the inferred representations are
redundant and therefore not entirely meaningful.

4 Evaluation

For our experiments we are interested in verifying
the impact of using UWA to improve WSD per-
formance. In particular, we test the unambiguous
annotations of UWA as a complement of existing
sense-annotated training data. To this end, as ex-
plained in Section 3, we make use of the state-of-
the-art WSD model LMMS (Loureiro and Jorge,
2019). In addition to the original version using
BERT, we also provide results with RoBERTa (Liu
et al., 2019) for completeness. We use the 24-layer
models for both BERT and RoBERTa.3

4.1 Word Sense Disambiguation (WSD)
Table 2 shows the WSD results on the standard
evaluation framework of Raganato et al. (2017) for
LMMS trained on the concatenation of SemCor
and automatically-constructed corpora. In the ta-
ble we include UWA with two different maximum
number of examples per unambiguous word, i.e., 1
and 10. For comparison, we also include the results
of EWISE (Kumar et al., 2019) and GlossBERT
(Huang et al., 2019), which attempt to overcome
the limited coverage of SemCor by exploiting tex-
tual definitions. As can be observed, the concate-
nation of our UWA corpus and SemCor provides
the best overall results, regardless of the number
of examples cut-off. Perhaps surprisingly, our cor-
pus is the only one that provides improvements
over the baseline (SemCor-only). These improve-
ments are statistically significant on the full test
set (i.e. ALL) for both BERT and RoBERTa with
p < 0.0005, based on a t-test with respect to the

3Commonly referred to as large models.
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Corpus SE-2 SE-3 SE07 SE13 SE15 ALL
LM

M
S-

B
ER

T

SC-noProp. 70.2 71.1 64.7 65.5 70.2 69.0
SC-only 75.5 74.2 66.8 72.9 75.3 74.0
OMSTI 73.7 68.8 63.5 73.2 74.8 71.9

T-o-M 69.9 66.1 62.4 64.8 74.2 67.9
UWA (1) 77.0 74.2 66.2 73.1 75.4 74.5

UWA (10) 77.3 74.1 66.2 72.7 75.7 74.5

LM
M

S-
R

oB
ER

Ta

SC-noProp. 70.7 70.6 66.7 65.1 70.5 69.2
SC-only 76.0 73.6 69.2 72.3 75.9 74.1
OMSTI 73.4 70.1 66.6 71.5 74.6 71.9

T-o-M 70.3 65.9 64.8 65.8 74.0 68.4
UWA (1) 77.8 73.6 68.8 72.0 75.3 74.5

UWA (10) 77.6 73.7 68.8 72.7 75.3 74.6

SO
TA

SC‡
LMMS+ 76.3 75.6 68.1 75.1 77.0 75.4

SC†
Vial et al. 76.6 76.9 69.0 73.8 75.4 75.4

SC‡†
EWISE 73.8 71.1 67.3* 69.4 74.5 71.8

SC‡†
GlossBERT 77.7 75.2 72.5* 76.1 80.4 77.0

Table 2: F1 performance on the unified WSD evalua-
tion framework. All corpora marked are concatenated
with SemCor (SC). SOTAs reported for reference but
not directly comparable due to use of definitions (‡) or
not using a 1NN approach (†). All reported SOTAs are
based on BERT trained on SC. Results in datasets that
were used as development are marked with *.

accuracy scores (equal to F1 in this setting). This
can be explained by the fact that our corpus is the
only one that significantly extends the coverage of
SemCor, as explained in Section 3.1.

4.2 Uninformed Sense Matching (USM)
In standard WSD benchmarks, models are given
the advantage of knowing the pre-defined set of
possible senses before-hand. This is because gold
PoS tags and lemmas are provided in these datasets.
However, to better understand how robust a 1NN
WSD model is, we can test it in an uninformed
setting, i.e., where PoS tags and lemmas are not
given and the model does not have access to the
list of candidate senses. Instead, the model has to
match senses from the whole sense inventory, un-
constrained. Therefore, in this Uninformed Sense
Matching (USM) setting we can use information re-
trieval ranking metrics with the model predictions
(i.e. MRR or P@K) in addition to the standard F1.
In line with the WSD results, Table 3 shows that
UWA also substantially improves performance in
the USM setting when comparing against currently
available alternatives.

5 Analysis

In this section, we provide an analysis based on the
number of examples (Section 5.1) and a visualiza-
tion of the embedding space (Section 5.2).

Corpus BERT RoBERTa

F1 P@5 MRR F1 P@5 MRR
OMSTI 50.2 66.0 57.5 44.1 59.9 51.7
T-o-M 45.8 62.1 53.3 42.1 60.7 50.2
UWA (10) 54.9 74.1 63.5 62.1 80.2 70.1

Table 3: Performance comparison in the uninformed
setting. Each corpus is concatenated with SemCor.
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Figure 1: WSD performance (F1 on the ALL test set)
with different numbers of UWA examples.

5.1 Number of Examples

When compiling examples for learning sense rep-
resentations, a natural question that arises is: how
many examples are required to learn effective rep-
resentations? The answer to this question can not
only guide collection efforts, but also help clarify
the requirements for learning effective represen-
tations in the simplest setting. To that end, we
analyse the impact of using different number of
examples from UWA on LMMS’s WSD and USM
performance. In Figure 1, we show the WSD per-
formance trend using different number of examples
per sense. As can be seen, performance improves
substantially with only one example, and then stops
improving after just two examples.

Similarly to our findings for WSD, Table 4
shows that a low number of examples, such as
2, already achieves the best overall results in the
USM setting for BERT. Likewise, RoBERTa does
not benefit from more than 5 examples. More gen-
erally, in USM the differences with respect to Sem-
Cor are more marked in comparison to the regular
WSD setting. This is expected as the propagation
algorithm has a stronger effect in this setting where
all sense embeddings are considered.

5.2 Visualization of the Embedding Space

The propagation method used in LMMS is de-
signed to backoff to increasingly abstract repre-

D. DON’T NEGLECT THE OBVIOUS: ON THE ROLE OF UNAMBIGUOUS WORDS IN WORD
SENSE DISAMBIGUATION 75



3518

BERT RoBERTa

Corpus F1 P@5 MRR F1 P@5 MRR

SemCor 52.5 67.1 59.2 58.0 72.8 64.7

UWA (1) 55.1 74.1 63.5 61.3 79.8 69.5
UWA (2) 55.5 74.6 64.0 61.8 80.3 70.0
UWA (3) 55.4 74.5 63.9 61.9 80.3 70.0
UWA (5) 55.4 74.4 63.8 62.1 80.3 70.1
UWA (7) 55.2 74.1 63.7 61.9 80.3 70.0

UWA (10) 54.9 74.1 63.5 62.1 80.2 70.1
UWA (20) 54.9 73.7 63.3 62.1 79.9 70.0

Table 4: USM performance of the LMMS model us-
ing SemCor and UWA with different example thresh-
olds. Models tested on the concatenation of all WSD
datasets of Raganato et al. (2017). As before, UWA is
concatenated with SC in this experiment.

sentation levels, from synsets, to hypernyms, to
supersenses (see Section 3.3 of the main paper).
This naturally leads to a clustering effect, where
many senses are represented with very similar, or
equal, embeddings. In fact, we find that only 22%
of sense embeddings learned from SemCor, and
propagated following LMMS, are actually unique
(remaining are shared by two or more senses). The
addition of UWA increases this percentage to 68%.

To better understand this clustering effect, we
used T-SNE (Maaten and Hinton, 2008) to visu-
alize the WordNet synset embedding space. In
Figure 2 we show synset embeddings learned from
the SemCor+UWA(10) dataset, and learned from
SemCor alone, both based on RoBERTa. While
the same number of synset embeddings are learned
in both cases, SemCor+UWA embeddings are bet-
ter distributed across the vector space. This, in
turn, causes a substantial reduction of high-density
clusters, which stand in opposition to a rich distri-
butional representation of senses.4

6 Conclusion

Unambiguous words are a surprisingly large por-
tion of existing knowledge resources like Word-
Net. At the same time, their coverage in existing
sense-annotated corpora is very limited. In this pa-
per, we proposed a simple method which exploits
sense annotations of unambiguous words from un-
labeled corpora, thereby effectively extending ex-
isting sense-annotated corpora with low-effort. By
leveraging a state-of-the-art BERT-based WSD sys-

4We share interactive visualizations focusing on each of
the 45 supersense groups (e.g. noun.communication) from
WordNet at our UWA release website.

Figure 2: T-SNE comparison of synset embeddings for
whole WordNet learned from SC+UWA10 (top), or just
SC (bottom). Colors represent source of annotations
for embeddings ( SC UWA Propagation).

tem that propagates sense embeddings across Word-
Net, we have shown that these unambiguous words
provide an excellent bridge to reach a wider range
of OOV senses. This translates, in turn, into im-
proving results for WSD. For future work it would
be interesting to test these sense embeddings in a
wider range of applications outside WSD. Since
the embedding space is clearly more diversified, as
shown in Figure 2, this may lead to improvements
in other downstream tasks.

Moreover, one of the most surprising findings
from this paper is that a single occurrence of OOV
unambiguous words is enough to improve the per-
formance of WSD models. This is relevant because
(1) it is not always easy to retrieve a large number
of examples for unambiguous words, and (2) it fa-
cilitates a cheaper manual verification, if required.

Finally, we openly release UWA, a large cor-
pus annotated with unambiguous words, together
improved BERT and RoBERTa-based sense em-
beddings, model predictions and visualizations at
http://danlou.github.io/uwa.
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Transformer-based language models have taken many fields in NLP by storm. BERT and its
derivatives dominate most of the existing evaluation benchmarks, including those for Word
Sense Disambiguation (WSD), thanks to their ability in capturing context-sensitive semantic
nuances. However, there is still little knowledge about their capabilities and potential limitations
in encoding and recovering word senses. In this article, we provide an in-depth quantitative
and qualitative analysis of the celebrated BERT model with respect to lexical ambiguity. One
of the main conclusions of our analysis is that BERT can accurately capture high-level sense
distinctions, even when a limited number of examples is available for each word sense. Our anal-
ysis also reveals that in some cases language models come close to solving coarse-grained noun
disambiguation under ideal conditions in terms of availability of training data and computing
resources. However, this scenario rarely occurs in real-world settings and, hence, many practical
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challenges remain even in the coarse-grained setting. We also perform an in-depth comparison of
the two main language model-based WSD strategies, namely, fine-tuning and feature extraction,
finding that the latter approach is more robust with respect to sense bias and it can better
exploit limited available training data. In fact, the simple feature extraction strategy of averaging
contextualized embeddings proves robust even using only three training sentences per word
sense, with minimal improvements obtained by increasing the size of this training data.

1. Introduction

In the past decade, word embeddings have undoubtedly been one of the major points
of attention in research on lexical semantics. The introduction of Word2vec (Mikolov
et al. 2013b), as one of the pioneering word embedding models, generated a massive wave
in the field of lexical semantics, the impact of which is still being felt today. However,
static word embeddings (such as Word2vec) suffer from the limitation of being fixed
or context insensitive, that is, the word is associated with the same representation in all
contexts, disregarding the fact that different contexts can trigger various meanings of the
word, which might be even semantically unrelated. Sense representations were an at-
tempt at addressing the meaning conflation deficiency of word embeddings (Reisinger
and Mooney 2010; Camacho-Collados and Pilehvar 2018). Despite computing distinct
representations for different senses of a word, hence addressing this deficiency of word
embeddings, sense representations are not directly integrable into downstream NLP
models. The integration usually requires additional steps, including a (non-optimal)
disambiguation of the input text, which make sense embeddings fall short of fully
addressing the problem.

The more recent contextualized embeddings (Peters et al. 2018a; Devlin et al. 2019) are
able to simultaneously address both these limitations. Trained with language modeling
objectives, contextualized models can compute dynamic meaning representations for
words in context that highly correlate with humans’ word sense knowledge (Nair,
Srinivasan, and Meylan 2020). Moreover, contextualized embeddings provide a seam-
less integration into various NLP models, with minimal changes involved. Even better,
given the extent of semantic and syntactic knowledge they capture, contextualized
models get close to the one system for all tasks settings. Surprisingly, fine-tuning the
same model on various target tasks often results in comparable or even higher perfor-
mance when compared with sophisticated state-of-the-art task-specific models (Peters,
Ruder, and Smith 2019). This has been shown for a wide range of NLP applications
and tasks, including Word Sense Disambiguation (WSD), for which they have provided
a significant performance boost, especially after the introduction of Transformer-based
language models like BERT (Loureiro and Jorge 2019a; Vial, Lecouteux, and Schwab
2019; Wiedemann et al. 2019).

Despite their massive success, there has been limited work on the analysis of recent
language models and on explaining the reasons behind their effectiveness in lexical
semantics. Most analytical studies focus on syntax (Hewitt and Manning 2019; Saphra
and Lopez 2019) or explore the behavior of self-attention heads (Clark et al. 2019) or
layers (Tenney, Das, and Pavlick 2019), but there has been little work on investigating the
potential of language models and their limitations in capturing other linguistic aspects,
such as lexical ambiguity. Moreover, the currently popular language understanding
evaluation benchmarks—for example, GLUE (Wang et al. 2018) and SuperGLUE (Wang
et al. 2019)—mostly involve sentence-level representation, which does not shed much
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light on the semantic properties of these models for individual words.1 To our knowl-
edge, there has so far been no in-depth analysis of the abilities of contextualized models
in capturing the ambiguity property of words.

In this article, we carry out a comprehensive analysis to investigate how pretrained
language models capture lexical ambiguity in the English language. Specifically, we
scrutinize the two major language model-based WSD strategies (i.e., feature extraction
and fine-tuning) under various disambiguation scenarios and experimental configu-
rations. The main contributions of this work can be summarized as follows: (1) we
provide an extensive quantitative evaluation of pretrained language models in standard
WSD benchmarks; (2) we develop a new data set, CoarseWSD-20, which is particularly
suited for the qualitative analysis of WSD systems; and (3) with the help of this data
set, we perform an in-depth qualitative analysis and test the limitations of BERT on
coarse-grained WSD. Data and code to reproduce all our experiments is available at
https://github.com/danlou/bert-disambiguation.

The remainder of the article is organized as follows. In Section 2, we delineate
the literature on probing pretrained language models and on analyzing the potential
of representation models in capturing lexical ambiguity. We also describe in the same
section the existing benchmarks for evaluating WSD. Section 3 presents an overview
of WSD and its conventional paradigms. We then describe in the same section the
two major approaches to utilizing language models for WSD, namely, nearest-neighbor
feature extraction and fine-tuning. We also provide a quantitative comparison of some
of the most prominent WSD approaches in each paradigm in various disambiguation
scenarios, including fine- and coarse-grained settings. This quantitative analysis is fol-
lowed by an analysis of models’ performance per word categories (parts of speech) and
for various layer-wise representations (in the case of language model-based techniques).
Section 4 introduces CoarseWSD-20, the WSD data set we have constructed to facilitate
our in-depth qualitative analysis. In Section 5 we evaluate the two major BERT-based
WSD strategies on the benchmark. To highlight the improvement attributable to contex-
tualized embeddings, we also provide results of a linear classifier based on pretrained
FastText static word embeddings. Based on these experiments, we carry out an analysis
on the impact of fine-tuning and also compare the two strategies with respect to ro-
bustness across domains and bias toward the most frequent sense. Section 6 reports our
observations upon further scrutinizing the two strategies on a wide variety of settings
such as few-shot learning and different training distributions. Section 7 summarizes
the main results from the previous sections and discusses the main takeaways. Finally,
Section 8 presents the concluding remarks and potential areas for future work.

2. Related Work

Recently, there have been several attempts at analyzing pretrained language models. In
Section 2.1 we provide a general overview of the relevant works, and Section 2.2 covers
those related to lexical ambiguity. Finally, in Section 2.3 we outline existing evaluation
benchmarks for WSD, including CoarseWSD-20, which is the disambiguation data set
we have constructed for our qualitative analysis.

1 WiC (Pilehvar and Camacho-Collados 2019) is the only SuperGLUE task where systems need to model
the semantics of words in context (extended to several more languages in XL-WiC [Raganato et al. 2020]).
In the Appendix we provide results for this task.
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2.1 Analysis of Pretrained Language Models

Despite their young age, pretrained language models, in particular, those based on
Transformers, have now dominated the evaluation benchmarks for most NLP tasks
(Devlin et al. 2019; Liu et al. 2019b). However, there has been limited work on under-
standing behind the scenes of these models.

Various studies have shown that fulfilling the language modeling objective inher-
ently forces the model to capture various linguistic phenomena. A relatively highly
studied phenomenon is syntax, which is investigated both for earlier LSTM-based mod-
els (Linzen, Dupoux, and Goldberg 2016; Kuncoro et al. 2018) as well as for the more
recent Transformer-based ones (Goldberg 2019; Hewitt and Manning 2019; Saphra and
Lopez 2019; Jawahar, Sagot, and Seddah 2019; van Schijndel, Mueller, and Linzen 2019;
Tenney et al. 2019). A recent work in this context is the probe proposed by Hewitt and
Manning (2019), which enabled them to show that Transformer-based models encode
human-like parse trees to a very good extent. In terms of semantics, fewer studies
exist, including the probing study of Ettinger (2020) on semantic roles, and that of
Tenney, Das, and Pavlick (2019), which also investigates entity types and relations. The
closest analysis to ours is that of Peters et al. (2018b), which provides a deep analysis of
contextualized word embeddings, both from the representation point of view and per
architectural choices. In the same spirit, Conneau et al. (2018) proposed a number of
linguistic probing tasks to analyze sentence embedding models. Perhaps more related
to the topic of this article, Shwartz and Dagan (2019) showed how contextualized
embeddings are able to capture non-literal usages of words in the context of lexical
composition. For a complete overview of existing probe and analysis methods, the
survey of Belinkov and Glass (2019) provides a synthesis of analysis studies on neural
network methods. The more recent survey of Rogers, Kovaleva, and Rumshisky (2020)
is a similar synthesis but targeted at BERT and its derivatives.

Despite all this analytical work, the investigation of neural language models
from the perspective of ambiguity (and, in particular, lexical ambiguity) has been
surprisingly neglected. In the following we discuss studies that aimed at shedding
some light on this important linguistic phenomenon.

2.2 Lexical Ambiguity and Language Models

Given its importance, lexical ambiguity has for long been an area of investigation in vec-
tor space model representations (Schütze 1993; Reisinger and Mooney 2010; Camacho-
Collados and Pilehvar 2018). In a recent study on word embeddings, Yaghoobzadeh
et al. (2019) showed that Word2vec (Mikolov et al. 2013a) can effectively capture differ-
ent coarse-grained senses if they are all frequent enough and evenly distributed. In this
work we try to extend this conclusion to a language model-based representation and
to the more realistic scenario of disambiguating words in context, rather than probing
them in isolation for if they capture specific senses (as was the case in that work).

Most of the works analyzing language models and lexical ambiguity have opted
for lexical substitution as their experimental benchmark. Amrami and Goldberg (2018)
showed that an LSTM language model can be effectively applied to the task of word
sense induction. In particular, they analyzed how the predictions of an LSTM for a word
in context provided a useful way to retrieve substitutes, proving that this information
is indeed captured in the language model. From a more analytical point of view, Aina,
Gulordava, and Boleda (2019) proposed a probe task based on lexical substitution to
understand the internal representations of an LSTM language model for predicting
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words in context. Similarly, Soler et al. (2019) provided an analysis of LSTM-based
contextualized embeddings in distinguishing between usages of words in context. As
for Transformer-based models, Zhou et al. (2019) proposed a model based on BERT to
achieve state-of-the-art results in lexical substitution, showing that BERT is particularly
suited to find senses of a word in context. While lexical substitution has been shown
to be an interesting proxy for WSD, we provide a direct and in-depth analysis of the
explicit capabilities of recent language models in encoding lexical ambiguity, both
quantitatively and qualitatively.

Another related work to ours is the analysis of Reif et al. (2019) on quantifying the
geometry of BERT. The authors observed that, generally, when contextualized BERT
embeddings for ambiguous words are visualized, clear clusters for different senses are
identifiable. They also devised an experiment to highlight a potential failure with BERT
(or presumably other attention-based models): It does not necessarily respect seman-
tic boundaries when attending to neighboring tokens. In our qualitative analysis in
Section 6.4 we further explore this. Additionally, Reif et al. (2019) present evidence
supporting the specialization of representations from intermediate layers of BERT for
sense representation, which we further confirm with layer-wise WSD evaluation in
Section 3.4.5. Despite these interesting observations, their paper mostly focuses on
the syntactic properties of BERT, similarly to most other studies in the domain (see
Section 2.1).

Finally, a few works have attempted to induce semantic priors coming from
knowledge resources like WordNet to improve the generalization of pretrained
language models like BERT (Levine et al. 2020; Peters et al. 2019). Other works have
investigated BERT’s emergent semantic space using clustering analyses (Yenicelik,
Schmidt, and Kilcher 2020; Chronis and Erk 2020), seeking to characterize how distinct
sense-specific representations occupy this space.

Our work differs in that we are trying to understand to what extent pretrained
language models already encode this semantic knowledge and, in particular, what are
their implicit practical disambiguation capabilities.

2.3 Evaluation Benchmarks

The most common evaluation benchmarks for WSD are based on fine-grained resources,
with WordNet (Fellbaum 1998) being the de facto sense inventory. For example, the
unified all-words WSD benchmark of Raganato, Camacho-Collados, and Navigli (2017)
is composed of five data sets from Senseval/SemEval tasks: Senseval-2 (Edmonds
and Cotton 2001, SE02), Senseval-3 (Mihalcea, Chklovski, and Kilgarriff 2004, SE03),
SemEval-2007 (Agirre, Màrquez, and Wicentowski 2007, SE07), SemEval-2013 (Navigli,
Jurgens, and Vannella 2013, SE13), and SemEval-2015 (Moro and Navigli 2015, SE15).
Vial, Lecouteux, and Schwab (2018) extended this framework with other manually
and automatically constructed data sets.2 All these data sets are WordNet-specific
and mostly use SemCor (Miller et al. 1993) as their training set. Despite being the
largest WordNet-based sense-annotated data set, SemCor does not cover many senses
occurring in the test sets, besides providing a limited number of examples per sense.
Although scarcity in the training data is certainly a realistic setting, in this article we are
interested in analyzing the limits of language models with and without training data,
also for senses not included in WordNet, and run a qualitative analysis.

2 Pasini and Camacho-Collados (2020) provide an overview of existing sense-annotated corpora for
WordNet and other resources.
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To this end, in addition to running an evaluation in standard benchmarks, for this arti-
cle we constructed a coarse-grained WSD data set, called CoarseWSD-20. CoarseWSD-20
includes a selection of 20 ambiguous words of different nature (see Section 4 for more
details on CoarseWSD-20) where we run a qualitative analysis on various aspects
of sense-specific information encoded in language models. Perhaps the closest data
sets to CoarseWSD-20 are those of Lexical Sample WSD (Edmonds and Cotton 2001;
Mihalcea, Chklovski, and Kilgarriff 2004; Pradhan et al. 2007). These data sets usually
target dozens of ambiguous words and list specific examples for their different senses.
However, these examples are usually fine-grained, limited in number,3 and are limited
to concepts (i.e., no entities such as Java are included). The CoarseWSD-20 data set is
similar in spirit, but has larger training sets extracted from Wikipedia. Constructing the
data set based on the sense inventory of Wikipedia brings the additional advantage of
having both entities and concepts as targets, and a direct mapping to Wikipedia pages,
which is the most common resource for entity linking (Ling, Singh, and Weld 2015;
Usbeck et al. 2015), along with similar inter-connected resources such as DBpedia.

Another related data set to CoarseWSD-20 is WIKI-PSE (Yaghoobzadeh et al. 2019).
Similarly to ours, WIKI-PSE is constructed based on Wikipedia, but with a different
purpose. WIKI-PSE clusters all Wikipedia concepts and entities into eight general
“semantic classes.” This is an extreme coarsening of the sense inventory that may
not fully reflect the variety of human-interpretable senses that a word has. Instead,
for CoarseWSD-20, sense coarsening is performed at the word level, which preserves
sense-specific information. For example, the word bank in WIKI-PSE is mainly identified
as a location only, conflating the financial institution and river meanings of the word,
whereas CoarseWSD-20 distinguishes between the two senses of bank. Moreover, our
data set is additionally post-processed in a semi-automatic manner (an automatic pre-
processing, followed by a manual check for problematic cases), which helps remove
errors from the Wikipedia dump.

3. Word Sense Disambiguation: An Overview

Our analysis is focused on the task of word sense disambiguation. WSD is a core module
of human cognition and a long-standing task in NLP. Formally, given a word in context,
the task of WSD consists of selecting the intended meaning (sense) from a predefined
set of senses for that word defined by a sense inventory (Navigli 2009). For example
consider the word star in the following context:

• Sirius is the brightest star in Earth’s night.

The task of a WSD system is to identify that the usage of star in this context refers to
its astronomical meaning (as opposed to celebrity or star shape, among others). The
context could be a document, a sentence, or any other information-carrying piece of
text that can provide a hint on the intended semantic usage,4 probably as small as a
word, for example, “dwarf star.”5

3 For instance, the data set of Pradhan et al. (2007), which is the most recent and the largest among the
three mentioned lexical sample data sets, provides an average of 320/50 training/test instances for each
of the 35 nouns in the data set. In contrast, CoarseWSD-20 includes considerably larger data sets for all
words (1,160 and 510 sentences on average for each word in the training and test sets, respectively).

4 For this analysis we focus on sentence-level WSD, because it is the most standard practice in the
literature.

5 A dwarf star is a relatively small star with low luminosity, such as the Sun.
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WSD is described as an AI-hard6 problem (Mallery 1988). In a comprehensive
survey of WSD, Navigli (2009) discusses some of the reasons behind its difficulty,
including heavy reliance on knowledge, difficulty in distinguishing fine-grained sense
distinctions, and lack of application to real-world tasks. On WordNet-style sense in-
ventories, the human-level performance (which is usually quoted as glass ceiling) is
estimated to be 80% in the fine-grained setting (Gale, Church, and Yarowsky 1992a) and
90% for the coarse-grained one (Palmer, Dang, and Fellbaum 2007). This performance
gap can be mainly attributed to the fine-grained semantic distinctions in WordNet that
are sometimes even difficult for humans to distinguish. For instance, the noun star
has 8 senses in WordNet 3.1, two of which refer to the astronomical sense (celestial
body) with the minor semantic difference of if the star is visible from Earth at night. In
fact, it is argued that sense distinctions in WordNet are too fine-grained for many NLP
applications (Hovy, Navigli, and Ponzetto 2013). CoarseWSD-20 addresses this issue by
devising sense distinctions that are easily interpretable by humans, essentially pushing
the human performance on the task.

Similarly to many other tasks in NLP, WSD has gone under significant change after
the introduction of Transformer-based language models, which are now dominating
most WSD benchmarks. In the following we first present a background on existing sense
inventories, with a focus on WordNet (Section 3.1), and then describe the state of the art
in both the conventional paradigm (Section 3.2) and the more recent paradigm based
on (Transformer-based) language models (Section 3.3). We then carry out a quantitative
evaluation of some of the most prominent WSD approaches in each paradigm in var-
ious disambiguation scenarios, including fine- and coarse-grained settings (Section 3.4).
This quantitative analysis is followed by an analysis of layer-wise representations
(Section 3.4.5) and performance per word categories (parts of speech, Section 3.4.6).

3.1 Sense Inventories

Given that WSD is usually tied with sense inventories, we briefly describe existing sense
inventories that are also used in our experiments. The main sense inventory for WSD
research in English is the Princeton WordNet (Fellbaum 1998). The basic constituents
of this expert-made lexical resource are synsets, which are sets of synonymous words
that represent unique concepts. A word can belong to multiple synsets denoting to its
different meanings. Version 3.0 of the resource, which is used in our experiments, covers
147,306 words and 117,659 synsets.7 WordNet is also available for languages other than
English through the Open Multilingual WordNet project (Bond and Foster 2013) and
related efforts.

Other common-sense inventories are Wikipedia and BabelNet. The former is gener-
ally used for Entity Linking or Wikification (Mihalcea and Csomai 2007), in which the
Wikipedia pages are considered as concept or entities to be linked in context. On the
other hand, BabelNet (Navigli and Ponzetto 2012) is a merger of WordNet, Wikipedia,
and several other lexical resources, such as Wiktionary and OmegaWiki. One of the key

6 By analogy to NP-completeness, the most difficult problems are referred to as AI-complete, implying that
solving them is equivalent to solving the central artificial intelligence problem.

7 There are several other variants of WordNet available, either the newer v3.1, which is slightly different
from the former version, or other non-Princeton versions that improve coverage, such as WordNet 2020
(McCrae et al. 2020) or CROWN (Jurgens and Pilehvar 2015). We opted for v3.0 given that it is the widely
used inventory according to which most existing benchmarks are annotated.
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features of this resource is its multilinguality, highlighted by the 500 languages covered
in its most recent release (version 5.0).

3.2 WSD Paradigms

WSD approaches are traditionally categorized as knowledge-based and supervised.
The latter makes use of sense-annotated data for its training whereas the former ex-
ploits sense inventories, such as WordNet, for the encoded knowledge, such as sense
glosses (Lesk 1986; Banerjee and Pedersen 2003; Basile, Caputo, and Semeraro 2014),
semantic relations (Agirre, de Lacalle, and Soroa 2014; Moro, Raganato, and Navigli
2014), or sense distributions (Chaplot and Salakhutdinov 2018). Supervised WSD has
been shown to clearly outperform the knowledge-based counterparts, even before the
introduction of pretrained language models (Raganato, Camacho-Collados, and Navigli
2017). Large pretrained language models have further provided improvements, with
BERT-based models currently approaching human-level performance (Loureiro and
Jorge 2019a; Vial, Lecouteux, and Schwab 2019; Huang et al. 2019; Bevilacqua and
Navigli 2020; Blevins and Zettlemoyer 2020). A third category of WSD techniques, called
hybrid, has recently attracted more attention. In this approach, the model benefits from
both sense-annotated instances and knowledge encoded in sense inventories.8 Most of
the recent state-of-the-art approaches can be put in this category.

3.3 Language Models for WSD

In the context of Machine Translation (MT), a language model is a statistical model that
estimates the probability of a sequence of words in a given language. Recently, the scope
of LMs has gone far beyond MT and generation tasks. This is partly due to the intro-
duction of Transformers (Vaswani et al. 2017), attention-based neural architectures that
have proven immense potential in capturing complex and nuanced linguistic knowl-
edge. In fact, despite their recency, Transformer-based LMs dominate most language
understanding benchmarks, such as GLUE (Wang et al. 2018) and SuperGLUE (Wang
et al. 2019).

There are currently two popular varieties of Transformer-based Language Models
(LMs), differentiated most significantly by their choice of language modeling objective.
There are causal (or left-to-right) models, epitomized by GPT-3 (Brown et al. 2020),
where the objective is to predict the next word, given the past sequence of words.
Alternatively, there are masked models, where the objective is to predict a masked
(i.e., hidden) word given its surrounding words, traditionally known as the Cloze task
(Taylor 1953), of which the most prominent example is BERT. Benchmark results re-
ported in Devlin et al. (2019) and Brown et al. (2020) show that masked LMs are pre-
ferred for semantic tasks, whereas causal LMs are more suitable for language generation
tasks. As a potential explanation for the success of BERT-based models, Voita, Sennrich,
and Titov (2019) present empirical evidence suggesting that the masked LM objective
induces models to produce more generalized representations in intermediate layers.

In our experiments, we opted for the BERT (Devlin et al. 2019) and ALBERT (Lan
et al. 2020) models given their prominence and popularity. Nonetheless, our empirical

8 Note that knowledge-based WSD systems might benefit from sense frequency information obtained from
sense-annotated data, such as SemCor. Given that such models do not incorporate sense-annotated
instances, we do not categorize them as hybrid.
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analysis could be applied to other pretrained language models as well (e.g., Liu et al.
2019b; Raffel et al. 2020). Our experiments focus on two dominant WSD approaches
based on language models: (1) Nearest Neighbors classifiers based on features extracted
from the model (Section 3.3.1), and (2) fine-tuning of the model for WSD classification
(Section 3.3.2). In the following we describe the two strategies.

3.3.1 Feature Extraction. Neural LMs have been utilized for WSD, even before the in-
troduction of Transformers, when LSTMs were the first choice for encoding sequences
(Melamud, Goldberger, and Dagan 2016; Yuan et al. 2016; Peters et al. 2018a). In this
context, LMs were often used to encode the context of a target word, or in other
words, generate a contextual embedding for that word. Allowing for various sense-
inducing contexts to produce different word representations, these contextual embed-
dings proved more suitable for lexical ambiguity than conventional word embeddings
(e.g., Word2vec).

Consequently, Melamud, Goldberger, and Dagan (2016), Yuan et al. (2016), and
Peters et al. (2018a) independently demonstrated that, given sense-annotated corpora
(e.g., SemCor), it is possible to compute an embedding for a specific word sense as
the average of its contextual embeddings. Sense embeddings computed in this manner
serve as the basis for a series of WSD systems. The underlying approach is straight-
forward: Match the contextual embedding of the word to be disambiguated against its
corresponding pre-computed sense embeddings. The matching is usually done using
a simple k Nearest Neighbors (NN) (often with k = 1) classifier; hence, we refer to this
feature extraction approach as 1NN in our experiments. A simple 1NN approach based
on LSTM contextual embeddings proved effective enough to rival the performance of
other systems using task-specific training, such as Raganato, Delli Bovi, and Navigli
(2017), despite using no WSD specific modeling objectives. Loureiro and Jorge (2019a,
LMMS) and Wiedemann et al. (2019) independently showed that the same approach
using contextual embeddings from BERT could in fact surpass the performance of
those task-specific alternatives. Loureiro and Jorge (2019a) also explored a propaga-
tion method using WordNet to produce sense embeddings for senses not present in
training data (LMMS1024) and a variant that introduced information from glosses into
the same embedding space (LMMS2048). Similar methods have been also introduced for
larger lexical resources such as BabelNet, with similar conclusions (Scarlini, Pasini, and
Navigli 2020a, SensEmBERT).

There are other methods based on feature extraction that do not use 1NN for making
predictions. Vial, Lecouteux, and Schwab (2019, Sense Compression) used contextual
embeddings from BERT as input for additional Transformer encoder layers with a soft-
max classifier on top. Blevins and Zettlemoyer (2020) also experimented with a baseline
using the final states of a BERT model with a linear classifier on top. Finally, the solution
by Bevilacqua and Navigli (2020) relied on an ensemble of sense embeddings from
LMMS and SensEmBERT, along with additional resources, to train a high performance
WSD classifier.

3.3.2 Fine-Tuning. Another common approach to benefiting from contextualized lan-
guage models in downstream tasks is fine-tuning. For each target task, it is possible
to simply plug in the task-specific inputs and outputs into pretrained models, such as
BERT, and fine-tune all or part of the parameters end-to-end. This procedure adjusts
the model’s parameters according to the objectives of the target task, for example, the
classification task in WSD. One of the main drawbacks of this type of supervised model
is their need for building a model for each word, which is unrealistic in practice for
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all-words WSD. However, there are several successful WSD approaches in this category
that overcome this limitation in different ways. GlossBERT (Huang et al. 2019) uses
sense definitions to fine-tune the language model for the disambiguation task, simi-
larly to a text classification task. KnowBERT (Peters et al. 2019) fine-tunes BERT for
entity linking exploiting knowledge bases (WordNet and Wikipedia) as well as sense
definitions. BEM (Blevins and Zettlemoyer 2020) proposes a bi-encoder method that
learns to represent sense embeddings leveraging sense definitions while performing
the optimization jointly with the underlying BERT model.

3.4 Evaluation in Standard Benchmarks

In our first experiment, we perform a quantitative evaluation on the unified WSD
evaluation framework (Section 3.4.3), which verifies the extent to which a model can
distinguish between different senses of a word as defined by WordNet’s inventory.

3.4.1 BERT Models. For this task we use a NN strategy (1NN henceforth) that has
been shown to be effective with pretrained language models, both for LSTMs and
more recently for BERT (see Section 3.3.1). In particular, we used the cased base and
large variants of BERT released by Devlin et al. (2019), as well as the xxlarge (v2)
variant of ALBERT (Lan et al. 2020), via the Transformers framework (v2.5.1) (Wolf
et al. 2020). Following LMMS, we also average sub-word embeddings and represent
contextual embeddings as the sum of the corresponding representations from the final
four layers. However, here we do not apply the LMMS propagation method aimed at
fully representing the sense inventory, resorting to the conventional MFS fallback for
lemmas unseen during training.

3.4.2 Comparison Systems. In addition to BERT and ALBERT, we include results for 1NN
systems that exploit precomputed sense embeddings, namely, Context2vec (Melamud,
Goldberger, and Dagan 2016) and ELMo (Peters et al. 2018a). Moreover, we include
results for hybrid systems, namely, supervised models that also make use of additional
knowledge sources (cf. Section 3.2), particularly semantic relations and textual defini-
tions in WordNet. Besides the models already discussed in Sections 3.3.1 and 3.3.2, we
also report results from additional hybrid models. Raganato, Delli Bovi, and Navigli
(2017, Seq2Seq) trained a neural BiLSTM sequence model with losses specific not only
to specific senses from SemCor but also part-of-speech tags and WordNet supersenses.
EWISE (Kumar et al. 2019), which inspired EWISER (Bevilacqua and Navigli 2020), also
uses a BiLSTM to learn contextual representations that can be matched against sense
embeddings learned from both sense definitions and semantic relations.

For completeness we also add some of the best linear supervised baselines, namely,
IMS (Zhong and Ng 2010) and IMS with embeddings (Zhong and Ng 2010; Iacobacci,
Pilehvar, and Navigli 2016, IMS+emb), which are Support Vector Machine (SVM)
classifiers based on several manually curated features. Finally, we report results for
knowledge-based systems (KB) that mainly rely on WordNet: Leskext+emb (Basile,
Caputo, and Semeraro 2014), Babelfy (Moro, Raganato, and Navigli 2014), UKB (Agirre,
López de Lacalle, and Soroa 2018), and TM (Chaplot and Salakhutdinov 2018). More
recently, SyntagRank (Scozzafava et al. 2020) showed best KB results by combining
WordNet with the SyntagNet (Maru et al. 2019) database of syntagmatic relations. How-
ever, as discussed in Section 3.2, we categorize these as knowledge-based because they
do not directly incorporate sense-annotated instances as their source of knowledge.
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Table 1
F-Measure performance on the unified WSD evaluation framework (Raganato,
Camacho-Collados, and Navigli 2017) for three classes of WSD models (i.e., knowledge-based
[KB], supervised, and hybrid), and for two sense specification settings (i.e., fine-grained [FN]
and coarse-grained [CS]. Results marked with * make use of SE07/SE15 as development set.
Systems marked with † rely on external resources other than WordNet. The results from
complete rows were computed by ourselves given the system outputs, while those from
incomplete rows were taken from the original papers.

Type System SE2 SE3 SE07 SE13 SE15 ALL

FN CS FN CS FN CS FN CS FN CS FN CS
Leskext+emb 63.0 74.9 63.7 75.5 56.7 71.6 66.2 77.4 64.6 73.9 63.7 75.3
Babelfy† 67.0 78.4 63.5 77.5 51.6 68.8 66.4 77.0 70.3 79.1 65.5 77.3

KB TM 69.0 � 66.9 � 55.6 � 65.3 � 69.6 � 66.9 �
UKB 68.8 81.2 66.1 78.1 53.0 70.8 68.8 79.1 70.3 77.4 67.3 78.7
SyntagRank 71.6 � 72.0 � 59.3 � 72.2 � 75.8 � 71.7 �

Su
pe

rv
is

ed

SVM IMS 70.9 81.5 69.3 80.8 61.3 74.3 65.3 77.4 69.5 75.7 68.4 79.1
IMS+emb 72.2 82.8 70.4 81.5 62.6 75.8 65.9 76.9 71.5 76.7 69.6 79.8

1NN

Context2vec 71.8 82.6 69.1 80.5 61.3 74.5 65.6 78.0 71.9 76.6 69.0 79.7
ELMo 71.6 82.8 69.6 80.9 62.2 74.7 66.2 77.7 71.3 77.0 69.0 79.6
BERT-Base 75.5 84.9 71.5 81.4 65.1 78.9 69.8 82.1 73.4 78.1 72.2 82.0
BERT-Large 76.3 84.8 73.2 82.9 66.2 80.0 71.7 83.1 74.1 79.1 73.5 82.8
ALBERT-XXL 76.6 85.6 73.1 82.6 67.3 80.1 71.8 83.5 74.3 78.3 73.7 83.0

Seq2Seq Att+Lex+PoS 70.1 � 68.5 � 63.1* � 66.5 � 69.2 � 68.6* �
Sense Compr. Ens. 79.7 � 77.8 � 73.4 � 78.7 � 82.6 � 79.0 �
LMMS 1024 75.4 � 74.0 � 66.4 � 72.7 � 75.3 � 73.8 �
LMMS 2048 76.3 84.5 75.6 85.1 68.1 81.3 75.1 86.4 77.0 80.8 75.4 84.4

Hybrid EWISE 73.8 � 71.1 � 67.3* � 69.4 � 74.5 � 71.8* �
KnowBert† WN+WK 76.4 85.6 76.0 85.1 71.4 82.6 73.1 83.8 75.4 80.2 75.1 84.1
GlossBERT 77.7 � 75.2 � 72.5* � 76.1 � 80.4 � 77.0* �
BEM 79.4 � 77.4 � 74.5* � 79.7 � 81.7 � 79.0* �
EWISER† 80.8 � 79.0 � 75.2 � 80.7 � 81.8* � 80.1* �

� MFS Baseline 65.6 77.4 66.0 77.8 54.5 70.6 63.8 74.8 67.1 75.3 64.8 76.2

3.4.3 Data Sets: Unified WSD Benchmark. Introduced by Raganato, Camacho-Collados,
and Navigli (2017) as an attempt to construct a standard evaluation framework for
WSD, the unified benchmark comprises five data sets from Senseval/SemEval work-
shops (see Section 2.3).9 The framework provides 7,253 test instances for 4,363 sense
types. In total, around 3,663 word types are covered with an average polysemy of 6.2
and across four parts of speech: nouns, verbs, adjectives, and adverbs.

Note that the data sets are originally designed for the fine-grained WSD setting.
Nonetheless, in addition to the fine-grained setting, we provide results on the coarse-
grained versions of the same test sets. To this end, we merged those senses that belonged
to the same domain according to CSI (Coarse Sense Inventory) domain labels from
Lacerra et al. (2020).10 With this coarsening, we can provide more meaningful compar-
isons and draw interpretable conclusions. Finally, we followed the standard procedure
and trained all models on SemCor (Miller et al. 1993).

3.4.4 Results. Table 1 shows the results11 of all comparison systems on the unified WSD
framework, both for fine-grained (FN) and coarse-grained (CS) versions. The LMMS2048

9 Data set downloaded from http://lcl.uniroma1.it/wsdeval/.
10 CSI domains downloaded from http://lcl.uniroma1.it/csi.
11 SensEmBERT not included because it is only applicable to the noun portions of these test sets.
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hybrid model, which is based on the 1NN BERT classifier, is the best-performer based
solely on feature extraction. The latest fine-tuning hybrid solutions, particularly BEM
and EWISER, show overall best performance, making the case for leveraging glosses
and semantic relations to optimize pretrained weights for the WSD task. Generally,
all BERT-based models achieve fine-grained results that are in the same ballpark as
human average inter-annotator agreements for fine-grained WSD, which ranges from
64% and 80% in the three earlier data sets of this benchmark (Navigli 2009). In the
more interpretable coarse-grained setting, LMMS achieves a score of 84.4%, similar to
the other BERT-based models, which surpass 80%. The remaining supervised models
perform roughly equal, marginally below 80% and clearly underperformed by BERT-
based models.

3.4.5 Layer Performance. Current BERT-based 1NN WSD methods (see Section 3.3.1),
such as LMMS and SensEmBERT, apply a pooling procedure to combine represen-
tations extracted from various layers of the model. The convention is to sum the
embeddings from the last four layers, following the Named Entity Recognition exper-
iments reported by Devlin et al. (2019). It is generally understood that lower layers
are closer to their static representations (i.e., initialization) and, conversely, upper lay-
ers better match the modeling objectives (Tenney, Das, and Pavlick 2019). Still, Reif
et al. (2019) have shown that this relation is not monotonic when it comes to sense
representations from BERT. Additional probing studies have also pointed to irregular
progression of context-specificity and token identity across the layers (Ethayarajh
2019; Voita, Sennrich, and Titov 2019), two important pre-requisites for sense
representation.

Given our focus on measuring BERT’s adeptness for WSD, and the known vari-
ability in layer specialization, we performed an analysis to reveal which layers produce
representations that are most effective for WSD. This analysis involved obtaining sense
representations learned from SemCor for each layer individually using the process
described in Section 3.3.1.

Figure 1 shows the performance of each layer using a restricted version of the MASC
corpus (Ide et al. 2008) as a validation set where only annotations for senses that occur
in SemCor are considered. Any sentence that contained annotations for senses not oc-
curring in SemCor was removed, restricting this validation set to 14,645 annotations out
of 113,518. We restrict the MASC corpus so that our analysis is not affected by strategies
for inferring senses (e.g., Network Propagation) or fallbacks (e.g., Most Frequent Sense).
This restricted version of MASC is based on the release introduced in Vial, Lecouteux,
and Schwab (2018), which mapped annotations to Princeton WordNet (3.0).

Similarly to Reif et al. (2019), we find that lower layers are not as effective for
disambiguation as upper layers. However, our experiment specifically targets WSD
and its results suggest a different distribution of the best performing layers than
those reported by Reif et al. (2019). Nevertheless, this analysis shows that the current
convention of using the sum of the last four layers for sense representations is sensible,
even if not optimal.

Several model probing works have revealed that the scalar mixing method in-
troduced by Peters et al. (2018a) allows for combining information from all layers
with improved performance on lexico-semantic tasks (Liu et al. 2019a; Tenney et al.
2019; de Vries, van Cranenburgh, and Nissim 2020). However, scalar mixing essentially
involves training a learned probe, which can limit attempts at analyzing the inherent
semantic space represented by NLMs (Mickus et al. 2020).
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Figure 1
F-measure performance on a restricted version of the MASC corpus (Ide et al. 2008) for
representations derived from individual layers of the two BERT models used in our
experiments.

Table 2
F-Measure performance in the concatenation of all data sets of the unified WSD evaluation
framework (Raganato, Camacho-Collados, and Navigli 2017), split by part of speech. As in
Table 1 systems marked with † make use of external resources other than WordNet.

Type System Nouns Verbs Adjectives Adverbs

FN CS FN CS FN CS FN CS

KB
UKB 71.2 80.5 50.7 69.2 75.0 82.7 77.7 91.3
Leskext+emb 69.8 79.0 51.2 69.2 51.7 62.4 80.6 92.8
Babelfy† 68.6 78.9 49.9 67.6 73.2 82.1 79.8 91.6

Su
pe

rv
is

ed 1NN

Context2vec 71.0 80.5 57.6 72.9 75.2 83.1 82.7 92.5
ELMo 70.9 80.0 57.3 73.5 77.4 85.4 82.4 92.8
BERT-Base 74.0 83.0 61.7 75.3 77.7 84.9 85.8 93.9
BERT-Large 75.1 83.7 63.2 76.6 79.5 85.4 85.3 94.2

SVM IMS 70.4 79.4 56.1 72.5 75.6 84.1 82.9 93.1
IMS+emb 71.9 80.5 56.9 73.1 75.9 83.8 84.7 93.4

Hybrid LMMS2048 78.0 86.2 64.0 76.5 80.7 86.7 83.5 92.8
KnowBert† WN+WK 77.0 85.0 66.4 78.8 78.3 86.1 84.7 93.9

� MFS Baseline 67.6 77.0 49.6 67.2 73.1 82.0 80.5 92.9

3.4.6 Analysis by part of speech. Table 2 shows the results of BERT and the comparison
systems by part of speech.12 The results clearly show that verbs are substantially more
difficult to model, which corroborates the findings of Raganato, Camacho-Collados, and
Navigli (2017), while adverbs are the least problematic in terms of disambiguation. For
example, in the fine-grained setting, BERT-Large achieves an overall F1 of 75.1% on
nouns vs. 63.2% on verbs (85.3% on adverbs). The same trend is observed for other

12 For this table we only included systems for which we received access to their system outputs.
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models, including hybrid ones. This may also be related to the electrophysiological
evidence suggesting that humans process nouns and verbs differently (Federmeier
et al. 2000). Another more concrete reason for this gap is due to the fine granularity
of verb senses in WordNet. For instance, the verb run has 41 sense entries in WordNet,
twelve of which denote some kind of motion.

The coarsening of sense inventory does help in bridging this gap, with the best mod-
els performing in the 75% ballpark. Nonetheless, the lower performance is again found
in verb instances, with noun, adjective, and adverb performance being above 80% on the
BERT-based models (above 90% in the case of adverbs). One problem with the existing
coarsening methods is that they usually exploit domain-level information, whereas in
some cases verbs do not belong to clear domains. For our example verb run, some of
the twelve senses denoting motion are clustered into different domains, which eases the
task for automatic models due to having fewer number of classes. However, one could
argue that this clustering is artificial as all senses of the verb belong to the same domain.

Indeed, while the sense clustering provided by CSI (Lacerra et al. 2020) covers
all PoS categories, it extends BabelDomains (Camacho-Collados and Navigli 2017),
a domain clustering resource that covers mainly nouns. Although out of scope for
this article, in the future it would be interesting to investigate verb-specific clustering
methods (e.g., Peterson and Palmer 2018).

In the remainder of this article we focus on noun ambiguity, and check the extent
to which language models can solve coarse-grained WSD in ideal settings. In Section 7,
we extend the discussion about sense granularity in WSD.

4. CoarseWSD-20 Data Set

Standard WSD benchmarks mostly rely on WordNet. This makes the evaluations
carried out on these data sets and the conclusions drawn from them specific to this
resource only. Moreover, sense distinctions in WordNet are generally known to be too
fine-grained (see more details about the fine granularity of WordNet in the discussion
of Section 7) and annotations are scarce given the knowledge-acquisition bottleneck
(Gale, Church, and Yarowsky 1992a; Pasini 2020). This prevents us from testing the
limits of language models in WSD, which is one of the main motivations of this article.

To this end, we devise a new data set, CoarseWSD-20 henceforth, in an attempt
to solve the aforementioned limitations. CoarseWSD-20 aims to provide a benchmark
for the qualitative analysis of certain types of easily interpretable sense distinctions.
Our data set also serves as a tool for testing the limits of WSD models in ideal training
scenarios (i.e., with plenty of training data available per word).

In the following we describe the procedure we followed to construct CoarseWSD-
20 (Section 4.1). Then, we present an estimation of the human performance (Section 4.2)
and outline some relevant statistics (Section 4.3). Finally, we discuss the out-of-domain
test set we built as a benchmark for experiments in Section 5.3.

4.1 Data Set Construction

CoarseWSD-20 targets noun ambiguity13 for which, thanks to Wikipedia, data is more
easily available. The data set focuses on the coarse-grained disambiguation setting,

13 There are arguably more types of ambiguity, including word categories (e.g., play as a noun or as a verb).
Nevertheless, this type of ambiguity can be solved to a good extent by using state-of-the-art PoS taggers,
which are able to achieve performances above 97% for English in general settings (Akbik, Blythe, and
Vollgraf 2018).
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which is more interpretable by humans (Lacerra et al. 2020). To this end, 20 words14

and their corresponding senses were selected by a group of two expert computational
linguists in order to provide a diverse data set. Wikipedia15 was used as reference
inventory and corpus. In this case, each Wikipedia page corresponds to an unambigu-
ous sense. Sentences where a given Wikipedia page is referred to via a hyperlink are
considered to be its corresponding sense-annotated sentences. The process to select 20
ambiguous words and their corresponding sense-annotated sentences was as follows:

1. A larger set of a few hundred ambiguous words that had a minimum of 30
occurrences16 (i.e., sentences where one of their senses is referred to via a
hyperlink) was selected.

2. Two experts selected 20 words based on a variety of criteria: type of
ambiguity (e.g., spanning across domains or not), polysemy, overall
frequency, distribution of instances across senses of the word, and
interpretability. This process was performed semi-automatically, as
initially the experts filtered words and senses manually providing a
reduced set of words and associated senses. The main goal of this filtering
was to discard those senses that were not easily interpretable or
distinguishable by humans.

Once these 20 words were selected, we tokenized and lowercased the English
Wikipedia and extracted all sentences that contained them and their selected senses
as hyperlinks. All sentences were then semi-automatically verified so as to remove
duplicate and noisy sentences. Finally, for each word we created a single data set based
on a standard 60/40 train/test split.

4.2 Human Performance Estimation

As explained earlier this WSD data set was designed to be simple for humans to
annotate. In other words, the senses considered for CoarseWSD-20 are easily inter-
pretable. As a sanity check, we performed a disambiguation exercise with 1,000 in-
stances randomly sampled from the test set (50 for each word). Four annotators17 were
asked to disambiguate a given target word in context using the CoarseWSD-20 sense
inventory. Each annotator completed the task for five words. In the following section
we provide details of the results of this annotation exercise, as well as general statistics
of CoarseWSD-20.

4.3 Statistics

Table 3 shows the list of words, their associated senses, and the frequency of each
word sense in CoarseWSD-20, along with the ratio of the first sense with respect to

14 The main justification to select 20 words (and no more) was the extent of experiments and the
computation required to run a deep qualitative analysis (see Section 5.1). A larger number of words
would have prevented us from running the analyses at the depth we envisaged: 20 provided a good
trade-off between having a heterogeneous set of words and a deep qualitative analysis.

15 We used the Wikipedia dump of May 2016.
16 This threshold was selected for the goal of testing the language models under close-to-ideal conditions. A

real setting should also include senses with even lower frequency, the so-called long tail (Ilievski, Vossen,
and Schlobach 2018; Blevins and Zettlemoyer 2020), which would clearly harm automatic models.

17 All annotators were fluent English speakers and understood the predefined senses for their assigned
words.
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Table 4
Statistics of the out of domain data set. The two rightmost columns show the number of
instances for each of the seven words and their distribution across senses.

Polysemy Normalized entropy No. of instances Sense distribution
bank 2 0.87 48 34/14
chair 2 0.47 40 4/36
pitcher 2 0.52 17 15/2
pound 2 0.43 46 42/4
spring 3 0.63 31 3/24/4
square 3 0.49 26 22/2/2
club 2 0.39 13 12/1

the rest (F2E), normalized entropy18 (Ent.), and an estimation of the human accuracy
(see Section 4.2). The number of senses per word varies from 2 to 5 (11 words with two
associated senses, 6 with three, 2 with four, and 1 with five) while the overall frequency
ranges from 110 instances (68 for training) for digit to 9,240 (6,421 for training) for
pitcher. As for the human performance, we can see how annotators did not have special
difficulty in assigning the right sense for each word in context. Annotators achieve an
accuracy of over 96% in all cases except for a couple of senses with slightly finer-grained
distinctions such as club and bass.

Normalized entropy ranges from 0.04 to 0.99 (higher entropy shows more balanced
sense distribution). While some words contain a roughly balanced distribution of
senses (e.g., crane or java), other words’ distribution are highly skewed (see normalized
entropy values, e.g., for pitcher or bank).

Finally, in the Appendix we include more information for each of the senses avail-
able in CoarseWSD-20, including definitions and an example sentence from the data set.

4.4 Out of Domain Test Set

The CoarseWSD-20 data set was constructed exclusively based on Wikipedia. Therefore,
the variety of language present in the data set might be limited. To verify the robustness
of WSD models in a different setting, we constructed an out-of-domain test set from
existing WordNet-based data sets.

To construct this test set, we leveraged BabelNet mappings from Wikipedia to
WordNet (Navigli and Ponzetto 2012) to link the Wikipedia-based CoarseWSD-20 to
WordNet senses. After a manual verification of all senses, we retrieved all sentences
containing one of the target words in either SemCor (Miller et al. 1993) or any of the
Senseval/SemEval evaluation data sets from Raganato, Camacho-Collados, and Navigli
(2017). Finally, we only kept those target words for which all the associated senses were
present in the WordNet-based sense annotated corpora and occurred at least 10 times.
This resulted in a test set with seven target words (i.e., bank, chair, pitcher, pound,
spring, square, and club). Table 4 shows the relevant statistics of this out-of-domain
test set.

18 Computed as
P

fi log( fi ) normalized by log(n) where n is the number of senses.
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5. Evaluation

In this section we report on our quantitative evaluation in the coarse-grained WSD
setting on CoarseWSD-20. We describe the experimental setting in Section 5.1 and then
present the main results on CoarseWSD-20 (Section 5.2) and the out-of-domain test set
(Section 5.3).

5.1 Experimental Setting

CoarseWSD-20 consists of 20 separate sets, each containing sentences for different
senses of the corresponding target word. Therefore, the evaluation can be framed as a
standard classification task for each word.

Given the classification nature of the CoarseWSD-20 data sets, we can perform
experiments with our 1NN BERT system and compare it with a standard fine-tuned
BERT model (see Section 3.3 for more details on the LM-based WSD approaches).
Note that fine-tuning for individual target words results in many models (one per
word). Therefore, this setup would not be computationally feasible in a general WSD
setting, as the number of models would approach the vocabulary size. However, in
our experiments we are interested in verifying the limits of BERT, without any other
confounds or model-specific restrictions.

To ensure that our conclusions are generalizable, we also report 1NN and fine-
tuning results using ALBERT. In spite of substantial operational differences, BERT and
ALBERT have the most similar training objectives and tokenization methods out of
several other prominent Transformer-based models (Yang et al. 2019; Liu et al. 2019b),
thus being the most directly comparable. Given the similar performance between
BERT-Large and ALBERT-XXLarge on the main CoarseWSD-20 data set, we proceed
with further experiments using only BERT.

We also include two FastText linear classifiers (Joulin et al. 2017) as baselines: FTX-B
(base model without pretrained embeddings) and FTX-C (using pretrained embeddings
from Common Crawl). We chose FastText as the baseline given its efficiency and com-
petitive results for sentence classification.

Configuration. Our experiments with BERT and ALBERT used the Transformers frame-
work (v2.5.1) developed by Wolf et al. (2020), and we used the uncased pretrained base
and large models released by Devlin et al. (2019) for BERT, and the xxlarge (v2) models
released by Lan et al. (2020) for ALBERT. We use the uncased variants of Transform-
ers models to match the casing in CoarseWSD-20 (except for ALBERT, which is only
available in cased variants). Following previous feature extraction works (including our
experiment in Section 3.4.1), with CoarseWSD-20 we also average sub-word representa-
tions and use the sum of the last four layers when extracting contextual embeddings. For
fine-tuning experiments, we used a concatenation of the average embedding of target
word’s sub-words with the embedding of the [CLS] token, and fed them to a classifier.
We used the same default hyper-parameter configuration for all the experiments. Given
the fluctuation of results with fine-tuning, all the experiments are based on the aver-
age of three independent runs. Our experiments with FastText used the official pack-
age19 (v0.9.1), with FastText-Base corresponding to the default supervised classification
pipeline using randomly-initialized vectors, and FastText-Crawl corresponding to the

19 https://fasttext.cc/.
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same pipeline but starting with pretrained 300-dimensional vectors based on Common
Crawl. Following Joulin et al. (2017), classification with FastText is performed using
multinominal logistic regression and averaged sub-word representations.

Evaluation Measures. In a classification setting, the performance of a model is measured
by various metrics, among which precision, recall, and F-score are the most popular.
Let TPi (true-positive) and FPi (false-positive) be the number of instances correctly /
incorrectly classified as class ci, respectively. Also, let TNi (true-negative) and FNi (false-
negative) be the number of instances correctly / incorrectly classified as class cj for any
j 6= i. Therefore, for class ci, precision Pi and recall Ri are defined as follows:

Pi =
TPi

TPi + FPi
(1) Ri =

TPi
TPi + FNi

(2)

In other words, precision is the fraction of relevant instances among the retrieved
instances, and recall is the fraction of the total number of relevant instances that were
actually retrieved. The F-score Fi for class ci is then defined as the harmonic mean of its
precision and recall values:

Fi =
2

P�1
i + R�1

i
= 2 Pi.Ri

Pi + Ri
(3)

In order to have a single value to measure the overall performance of the model, we
can take the weighted average of these computed values over all the classes, which
is referred to as average micro, if the weights are set to be the number of instances
for each class, and macro if the weights are set to be equal. For our experiments we
mainly report Macro-F1 and Micro-F1.

Number of Experiments. To provide an idea of the experiments run on (including the
analysis in Section 6), in the following we detail the number of computations required.
We evaluated six models, each of them trained and tested separately for each word
(there are twenty of them). The same models are also trained with balanced data sets
(Section 6.2.1). In total, 240 models trained and tested for the main results (excluding
multiple runs). Then, the computationally more demanding models (BERT-Large) are
also evaluated on the out-of-domain test set, and trained with different training data
sizes (Section 6.2.2) and with fixed number of examples (Section 6.3). In the latter case,
BERT-base and FastText models are also considered (sometimes with multiple runs).
As a rough estimate, all the experiments took over 1,500 hours on a Tesla K80 GPU.
These experiments do not include the experiments run in the standard benchmarks
(Section 3.4) and all the extra analyses and prior experimental tests that did not make it
into the article.

5.2 Results

Word-specific results for different configurations of BERT and ALBERT as well as the
FastText baseline are shown in Table 5. In general, results are high for all Transformer-
based models, over 90% in most cases. This reinforces the potential of language models
for WSD, both in its light-weight 1NN and in the fine-tuning settings. Although
BERT-Large slightly improves over BERT-Base, the performance of the former is very
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Table 5
Micro-F1 (top) and macro-F1 (bottom) performance on the full CoarseWSD-20 data set for eight
different models: FastText-Base (FTX-B) and -Crawl (FTX-C), 1NN and fine-tuned BERT-Base
(BRT-B), -Large (BRT-L), and ALBERT-XXL (ALBRT). An estimation of the human performance
(see Section 4.2 for more details) and the most frequent sense (MFS) baseline are also reported
for each word. Rows in each table are sorted by the entropy of sense distribution (see Table 3),
in descending order. Table cells are highlighted (from red to green) for better interpretability.

Word Human MFS Static emb. 1NN Fine-tune

FTX-B FTX-C BRT-B BRT-L ALBRT BRT-B BRT-L ALBRT

Micro-F1 (Accuracy)

crane 98.0 51.6 91.7 94.9 93.6 96.8 98.1 97.5 98.1 96.8
java 100.0 61.2 98.8 99.4 99.6 99.6 99.6 99.7 99.7 99.5
apple 100 61.4 96.5 98.4 99.0 99.2 99.4 99.6 99.6 99.3
mole 98.0 37.4 87.4 93.2 97.1 98.5 98.1 98.9 98.9 98.5
spring 100 51.6 91.9 94.5 97.4 97.8 99.3 98.0 98.3 98.2
chair 98.0 67.7 81.5 88.5 96.2 96.2 95.4 96.7 96.2 94.1
hood 98.0 57.3 80.5 89.0 98.8 100 98.8 98.0 99.6 98.8
seal 100 36.1 88.7 95.0 96.4 98.1 97.5 99.0 99.0 98.3
bow 98.0 54.4 89.8 95.8 96.3 95.3 96.7 97.5 98.5 97.7
club 86.0 53.5 79.2 80.7 81.2 85.1 82.7 85.2 84.7 84.3
trunk 100 61.0 84.4 90.9 96.1 98.7 98.7 97.8 98.3 99.1
square 96.0 49.8 87.0 90.3 95.2 96.1 94.2 95.8 95.7 96.5
arm 100 73.8 94.5 98.2 99.4 99.4 99.4 99.4 99.4 99.6
digit 100 78.6 92.9 100.0 100.0 100.0 100.0 99.2 100.0 100.0
bass 90.0 72.3 93.9 94.2 80.7 84.5 85.5 95.5 95.8 95.7
yard 100 84.7 86.1 94.4 76.4 88.9 93.1 98.6 99.5 99.5
pound 100 89.7 87.6 87.6 86.6 89.7 95.9 94.9 94.9 96.6
deck 96.0 92.9 91.9 93.9 89.9 91.9 94.9 96.6 95.3 97.0
bank 98.0 95.2 96.9 98.0 99.6 99.8 99.8 99.6 99.3 99.3
pitcher 100 99.5 99.6 99.7 99.9 99.9 100.0 100.0 100.0 99.8

AVG 66.5 90.0 93.8 94.0 95.8 96.4 97.4 97.5 97.4

Macro-F1

crane – 34.0 91.7 94.8 93.5 96.7 98.1 97.5 98.1 96.8
java – 38.0 98.7 99.4 99.7 99.6 99.6 99.7 99.7 99.5
apple – 38.1 96.2 98.1 99.0 99.1 99.3 99.6 99.6 99.3
mole – 10.9 84.4 91.0 97.6 99.0 98.4 98.9 99.2 98.8
spring – 22.7 91.1 94.9 97.4 97.8 99.2 97.8 98.1 98.2
chair – 40.4 79.5 86.5 94.7 94.7 94.7 96.1 95.5 93.3
hood – 24.3 70.5 83.2 98.5 100.0 98.5 97.8 99.6 98.3
seal – 13.3 72.7 92.6 97.3 98.5 98.1 98.9 98.6 97.9
bow – 23.5 83.3 93.7 97.0 95.7 97.3 97.5 98.6 96.8
club – 23.2 73.2 80.5 84.6 88.7 87.1 84.3 84.1 84.0
trunk – 25.3 76.0 85.9 97.9 99.3 99.3 97.6 98.0 99.0
square – 16.6 67.7 76.3 92.5 94.7 89.7 92.2 91.4 93.5
arm – 42.5 92.5 98.0 99.6 99.6 99.6 99.2 99.2 99.5
digit – 44.0 83.3 100.0 100.0 100.0 100.0 98.8 100.0 100.0
bass – 28.0 80.2 81.3 79.1 84.0 87.1 87.5 87.6 86.9
yard – 45.9 54.5 81.8 86.1 93.4 95.9 97.2 99.1 99.1
pound – 47.3 48.9 53.3 92.5 94.3 97.7 84.4 83.9 90.4
deck – 48.2 56.1 57.1 88.0 95.7 84.1 83.4 78.0 85.2
bank – 48.8 68.2 79.5 95.5 97.7 97.7 97.9 95.6 96.3
pitcher – 49.9 61.5 69.2 99.9 100.0 100.0 97.3 97.3 89.2

AVG – 33.2 76.5 84.9 94.5 96.4 96.1 95.2 95.1 95.1
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similar to that of ALBERT-XXL across different configurations, despite having differ-
ent architectures, number of parameters, and training objectives. Overall, performance
variations in different models are similar to those for the human baseline. For instance,
words such as java and digit seem easy for both humans and models to disambiguate,
whereas words such as bass and club are challenging perhaps because of their more fine-
grained distinctions.20 As a perhaps surprising result, having more training instances
does not necessarily lead to better performance, indicated by the very low Pearson
correlation (0.2 or lower) of the number of training instances with results in all BERT
configurations. Also, higher polysemy is not a strong indicator of lower performance
(see Table 4.3 for statistics of the 20 words, including polysemy), as one would expect
from a classification task with a higher number of classes (near zero average correlation
across settings). In the following we also discuss other relevant points with respect to
Most Frequent Sense (MFS) bias and fine-tuning.

MFS Bias. As expected, macro-F1 results degrade for the purely supervised classification
models (FastText and fine-tuned BERT), indicating the inherent sense biases captured
by the model that lead to lowered performance for the obscure senses (see the work by
Postma et al. (2016) for a more thorough analysis on this issue). However, BERT proves
to be much more robust with this respect whereas FastText suffers heavily (highlighted
in the macro setting).

Impact of Fine-Tuning. On average, fine-tuning improves the performance for BERT-
Large by 1.6 points in terms of micro-F1 (from 95.8% to 97.5%) but decreases on macro-
F1 (from 96.4% to 95.1%). While BERT-Base significantly correlates with BERT-Large
in the 1NN setting (Pearson correlation above 0.9 for both micro and macro), it has a
relatively low correlation with the fine-tuned BERT-Base (0.60 on micro-F1 and 0.75 on
macro-F1). The same trend is observed for BERT-Large, where the correlation between
fine-tuning and 1NN is 0.71 and 0.63 on micro-F1 and macro-F1, respectively. The
operating principles behind both approaches are significantly different, which may
explain this relatively low correlation. While fine-tuning is optimizing a loss function
during training, the 1NN approach is simply memorizing states. By optimizing losses,
fine-tuning is more susceptible to overfit on the MFS. In contrast, by memorizing states,
1NN models sense independently and disregard sense distributions entirely. These dif-
ferences can explain the main discrepancies between the two strategies, reflected for
both micro and macro scores (macro-F1 penalizes models that are not as good for less
frequent senses). The differences between 1NN and fine-tuned models will be analyzed
in more detail in our analysis section (Section 6).

In our error analysis we will show, among other things, that there are some cases
that are difficult even for humans to disambiguate, for example, the intended meaning
of apple (fruit vs. company) or club (nightclub vs. association) in the following contexts
taken from the test set: “it also likes apple” and “she was discovered in a club by the
record producer peter harris.”

20 Given that the human performance is estimated based on a small subset of the test set, and given the
skewed distribution of sense frequencies, macro-F1 values can be highly sensitive to less-frequent senses
(which might even have no instance in the subset); hence, we do not report macro-F1 for human
performance.
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5.3 Out of Domain

To verify the robustness of BERT and to see if the conclusions can be extended to
other settings, we carried out a set of cross-domain evaluations in which the same
BERT models (trained on CoarseWSD-20) were evaluated on the out-of-domain data
set described in Section 4.4.

Table 6 shows the results. The performance trend is largely in line with that pre-
sented in Table 5, with some cases even having higher performance in this out-of-
domain test set. Despite the relatively limited size of this test set, these results seem to
corroborate previous findings and highlight the generalization capability of language
models to perform WSD in different contexts. The fine-tuned version of BERT clearly
achieves the highest micro-F1 scores, in line with previous experiments. Perhaps more
surprisingly, BERT-Base 1NN achieves the best macro-F1 performance, also highlighting
its competitiveness with respect to BERT-Large in this setting. As explained before, the
1NN strategy seems less prone to biases than the fine-tuned model, and this experiment
shows the same conclusion extends to domain specificity as well, therefore the higher
figures according to the macro metric. Interestingly, BERT-Base produces better results
according to macro-F1 in the 1NN setting, despite lagging behind according to micro-
F1. This suggests that data-intensive methods (e.g., fine-tuning) do not generally lead
to significantly better results. Indeed, the results in Table 5 also confirm that the gains
using a larger BERT model are not massive.

6. Analysis

In this section we perform an analysis on different aspects relevant to WSD on the
CoarseWSD-20 data set. In particular, we first present a qualitative analysis on the
type of contextualized embeddings learned by BERT (Section 6.1) and then analyze
the impact of sense distribution of the training data (Section 6.2.1) as well as its size
(Section 6.3) on WSD performance. Finally, we carry out an analysis on the inherent
sense biases present in the pretrained BERT models (Section 6.4).

Table 6
Out-of-domain WSD results: Models trained on the CoarseWSD-20 training set and tested on the
out-of-domain test set.

Micro F1 Macro F1

1NN F-Tune 1NN F-Tune

BRT-B BRT-L BRT-B BRT-L BRT-B BRT-L BRT-B BRT-L
bank 97.9 100.0 92.4 93.1 96.4 100.0 89.8 90.5
chair 100.0 100.0 98.3 99.2 100.0 100.0 94.8 97.4
pitcher 82.4 100.0 100.0 100.0 90.0 100.0 100.0 100.0
pound 89.1 87.0 96.4 94.9 94.0 81.5 85.5 77.5
spring 100.0 96.8 94.6 96.8 100.0 91.7 91.2 90.5
square 73.1 73.1 93.6 96.2 89.4 89.4 83.2 92.6
club 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
AVG 91.8 93.8 96.5 97.2 95.7 94.7 92.1 92.6
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6.1 Contextualized Embeddings

The strong performance of the BERT-based 1NN WSD method reported for both fine
and coarse-grained WSD proves that the representations produced by BERT are
sufficiently precise to allow for effective disambiguation. Figures 2 and 3 illustrate
the 2-D semantic space for contextualized representations of two target words (square
and spring) in the test set. For each case, we applied the dimensionality technique that
produced the most interpretable visualization, considering UMAP (McInnes et al. 2018)
and Principal Component Analysis (PCA), although similar observations could be made
using either of these two techniques. BERT is able to correctly distinguish and place
most occurrences in distinct clusters. Few challenging exceptions exist, for example,
two geometric senses of square are misclassified as public-square, highlighted in the
figure (“... small square park located in ...” and “ ... the narrator is a square ...”). Another
interesting observation is for the season meaning of spring. BERT not only places all
the contextualized representations for this sense in the same proximity in the space,
it also makes a fine-grained distinction for the spring season of a specific year (e.g., “...
in spring 2005 ...”).

Beyond simply checking whether the nearest neighbor corresponds to the correct
sense, there is still the question of the extent to which these representations are differen-
tiated. In order to quantitatively analyze this, we plotted the distribution of cosine sim-
ilarities between the contextual embeddings of the target word (to be disambiguated)
from the test set and the closest predicted sense embedding learned from the training
set. In Figure 4 we grouped these similarities by correct and incorrect predictions,

Figure 2
2-D visualizations of contextualized representations for different occurrences of square in the
test set. While the company and public-square senses are grouped into distinct clusters, the
numerical and geometrical meanings mostly overlap. Using UMAP for dimensionality
reduction.
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Figure 3
2-D visualizations of contextualized representations for different occurrences of spring. A
fine-grained distinction can be observed for the season meaning of spring, with a distinct cluster
(on the right) denoting the spring of a specific year. Using PCA for dimensionality reduction.

Figure 4
Distribution of cosine similarities between contextual embeddings (BERT-Large) of words to be
disambiguated (in test set) and their corresponding closest sense embeddings learned from
training data, for each word in the CoarseWSD-20 data set, grouped by correct and incorrect
prediction.
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revealing substantially different distributions. While incorrect prediction spans across
the 0.5–0.9 interval, correct predictions are in the main higher than 0.75 for most words
(over 97% of all predictions using BERT-Large with similarity higher than 0.75 are
correct, for example). Consequently, this analysis also shows that a simple threshold
could be used for effectively discarding false matches, increasing the precision of 1NN
methods.

6.2 Role of Training Data

In order to gain insights on the role of training data, we perform two types of analysis:
(1) distribution of training data—in particular, a comparison between skewed and
balanced training sets (Section 6.2.1), and (2) the size of the training set (Section 6.2.2).

6.2.1 Distribution. To verify the impact of the distribution of the training data, we created
a balanced training data set for each word by randomly removing instances for the
more frequent senses in order to have a balanced distribution over all senses. Note that
the original CoarseWSD-20 data set has a skewed sense distribution, given that it is
constructed based on naturally occurring texts.

Table 7 shows the performance drop or increase when using a fully balanced
training set instead of the original CoarseWSD-20 skewed training set (tested on the
original skewed test set). Performance is generally similar across the two settings for
the less entropic words (on top) that tend to have more uniform distributions. For
the more entropic words (e.g., deck, bank, or pitcher), even though balancing the data

Table 7
Performance drop or increase when using a fully balanced training set instead of the original
CoarseWSD-20 skewed training set.

Micro F1 Macro F1

Static emb. 1NN F-Tune Static emb. 1NN F-Tune

FTX-B FTX-C BRT-B BRT-L BRT-B BRT-L FTX-B FTX-C BRT-B BRT-L BRT-B BRT-L
crane �3.8 0.0 0.6 0.0 0.0 0.0 �3.7 0.0 0.6 0.0 0.0 0.0
java �0.1 0.1 0.0 0.0 0.0 �0.1 �30.3 �15.1 0.1 0.0 0.0 �0.1
apple �0.2 �0.6 0.0 0.0 0.0 �0.1 0.4 �0.4 0.0 0.0 0.0 �0.1
mole �11.2 �1.5 0.0 0.0 �0.7 �0.7 �0.9 2.0 0.0 0.0 �0.5 �0.7
spring �5.0 �2.0 0.0 0.2 �1.1 �0.9 �12.3 1.5 �0.2 0.1 �1.0 �0.7
chair �6.2 �3.1 0.0 0.0 �1.0 0.3 �4.5 �2.3 0.0 0.0 �1.2 0.3
hood �7.3 �1.2 0.0 �1.2 �0.4 0.0 12.2 4.4 �0.8 �1.5 �0.9 �0.3
seal �23.1 �7.2 0.3 0.0 �2.9 �0.7 �9.0 �11.5 0.2 0.0 �7.3 �2.4
bow �9.3 �3.7 0.0 0.0 �1.4 �0.8 �2.3 �2.0 0.0 0.0 �1.8 �1.5
club �16.8 �5.9 0.0 �1.5 �0.8 �3.0 �8.6 �0.6 �0.3 �1.5 �0.4 �2.4
trunk �13.0 �9.1 �3.9 0.0 �0.9 �1.7 �6.4 �4.3 �2.1 0.0 �0.9 �1.7
square �23.7 �8.2 �6.8 �7.7 �4.7 �1.3 1.4 9.6 �3.4 �3.9 �4.8 1.1
bfarm �2.4 �1.2 0.0 0.0 0.0 0.0 0.6 �0.8 0.0 0.0 0.0 0.0
digit �16.7 �7.1 0.0 0.0 0.8 0.0 1.5 �4.5 0.0 0.0 1.2 0.0
bass �9.1 �8.2 0.4 0.8 �5.1 �4.4 6.8 6.5 0.5 0.9 �5.6 �4.0
yard �12.5 �5.6 �2.8 �4.2 �6.0 �2.3 18.2 11.6 �1.6 �2.5 �8.9 �3.9
pound �34.0 �24.7 0.0 �1.0 �8.9 �1.4 18.5 36.7 7.5 �0.6 �8.8 2.0
deck �26.3 �9.1 �2.0 �1.0 �5.7 �3.7 12.3 28.1 �1.1 �0.5 �5.0 2.1
bank �17.4 �10.3 0.2 0.0 �2.6 �1.9 10.3 9.7 2.3 0.0 �10.6 �6.5
pitcher �13.0 �6.4 �0.1 0.0 �1.3 �0.4 16.8 22.4 0.0 0.0 �26.7 �12.7
AVG �12.6 �5.8 �0.7 �0.8 �2.1 �1.1 1.0 4.6 0.1 �0.5 �4.2 �1.6
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inevitably reduces the overall number of training instances to a large extent, it can result
in improved macro results for FastText, and even improved macro-recall results for fine-
tuning, as we will see in Table 8.

This can be attributed to the better encoding of the least frequent senses, which
corroborates the findings of Postma, Izquierdo Bevia, and Vossen (2016) for conven-
tional supervised WSD models, such as IMS or, in this case, FastText. In contrast, the
micro-averaged results clearly depend on accurately knowing the original distribution
in both the supervised and fine-tuning settings, as was also discussed in previous works
(Bennett et al. 2016; Pasini and Navigli 2018). Moreover, the feature extraction procedure
(1NN in this case) is much more robust to training distribution changes. Indeed, being
solely based on vector similarities, the 1NN strategy is not directly influenced by the
number of occurrences of each sense in the CoarseWSD-20 training set.

To complement these results, Table 8 shows the performance difference on the
MFS (Most Frequent Class) and LFS (Least Frequent Class) classes when using the
balanced training set. The most interesting takeaway from this experiment is the marked
difference between precision and recall for the LFS in entropic words (bottom). While
the recall of the BERT-Large fine-tuned model increases significantly (up to 52.4 points
in the case of deck), the precision decreases (e.g., �27.1 points for deck). This means that
the model is clearly less biased toward the MFS with a balanced training set, as we could
expect. However, the precision for LFS is also lower, due to the model’s lower sensi-
tivity for higher-frequency senses. In general, these results suggest that the fine-tuned

Table 8
Precision and recall drop or increase on the Most Frequent Sense (MFS) and Least Frequent
Sense (LFS) classes when using a fully balanced training set.

F-Tune (BRT-L) 1NN (BRT-L)

Precision Recall Precision Recall

MFS LFS MFS LFS MFS LFS MFS LFS
crane 0.4 �0.4 �0.4 0.4 0.0 0.0 0.0 0.0
java 0.0 �0.3 �0.2 0.0 0.0 0.0 0.0 0.0
apple �0.1 �0.1 �0.1 �0.2 0.0 0.0 0.0 0.0
mole �0.9 �0.8 �0.9 �1.5 0.0 0.0 0.0 0.0
spring �0.6 �1.0 �1.3 �1.4 0.0 0.6 0.0 0.0
chair 0.0 0.9 0.4 0.0 0.0 0.0 0.0 0.0
hood 0.7 0.0 0.0 �2.6 �2.1 0.0 0.0 0.0
seal �0.3 0.0 �0.5 0.0 0.0 0.0 0.0 0.0
bow 0.8 �1.0 �0.6 �1.4 0.0 0.0 0.0 0.0
club �3.4 �1.6 �2.2 �6.9 �3.9 0.0 0.9 �5.5
trunk 0.7 �7.4 �3.6 0.0 0.0 0.0 0.0 0.0
square 6.5 �0.5 �9.4 0.0 �0.4 0.0 �15.5 0.0
arm 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
digit 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
bass 2.5 �0.4 �8.6 �0.8 �0.7 1.8 0.7 1.1
yard 0.5 �14.0 �3.3 3.0 0.0 �7.9 �4.9 0.0
pound 4.0 �23.4 �5.8 36.7 �2.4 0.0 0.0 �1.1
deck 3.9 �27.1 �8.0 52.4 �2.9 0.0 0.0 �1.1
bank 0.8 �32.5 �2.8 15.2 0.0 0.0 0.0 0.0
pitcher 0.1 �46.0 �0.4 10.3 0.0 0.0 0.0 0.0
AVG 0.8 �7.8 �2.4 5.2 �0.6 �0.3 �0.9 �0.3
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Table 9
Macro- and micro-F1 % performance for the two BERT-Large models. The last two rows indicate
the F1 performance on the Most Frequent Sense (MFS) and Least Frequent Sense (LFS) classes.

Fine-Tuning (BRT-L) 1NN (BRT-L)

1% 5% 10% 25% 50% ALL% 1% 5% 10% 25% 50% ALL%
Macro 74.2 81.6 85.8 91.5 94.2 95.1 94.4 95.3 95.6 95.8 96.0 96.4
Micro 89.0 93.5 95.3 96.3 97.0 97.5 95.5 95.8 95.7 95.7 95.6 95.8

MFS 91.9 95.3 96.4 97.2 97.5 98.0 95.8 95.8 95.6 95.6 95.4 95.4
LFS 52.1 64.3 71.9 83.4 88.5 91.0 91.6 93.3 94.1 94.6 95.5 96.6

BERT model is overly sensitive to the distribution of the training data, while its feature
extraction counterpart suffers considerably less from this issue. In Section 6.4 we will
extend the analysis on the bias present in each of the models.

6.2.2 Size. We performed an additional experiment to investigate the impact of training
data size on the performance for the most and least frequent senses. To this end, we
shrank the training data set for all words, while preserving their original distribution.
Table 9 shows a summary of the aggregated micro-F1 and macro-F1 results, including
the performance on the most and least frequent senses.21 Clearly, the 1NN model per-
forms considerably better than fine-tuning in settings with low training data (e.g., 74.2%
to 94.4% macro-F1 with 1% of the training data). Interestingly, the 1NN’s performance
does not deteriorate with few training data, as the results with 1% and 100% of the
training data do not vary much (less than two absolute points decrease in performance
for micro-F1 and 0.3 in terms of micro-F1). Even for the LFS, the overall performance
with 1% of the training data is above 90 (i.e., 91.6). This is an encouraging behavior, as
in real settings sense-annotated data is generally scarce.

To obtain a more detailed picture for each word, Table 10 shows the macro-F1
results for each word and training size.22 Again, we can observe a large drop for the
most entropic words in the fine-tuning setting. Examples of words with a considerable
degrading performance are pitcher or bank, which decrease from macro-F1 scores higher
than 95% in both cases (97.3 and 95.6, respectively) to as low as 49.9 and 50.2 (almost
random chance) with 1% of the training data, and still lower than 75% with 10% of
the training data (63.9 and 74.9, respectively). This trend clearly highlights the need
for gathering reasonable amounts of training data for the obscure senses. Moreover, this
establishes a trade-off between balancing or preserving the original skewed distribution
depending on the end goal, as discussed in Section 6.2.1.

6.3 n-Shot Learning

Given the results of the previous section, one may wonder how many instances would
be enough for BERT to perform well in coarse-grained WSD. To verify this, we fine-
tuned BERT on limited amounts of training data, with uniform distribution over word
senses, each having between 1 (i.e., one-shot) and 30 instances. Figure 5 shows the

21 In the Appendix we include detailed results for each word and their MFS and LFS performance.
22 In the Appendix we include the same table for the micro-F1 results.
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Table 10
Macro-F1 results on the CoarseWSD-20 test set using training sets of different sizes sampled
from the original training set.

Fine-Tuning (BRT-L) 1NN (BRT-L)

1% 5% 10% 25% 50% ALL 1% 5% 10% 25% 50% ALL
crane 83.3 95.7 95.7 96.8 95.5 98.1 96.4 96.6 96.7 96.7 96.7 96.7
java 99.0 99.1 99.6 99.5 99.6 99.7 99.6 99.6 99.6 99.6 99.6 99.6
apple 99.3 99.4 99.4 99.4 99.5 99.6 99.1 99.1 99.1 99.1 99.1 99.1
mole 79.8 94.8 97.6 99.3 99.3 99.2 98.6 99.1 99.0 99.0 99.0 99.0
spring 94.8 97.6 96.8 96.9 97.8 98.1 97.9 97.9 97.9 97.9 97.9 97.8
chair 76.2 92.2 95.2 96.1 96.4 95.5 94.3 94.6 94.7 94.7 94.7 94.7
hood 57.2 89.3 92.3 96.6 97.7 99.6 94.7 98.6 99.2 99.5 100.0 100.0
seal 80.3 95.8 96.5 98.2 98.0 98.6 98.6 98.6 98.7 98.6 98.6 98.5
bow 49.3 86.8 95.7 96.0 97.5 98.6 93.5 96.0 96.2 95.9 95.7 95.7
club 70.1 77.4 77.0 80.0 83.0 84.1 85.6 86.5 87.4 87.6 88.0 88.7
trunk 77.9 84.6 97.5 98.6 98.6 98.0 97.7 98.3 98.7 99.3 99.3 99.3
square 68.4 69.6 73.5 76.6 79.4 91.4 86.7 88.0 87.8 88.1 91.1 94.7
arm 90.1 98.1 99.2 99.2 99.2 99.2 99.6 99.6 99.6 99.6 99.6 99.6
digit 92.4 79.7 92.1 98.8 100.0 100.0 99.1 100.0 100.0 100.0 100.0 100.0
bass 72.2 79.4 84.3 86.7 87.8 87.6 83.1 83.8 84.4 84.8 84.8 84.0
yard 82.7 85.7 88.3 94.3 99.1 99.1 93.4 93.4 92.8 92.6 92.2 93.4
pound 53.5 50.4 47.3 52.6 83.2 83.9 87.0 92.4 93.3 93.2 94.3 94.3
deck 56.7 48.2 48.2 70.2 77.2 78.0 85.5 85.1 88.9 91.1 92.1 95.7
bank 50.2 55.9 74.9 97.1 95.7 95.6 97.0 98.6 98.9 98.5 97.7 97.7
pitcher 49.9 52.3 63.9 96.5 99.3 97.3 100.0 100.0 100.0 100.0 100.0 100.0
Average 74.2 81.6 85.8 91.5 94.2 95.1 94.4 95.3 95.6 95.8 96.0 96.4

performance of both 1NN and fine-tuning strategies on this set of experiments. Perhaps
surprisingly, we can see how having only three instances per sense is enough for achiev-
ing a competitive result. Then, only small improvements can be obtained by adding
more instances. This is relevant in the context of WSD, as generally current sense-
annotated corpora follow Zipf’s law (Zipf 1949), and therefore contain many repeated
senses that are very frequent. Significant improvements may therefore be obtained by
simply getting a few sense annotations for less frequent instances. Figure 6 summarizes
Figure 5 by showing the distribution of words according to their performance in the
two strategies. In the case of fine-tuning, the performance is generally better in terms of
micro compared with macro F-score. This further corroborates the previous observation,
that there is a bias toward the most frequent sense (cf. Section 6.2.1). Additionally,
in contrast to 1NN, fine-tuning greatly benefits from the increase in the training-data
size, which also indicates the more robust behavior of 1NN strategy compared to its
counterpart (cf. Section 6.2.1).

6.4 Bias Analysis

Supervised classifiers are known to have label bias toward more frequent classes, that
is, those that are seen more frequently in the training data (Hardt et al. 2016), and this
is particularly noticeable in WSD (Postma, Izquierdo Bevia, and Vossen 2016; Blevins
and Zettlemoyer 2020). Label bias is a reasonable choice for maximizing performance
when the distribution of classes is skewed, particularly for classification tasks with a
small number of categories (which is often the case in WSD). For the same reason, many
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Figure 5
Micro and macro F-scores for different values of n in the n-shot setting, for all the words and for
the two WSD strategies. Results are averaged from three runs over three different samples.

Figure 6
Distribution of performance scores for all 20 words according to micro and macro F1 in the
two WSD strategies (left: fine-tuning, right: 1NN) and for different values of n—i.e., 1, 3, 10, 30
(if available).

of the knowledge-based systems are coupled with the MFS back-off strategy: When the
system is not confident in its disambiguation, it backs off to the most frequent sense
(MFS) of the word (instead of resorting to the low-confidence decision).

We were interested in investigating the inherent sense biases in the two BERT-based
WSD strategies. We opted for the n-shot setting given that it provides a suitable setting
for evaluating the relationship between sense bias and training data size. Moreover,
given that the training data in the n-shot setting is uniformly distributed (balanced), the
impact of sense-annotated training data in introducing sense bias is minimized. This
analysis is mainly focused on two questions: (1) how do the two strategies (fine-tuning
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Table 11
Average sense bias values (B) for the two WSD strategies and for different values of n.

One-shot 3-shot 10-shot 30-shot

F-Tune 1NN F-Tune 1NN F-Tune 1NN F-Tune 1NN
0.232 0.137 0.111 0.078 0.050 0.052 0.021 0.025

and 1NN) compare in terms of sense bias?, and (2) what are the inherent sense biases (if
any) in the pretrained BERT language model?

6.4.1 Sense Bias Definition. We propose the following procedure for computing the disam-
biguation bias toward a specific sense.23 For a word with polysemy n, we are interested
in computing the disambiguation bias Bj toward its jth sense (sj). Let nij be the total
number of test instances with the gold label si that were mistakenly disambiguated as
sj (i 6= j). We first normalize nij by the total number of (gold-labeled) instances for si,
that is, ⌃jnij, to obtain bias bij, which is the bias from sense i to sense j. In other words,
bij denotes the ratio of si-labeled instances that were misclassified as sj. The total bias
toward a specific sense, Bj, is then computed as:

Bj =
nX

i=1
i 6=j

(
nij
⌃jnij

) (4)

The value of Bj denotes the tendency of the disambiguation system to disambiguate
a word with the intended sense of sk, k 6= j, incorrectly as sj. The higher the value of
Bj, the more the disambiguation model is biased towards sj. We finally compute the
sense bias B as the maximum Bj value toward different senses of a specific word, that
is, max(Bj), j 2 [1, n]. Given fluctuations in the results, particularly for the case of small
training data, we take the median of three runs to compute Bj.

In our coarse-grained disambiguation setting, the bias B can be mostly attributed to
the case where the system did not have enough evidence to distinguish sj from other
senses and had pretraining bias towards sj. One intuitive explanation for this would be
that the language model is biased toward sj because it has seen the target word more
often with this intended sense than other sk,j6=k senses.

6.4.2 Results. Table 11 reports the average sense bias values (B) for the two WSD
strategies and for different values of n (training data size) in the n-shot setting. We also
illustrate using radar charts in Figure 7 the sense bias for a few representative cases.
The numbers reported in the figure (in parentheses) represent the bias value B for the
corresponding setting (word, WSD strategy, and n’s value).

Based on our observations, we draw the following general conclusions.

Bias and Training Size. There is a consistent pattern across all words and for both the
strategies: Sense bias rapidly reduces with increase in the training data. Specifically, the

23 The procedure can presumably be used for quantifying bias in other similar classification settings.
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Figure 7
Sense bias for a few representative cases from each polysemy class for the two WSD strategies
(left: fine-tuning, right: 1NN) and for different values of n, i.e., 1, 3, 10, 30 (if available).

average bias B approximately reduces by half with each step of increase in the training
size. This is supported by the radar charts in Figure 7 (see, for instance, apple, yard, and
bow). The WSD system tends to be heavily biased in the one-shot setting (particularly in
the fine-tuning setting), but the bias often improves significantly with just 3 instances in
the training data (3-shot).

Disambiguation Strategy: 1NN vs. Fine-Tuning. Among the two WSD strategies, the 1NN
approach proves to be more robust with respect to sense biases. This is particularly
highlighted in the one-shot setting where the average sense bias value is 0.137 for 1NN
in comparison to 0.232 for fine-tuning. The trend is also clearly visible for almost all
words in the radar charts in Figure 7. This corroborates our findings in Section 6.3
that the 1NN strategy is the preferable choice particularly with limited data. For higher
values of n (larger training sizes) the difference between the two strategies diminishes,
with both settings proving robust with respect to sense bias.

It is also notable that the two strategies, despite being usually similar in behavior,
might not necessarily have matching biases toward the same senses. For instance, the
fine-tuning setting shows bias only toward the arrow sense of bow, whereas 1NN is
instead (slightly) biased toward its music sense. Another example is for the word digit
for which with the same set of training instances in the one-shot setting (one sentence
for each of the two senses), all the mistakes (5 in total) of the fine-tuning model are
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numerical digits incorrectly tagged as anatomical, whereas all the mistakes in the 1NN
setting (5 in total) are the reverse.

Finally, we also observed that for cases with subtle disambiguation, both the strate-
gies failed consistently in the one-shot setting. For instance, a common mistake shared
by the two strategies was for cases where the context contained semantic cues for
multiple senses, for example, “the English word digit as well as its translation in many
languages is also the anatomical term for fingers and toes.” in which the intended
meaning of digit is the numerical one (both strategies failed on disambiguation for this).
This observation is in line with the analysis of Reif et al. (2019), which highlighted the
failure of BERT in identifying semantic boundaries of words.

Pretraining Label Bias. In most of the conventional supervised WSD classifiers (such as
IMS), which rely on sense-annotated training data as their main source of information,
the source of sense bias is usually the skewed distribution of instances for different
senses of a word (Pilehvar and Navigli 2014). For instance, the word digit would appear
much more frequently with its numerical meaning than the finger meaning in an open-
domain text. Therefore, a sense-annotated corpus that is sampled from open-domain
texts shows a similar sense distribution, resulting in a bias toward more frequent senses
in the classification.

Given that in the n-shot setting we restrict the training data sets to have a uniform
distribution of instances, sense bias in this scenario can be indicative of inherent sense
biases in BERT’s pretraining. We observed that the pretrained BERT indeed exhibits
sense biases, often consistently across the two WSD strategies. For instance, we ob-
served the following biases toward (often) more frequent senses of words: java toward
its programming sense (rather than island), deck toward ship deck (rather than building
deck), yard toward its sailing meaning (rather than measure unit), and digit and square
toward their numerical meanings. We also observed some contextual cues that misled
the WSD system, especially in the one-shot setting. For instance, we observed that
our BERT-based WSD system had a tendency to classify square as its digit meaning
whenever there was a number in its context, for example, “marafor is a roman square
with two temples attached” or “it has 4 trapezoid and 2 square faces.” Not surprisingly,
the source of most bias toward the digit sense of square is from its geometrical sense
(which has domain relatedness). Also, classification for digit was often biased toward its
numerical meaning. Similarly to the case of square, the existence of a number in context
seems to bias the model toward numerical meanings, for example, “There were five digit
on each hand and four on each foot.”

Sensitivity to Initialization. We observed a high variation in the results, especially for the
one-shot setting, suggesting the high sensitivity of the model with little evidence from
training to the initialization point. For instance, in the one-shot experiment for the fine-
tuning model and the word bank, in three runs, 1%, 60%, and 70% of the test instances
for the financial bank are incorrectly classified as river bank. Similarly, for crane, 12%,
25%, and 72% of the machine instances are misclassified as bird in three runs. The 1NN
strategy, in addition to being less prone to sense biases, is generally more robust across
multiple runs. For these two examples, the figures are 2%, 0%, and 0% for bank and 15%,
0%, and 27% for crane. Other than the extent of bias, we observed that the direction can
also change dramatically from run to run. For example, in the one-shot 1NN setting and
for the word apple, almost all the mistakes in the first two runs (37 of 38 and 12 of 14)
were incorporation for fruit, whereas in the third run, almost all (6 of 7) were fruit for
incorporation.
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7. Discussion

In the previous sections we have run an extensive set of experiments to investigate
various properties of language models when adapted to the task of WSD. In the fol-
lowing we discuss some of the general conclusions and open questions arising from
our analysis.

Fine-Grained vs. Coarse-Grained. A well-known issue of WordNet is the fine granularity of
its sense distinctions (Navigli 2009). For example, the noun star has 8 senses in WordNet,
two of which refer to a “celestial body,” only differing in if they are visible from the Earth
or not. Both meanings translate to estrella in Spanish and therefore this sense distinction
serves no advantage in MT, for example. In fact, it has been shown that coarse-grained
distinctions are generally more suited to downstream applications (Rüd et al. 2011;
Severyn, Nicosia, and Moschitti 2013; Flekova and Gurevych 2016; Pilehvar et al. 2017).
However, the coarsening of sense inventories is certainly not a solved task. Whereas
in this article we relied either on experts for selecting senses from Wikipedia (given
the reduced number of selected words) or domain labels from lexical resources for
WordNet (Lacerra et al. 2020), there are other strategies for coarsening sense inventories
(McCarthy, Apidianaki, and Erk 2016; Hauer and Kondrak 2020)—for instance, based
on translations or parallel corpora (Resnik and Yarowsky 1999; Apidianaki 2008; Bansal,
DeNero, and Lin 2012). This is generally an open problem, especially for verbs (Peterson
and Palmer 2018), which have not been analyzed in-depth in this article due to lack of
effective techniques for an interpretable coarsening. Indeed, while in this work we have
shown how contextualized embeddings encode meaning to a similar extent as humans
do, for fine-grained distinctions these have been shown to correlate to a much lesser
extent, an area that requires further exploration (Haber and Poesio 2020).

Fine-Tuning vs. Feature Extraction (1NN). The distinction between fine-tuning and feature
extraction has been already studied in the literature for different tasks (Peters, Ruder,
and Smith 2019). The general assumption is that fine-tuned models perform better when
reasonable amounts of training data are available. In the case of WSD, however, feature
extraction (specifically the 1NN strategy explained in this article) is the more solid
choice on general grounds, even when training data is available. The advantages of
feature extraction (1NN) with respect to fine-tuning are 3-fold:

1. It is significantly less expensive to train as it simply relies on extracting
contextualized embeddings from the training data. This is especially
relevant when the WSD model is to be used in an all-words setting.

2. It is more robust to changes in the training distribution (see Section 6.2.1).

3. It works reasonably well for limited amounts of training data
(see Section 6.2.2), even in few-shot settings (see Section 6.3).

Few-Shot Learning. An important limitation of supervised WSD models is their depen-
dence on sense-annotated corpora, which is expensive to construct, that is, the so-called
knowledge-acquisition bottleneck (Gale, Church, and Yarowsky 1992b; Pasini 2020).
Therefore, being able to learn from a limited set of examples is a desirable property
of WSD models. Encouragingly, as mentioned above, the simple 1NN method studied
in this article shows robust results even with as few as three training examples per word
sense. In the future it would be interesting to investigate models relying on knowledge
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from lexical resources that can perform WSD with no training instances available (i.e.,
zero-shot), in the line of Kumar et al. (2019) and Blevins and Zettlemoyer (2020).

8. Conclusions

In this article we have provided an extensive analysis on how pretrained language
models (particularly BERT) capture lexical ambiguity. Our aim was to inspect the
capability of BERT in predicting different usages of the same word depending on its
context, similarly as humans do (Rodd 2020). The general conclusion we draw is that
in the ideal setting of having access to enough amounts of training data and computing
power, BERT can approach human-level performance for coarse-grained noun WSD,
even in cross-domain scenarios. However, this ideal setting rarely occurs in practice,
and challenges remain to make these models more efficient and less reliant on sense-
annotated data. As an encouraging finding, feature extraction-based models (referred
to as 1NN throughout the article) show strong performance even with a handful of
examples per word sense. As future work it would be interesting to focus on the internal
representation of the Transformer architecture by, for example, carrying out an in-depth
study of layer distribution (Tenney, Das, and Pavlick 2019), investigating the importance
of each attention head (Clark et al. 2019), or analyzing the differences for modeling
concepts, entities, and other categories of words (e.g., verbs). Moreover, our analysis
could be extended to additional Transformer-based models, such as RoBERTa (Liu et al.
2019b) and T5 (Raffel et al. 2020).

To enable further analysis of this type, another contribution of the article is the
release of the CoarseWSD-20 data set (Section 4), which also includes the out-of-domain
test set (Section 4.4). This data set can be reliably used for quantitative and qualitative
analyses in coarse-grained WSD, as we performed. We hope that future research in
WSD will take inspiration on the types of analyses performed in this work, as they
help shed light on the advantages and limitations of each approach. In particular, few-
shot and bias analysis along with training distribution variations are key aspects to
understanding the versatility and robustness of any given approach.

Finally, WSD is clearly not a solved problem, even in the coarse-grained setting, due
to a few challenges: (1) it is an arduous process to manually create high-quality full-
coverage training data; therefore, future research should also focus on reliable ways
of automating this process (Taghipour and Ng 2015; Delli Bovi et al. 2017; Scarlini,
Pasini, and Navigli 2019; Pasini and Navigli 2020; Loureiro and Camacho-Collados
2020; Scarlini, Pasini, and Navigli 2020b) and/or leveraging specific knowledge from
lexical resources (Luo et al. 2018; Kumar et al. 2019; Huang et al. 2019); and (2) the
existing sense-coarsening approaches are mainly targeted at nouns, and verb sense
modeling remains an important open research challenge.

APPENDIX

Word-in-Context Evaluation

Word-in-Context (Pilehvar and Camacho-Collados 2019, WiC) is a binary classification
task from the SuperGLUE language understanding benchmark (Wang et al. 2019) aimed
at testing the ability of models to distinguish between different senses of the same
word without relying on a predefined sense inventory. In particular, given a target
word (either a verb or a noun) and two contexts where such target word occurs, the
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Table 12
Sample positive (T) and negative (F) pairs from the WiC data set (target word in italics).

F There’s a lot of trash on the bed of the river | I keep a glass of water next to my bed when I
sleep

F Justify the margins | The end justifies the means
T Air pollution | Open a window and let in some air
T The expanded window will give us time to catch the thieves | You have a two-hour window of

clear weather to finish working on the lawn

Table 13
Accuracy (%) performance of different models on the WiC data set.

Type Model Accuracy

Hybrid
KnowBERT (Peters et al. 2019) 70.9
SenseBERT (Levine et al. 2020) 72.1
LMMS-LR (Loureiro and Jorge 2019b) 68.1

Fine-tuned/Supervised

BERT-Base 69.6
BERT-Large 69.6
FastText-B 52.3
FastText-C 54.7

Lowerbound Most Frequent Class 50.0
Upperbound Human performance 80.0

task consists of deciding whether the two target words in context refer to the same
sense or not. Even though no sense inventory is explicitly given, this data set was also
constructed based on WordNet. Table 12 shows a few examples from the data set.

BERT-Based Model. Given that the task in WiC is a binary classification, the 1NN model
is not applicable because a training to learn sense margins is necessary. Therefore, we
experimented with the BERT model fine-tuned on WiC’s training data. We followed
Wang et al. (2019) and fused the two sentences and fed them as input to BERT. A classi-
fier was then trained on the concatenation of the resulting BERT contextual embeddings.

Baselines. In addition to our BERT-based model, we include results for two Fast-
Text supervised classifiers (Joulin et al. 2017) as baselines: a basic one with random
initialization (FastText-B) and another initialized with FastText embeddings trained on
the Common Crawl (FastText-C). As other indicative reference points, we added two
language models that are enriched with WordNet (Levine et al. 2020; Loureiro and Jorge
2019b) and another with WordNet and Wikipedia (Peters et al. 2019).

Results. Table 13 shows the result of BERT models and the other baselines on the WiC
benchmark.24 We can see that BERT significantly outperforms the FastText static word
embedding. The two versions of BERT (Base and Large) perform equally well on this
task, achieving results close to the state of the art. As with fine-grained all-words WSD,

24 Data and results from comparison systems taken from https://pilehvar.github.io/wic/.
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the additional knowledge drawn from WordNet proves to be beneficial, as shown by
the results for KnowBERT and SenseBERT.

CoarseWSD-20: Sense Information

Table 17 shows for each sense their ID (as per their Wikipedia page title), definition, and
example usage from the data set.

Complementary Results in CoarseWSD-20

1. Table 14 shows micro-F1 results for the experiment with different training
data sizes sampled from the original CoarseWSD-20 training set (cf.
Section 6.2.2 of the article).

2. Table 15 shows the micro-F1 performance for fine-tuning and 1NN and for
varying sizes of the training data (with similar skewed distributions) for
both Most Frequent Sense (MFS) and Least Frequent Sense (LFS) classes
(cf. Section 6.2.2 of the article).

3. Table 16 includes the complete results for the n-shot experiment, including
the FastText baselines (cf. Section 6.3 of the article).

Table 14
Micro-F1 results on the CoarseWSD-20 test set using training sets of different sizes sampled from
the original training set.

Fine-Tuning (BRT-L) 1NN (BRT-L)

1% 5% 10% 25% 50% ALL 1% 5% 10% 25% 50% ALL
crane 84.1 95.8 95.8 96.8 95.5 98.1 96.5 96.7 96.8 96.8 96.8 96.8
java 99.1 99.1 99.6 99.5 99.6 99.7 99.6 99.6 99.6 99.6 99.6 99.6
apple 99.4 99.4 99.5 99.5 99.5 99.6 99.2 99.2 99.2 99.2 99.2 99.2
mole 80.1 96.0 97.7 99.0 99.0 98.9 97.7 98.6 98.5 98.5 98.5 98.5
spring 95.0 97.5 96.9 96.8 97.8 98.3 98.0 98.0 98.0 98.0 97.9 97.8
chair 82.8 93.6 95.9 96.7 96.9 96.2 95.1 95.8 96.2 96.2 96.2 96.2
hood 77.6 90.7 93.5 97.2 97.6 99.6 97.2 99.0 99.4 99.6 100.0 100.0
seal 92.4 97.6 98.1 98.8 98.5 99.0 98.1 98.2 98.3 98.2 98.2 98.1
bow 74.1 92.4 96.1 96.7 97.5 98.5 94.9 95.9 95.8 95.5 95.3 95.3
club 72.8 78.7 78.7 80.4 83.5 84.7 82.0 82.9 83.8 84.0 84.4 85.1
trunk 86.2 88.7 97.8 98.7 98.7 98.3 97.8 98.2 98.4 98.7 98.7 98.7
square 88.4 87.3 92.6 92.4 92.9 95.7 93.9 94.2 94.1 95.2 95.7 96.1
arm 93.1 98.6 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4
digit 95.2 89.7 95.2 99.2 100.0 100.0 99.6 100.0 100.0 100.0 100.0 100.0
bass 92.0 93.4 94.4 95.1 95.6 95.8 86.6 86.1 85.8 85.5 85.2 84.5
yard 90.7 94.0 95.4 97.2 99.5 99.5 89.8 88.9 87.8 87.5 86.8 88.9
pound 88.3 90.0 89.7 89.0 94.9 94.9 92.6 92.8 92.0 90.4 89.7 89.7
deck 93.6 92.9 92.9 93.9 95.0 95.3 91.4 91.9 91.7 91.6 91.4 91.9
bank 95.2 95.5 97.1 99.5 99.3 99.3 99.7 99.9 99.9 99.9 99.8 99.8
pitcher 99.5 99.6 99.6 99.9 100.0 100.0 100.0 100.0 99.9 100.0 99.9 99.9
Average 89.0 93.5 95.3 96.3 97.0 97.5 95.5 95.8 95.7 95.7 95.6 95.8
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Table 15
Micro-F1 performance for the two WSD strategies and for varying sizes of the training data
(with similar skewed distributions) for the MFS (top) and LFS (bottom).

Most Frequent Sense (MFS)
Fine-Tuning (BRT-L) 1NN (BRT-L)

1% 5% 10% 25% 50% ALL 1% 5% 10% 25% 50% ALL
crane 86.9 96.1 96.0 97.0 95.9 98.2 100.0 100.0 100.0 100.0 100.0 100.0
java 99.2 99.3 99.7 99.6 99.7 99.8 99.4 99.4 99.4 99.4 99.4 99.4
apple 99.5 99.5 99.6 99.6 99.6 99.7 99.5 99.5 99.5 99.5 99.5 99.5
mole 75.4 96.2 97.1 98.7 98.7 98.5 95.2 97.7 97.4 97.4 97.4 97.4
spring 96.0 97.7 97.2 97.0 98.0 98.8 97.7 97.8 97.8 97.7 97.7 97.5
chair 88.8 95.5 97.0 97.6 97.8 97.2 96.6 98.2 98.9 98.9 98.9 98.9
hood 91.6 93.4 95.6 98.3 97.9 99.7 100.0 100.0 100.0 100.0 100.0 100.0
seal 90.9 97.0 97.5 98.7 98.4 98.9 98.6 98.5 98.5 98.2 98.5 98.5
bow 85.5 97.7 97.2 98.2 98.2 98.7 97.6 98.1 98.3 98.3 98.3 98.3
club 74.6 80.4 80.6 81.9 84.1 85.2 79.5 78.5 78.5 78.4 78.2 77.8
trunk 90.6 91.4 98.2 98.9 98.9 98.6 97.9 97.9 97.9 97.9 97.9 97.9
square 89.6 88.5 93.0 92.8 93.2 95.7 93.7 93.6 93.4 95.8 95.1 94.2
arm 95.5 99.1 99.6 99.6 99.6 99.6 99.2 99.2 99.2 99.2 99.2 99.2
digit 97.0 93.9 97.1 99.5 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
bass 95.2 96.0 96.8 96.7 97.1 97.2 86.0 85.2 84.6 84.1 83.7 82.9
yard 94.4 96.6 97.4 98.4 99.7 99.7 88.3 86.9 85.7 85.2 84.4 86.9
pound 93.7 94.7 94.6 94.1 97.2 97.2 94.1 92.9 91.7 89.7 88.5 88.5
deck 96.7 96.3 96.3 96.8 97.3 97.5 92.4 93.0 92.1 91.7 91.3 91.3
bank 97.6 97.7 98.5 99.7 99.6 99.6 100.0 100.0 100.0 100.0 100.0 100.0
pitcher 99.8 99.8 99.8 100.0 100.0 100.0 100.0 100.0 99.9 100.0 99.9 99.9
Average 91.9 95.3 96.4 97.2 97.5 98.0 95.8 95.8 95.6 95.6 95.4 95.4

Least Frequent Sense (LFS)
Fine-Tuning (BRT-L) 1NN (BRT-L)

1% 5% 10% 25% 50% ALL 1% 5% 10% 25% 50% ALL
crane 79.7 95.4 95.4 96.6 95.2 98.0 92.8 93.2 93.4 93.4 93.4 93.4
java 98.8 98.8 99.5 99.4 99.5 99.6 99.9 99.9 99.9 99.9 99.9 99.9
apple 99.2 99.2 99.3 99.3 99.4 99.5 98.7 98.7 98.7 98.7 98.7 98.7
mole 72.5 86.7 97.4 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
spring 95.0 98.2 97.0 97.9 97.9 97.5 97.3 97.3 97.3 97.3 97.3 97.3
chair 63.7 88.9 93.4 94.6 95.0 93.8 92.1 91.0 90.5 90.5 90.5 90.5
hood 65.7 82.5 89.2 95.2 95.2 99.2 97.0 97.3 97.7 98.5 100.0 100.0
seal 39.1 89.3 91.0 96.0 96.0 97.3 100.0 100.0 100.0 100.0 100.0 100.0
bow 0.0 73.2 95.3 94.6 98.0 99.4 91.0 98.5 100.0 100.0 100.0 100.0
club 63.5 74.4 73.3 80.0 81.6 82.5 95.2 95.2 95.2 95.2 95.2 95.2
trunk 49.7 66.6 95.2 100.0 100.0 96.5 95.2 97.1 98.2 100.0 100.0 100.0
square 9.5 21.4 4.8 20.5 30.3 76.0 53.8 58.5 57.7 56.4 69.2 84.6
arm 84.7 97.2 98.9 98.9 98.9 98.9 100.0 100.0 100.0 100.0 100.0 100.0
digit 87.7 65.5 87.2 98.0 100.0 100.0 98.1 100.0 100.0 100.0 100.0 100.0
bass 29.5 48.2 61.8 65.6 68.5 67.3 69.7 73.2 75.6 77.7 78.4 77.3
yard 70.9 74.8 79.2 90.3 98.4 98.4 98.5 100.0 100.0 100.0 100.0 100.0
pound 13.3 6.1 0.0 11.1 69.3 70.6 80.0 92.0 95.0 96.7 100.0 100.0
deck 16.7 0.0 0.0 43.6 57.1 58.6 78.6 77.1 85.7 90.5 92.9 100.0
bank 2.9 14.0 51.4 94.4 91.8 91.6 93.9 97.3 97.7 97.0 95.5 95.5
pitcher 0.0 4.8 28.0 93.0 98.7 94.6 100.0 100.0 100.0 100.0 100.0 100.0
Average 52.1 64.3 71.9 83.4 88.5 91.0 91.6 93.3 94.1 94.6 95.5 96.6
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Wicentowski, editors. 2007. Proceedings of
the Fourth International Workshop on
Semantic Evaluations (SemEval-2007).
Prague. https://doi.org/10.3115
/1621474.1621476

Aina, Laura, Kristina Gulordava, and
Gemma Boleda. 2019. Putting words in
context: LSTM language models and
lexical ambiguity. In Proceedings of the 57th
Annual Meeting of the Association for
Computational Linguistics, pages 3342–3348,
Florence. https://doi.org/10.18653/v1
/P19-1324

Akbik, Alan, Duncan Blythe, and Roland
Vollgraf. 2018. Contextual string
embeddings for sequence labeling. In
Proceedings of the 27th International
Conference on Computational Linguistics,
pages 1638–1649, Santa Fe, NM.

Amrami, Asaf and Yoav Goldberg. 2018.
Word sense induction with neural biLM
and symmetric patterns. In Proceedings of
the 2018 Conference on Empirical Methods in
Natural Language Processing,
pages 4860–4867, Brussels. https://doi
.org/10.18653/v1/D18-1523

Apidianaki, Marianna. 2008.
Translation-oriented word sense induction
based on parallel corpora. In Proceedings of
the Sixth International Conference on
Language Resources and Evaluation
(LREC’08), European Language Resources
Association (ELRA), pages 3269–3275,
Marrakech.

Banerjee, Satanjeev and Ted Pedersen. 2003.
Extended gloss overlap as a measure of
semantic relatedness. In Proceedings of the
18th International Joint Conference on
Artificial Intelligence, pages 805–810,
Acapulco.

Bansal, Mohit, John DeNero, and Dekang
Lin. 2012. Unsupervised translation sense
clustering. In Proceedings of the 2012
Conference of the North American Chapter of
the Association for Computational Linguistics:
Human Language Technologies,
pages 773–782, Montréal.
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Abstract

In this paper we analyze the extent to which
contextualized sense embeddings, i.e., sense
embeddings that are computed based on con-
textualized word embeddings, are transferable
across languages. To this end, we com-
piled a unified cross-lingual benchmark for
Word Sense Disambiguation. We then pro-
pose two simple strategies to transfer sense-
specific knowledge across languages and test
them on the benchmark. Experimental re-
sults show that this contextualized knowledge
can be effectively transferred to similar lan-
guages through pre-trained multilingual lan-
guage models, to the extent that they can out-
perform monolingual representations learned
from existing language-specific data.

1 Introduction

Word Sense Disambiguation (WSD) is an indis-
pensable component of language understanding
(Navigli, 2009); hence, it has been one of the most
studied long-standing problems in lexical seman-
tics. Currently, the dominant WSD paradigm is the
supervised approach (Raganato et al., 2017), which
highly relies on sense-annotated data. Similarly to
many other supervised tasks, the amount of labeled
(sense-annotated) data for WSD highly determines
downstream performance. One of the factors that
make WSD a challenging problem is that creating
sense-annotated data is an expensive and arduous
process, i.e., the so-called knowledge-acquisition
bottleneck (Gale et al., 1992). Moreover, WSD
research often focuses on the English language.
While datasets for other languages exist (Petrolito
and Bond, 2014a; Pasini and Camacho-Collados,
2020), these are generally automatically generated
(Delli Bovi et al., 2017; Pasini et al., 2018; Scarlini
et al., 2020a; Barba et al., 2020) or not large enough
for training supervised WSD models (Navigli et al.,

Authors marked with a star (?) contributed equally.

2013a; Moro and Navigli, 2015).1

However, recent contextualized embeddings
have proven highly effective in English WSD (Pe-
ters et al., 2018; Loureiro and Jorge, 2019; Vial
et al., 2019; Loureiro et al., 2021), as well as in
capturing high-level linguistic knowledge that can
be shared or transferred across different languages
(Conneau et al., 2020; Cao et al., 2020). Therefore,
cross-lingual transfer has opened new opportunities
to circumvent the knowledge acquisition bottleneck
for less-resourced languages. In this paper, we aim
at investigating this opportunity. To this end, we
build upon recent research on cross-lingual trans-
fer to compute contextualized sense embeddings
and verify if semantic distinctions in the English
language are transferable to other languages.

The contributions are threefold: (1) We adapt
existing datasets to build a unified benchmark for
cross-lingual WSD based on WordNet; (2) we test
the effectiveness of contextualized embeddings for
cross-lingual transfer in the context of WSD; and
(3) we establish relevant and simple baselines for
future work in cross-lingual WSD.2

2 Related Work

This works lies at the intersection of two areas of
NLP research: Word Sense Disambiguation and
cross-lingual semantic representation. Hence, we
cover the recent relevant work in the corresponding
literature.

2.1 Word Sense Disambiguation
WSD techniques can be broadly put into two cate-
gories: knowledge-based and supervised. The main
difference lies in that the latter makes use of sense-
annotated data for its training phase, whereas the
former exploits the encoded knowledge in sense in-

1An exception to this pattern is the recent XL-WSD bench-
mark (Pasini et al., 2021), contemporary to this paper.

2Data and code are available at https://github.
com/danlou/Zero-MWSD
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Train - SemCor Test - SemEval-15 Test - SemEval-13 Test - FN

EN IT EN IT ES EN FR DE ES IT FA

Nouns 87,002 43,058 512 515 512 1,637 1,438 958 1,176 1,448 3,063
Verbs 88,334 25,164 252 233 260 – – – – – 29
Adj. 31,753 16,029 136 159 119 – – – – – 366
Adv. 18,947 7,951 82 25 53 – – – – – 40

ALL 226,036 92,202 982 932 944 1,637 1,438 958 1,176 1,448 3,498

RAW 226,036 92,202 1,175 1,151 1,155 1,931 1,656 1,467 1,481 1,706 4,272

Table 1: Number of sense-annotated instances in the benchmark datasets after cleaning and unification. RAW
counts correspond to number of instances in the original datasets before cleaning and unification.

ventories such as WordNet (e.g. semantic relations,
sense glosses, distributions, etc.) for inference.

For the last decade, the supervised approach
has been the dominant paradigm for WSD (Ra-
ganato et al., 2017), either the conventional feature-
based systems (Zhong and Ng, 2010; Iacobacci
et al., 2016), LSTM-driven techniques (Melamud
et al., 2016; Yuan et al., 2016), or the more recent
trend empowered by pre-trained language models
(Loureiro and Jorge, 2019; Scarlini et al., 2020b).
In the latter approaches, feature extraction strate-
gies where sense embeddings are determined by
averaging a word’s contextualised representations
have proven surprisingly effective (Loureiro et al.,
2021), even in multilingual settings (Bevilacqua
and Navigli, 2020; Raganato et al., 2020). We ex-
tend this simple idea to the cross-lingual setting,
showing that the vanilla contextualized sense em-
beddings achieving outstanding results in the mono-
lingual setting can also be effective for transferring
knowledge across languages.

2.2 Cross-lingual representation
WSD performance is largely dependent on the avail-
ability of large amounts of manually-curated sense
annotations. However, as usual in NLP, most of
the sense-annotated corpora are dedicated to the
English language only. Nonetheless, recent work
on cross-lingual word embeddings has shown that
it is possible to reliably align monolingual seman-
tic spaces with minimal or no supervision (Artetxe
et al., 2017; Zhang et al., 2017; Conneau et al.,
2018). Moreover, pre-trained language models,
like BERT (Devlin et al., 2019), have been shown
to be effective in transferring knowledge across lan-
guages (Lample and Conneau, 2019; Pires et al.,
2019; Artetxe et al., 2020). In this paper we build
on these ideas to take the best of both worlds. In-
stead of transferring static word embeddings, the
main idea is to learn sense embeddings (learned

using multilingual language models) that can be
shared across languages.

3 Cross-lingual WSD Benchmark

In order to develop a unified benchmark for cross-
lingual Word Sense Disambiguation, we opted for
Princeton WordNet (Fellbaum, 1998, PWN) as
our reference sense inventory. Thanks to its com-
pleteness (covering different parts of speech) and
open nature, PWN is regarded as the de facto sense
inventory for WSD in English. Moreover, the mul-
tilingual efforts from Open Multilingual WordNet
(Bond and Foster, 2013), linked to the English
PWN, make this resource prompt to extensions for
sense-annotated corpora in other languages. We
use PWN v3.0 for all our experiments, including
the unified cross-lingual benchmark, converting
all datasets to both the same XML schema of Ra-
ganato et al. (2017) and a practical json format. In
the following we describe the datasets used to build
the cross-lingual WSD benchmark, with Table 1
summarizing their main statistics.

3.1 SemCor training sets

As training corpora we used SemCor (Miller et al.,
1993), which consists of a collection of English
documents annotated with PWN senses. Despite
its age, SemCor remains the standard training cor-
pus for WSD due to its large number of manual
sense annotations. There have been several efforts
towards providing sense annotations for translated
versions of SemCor (Petrolito and Bond, 2014a).
Consequently, we also considered the Italian ver-
sion of SemCor included in MultiSemCor (Ben-
tivogli and Pianta, 2005), which is the language
with most PWN annotations available. MultiSem-
Cor includes sense annotations from PWN v1.6;
hence, we used the mappings from Daudé et al.
(2000) to convert these into PWN v3.0 annotations.
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Figure 1: Overview of the proposed method for multilingual zero-shot word sense disambiguation. The example
sentence presented (‘There is a bench in the hall’, in English) is using a different language (target) than our sense
inventory (source), but using multilingual language models and lemma mappings, we demonstrate how it’s still
possible to perform disambiguation, using either variations of our method (sense and synset strategies).

3.2 Multilingual SemEval test sets
We considered two multilingual datasets: SemEval
2013 (Navigli et al., 2013a) available for English,
French and Italian, and SemEval 2015 (Moro and
Navigli, 2015), available for English, French, Ital-
ian, Spanish and German. These datasets were
annotated with BabelNet (Navigli and Ponzetto,
2012), a resource that contains WordNet, among
other linked sense inventories. Therefore, from
each dataset we simply considered those disam-
biguated instances that could be mapped to PWN
3.0, while the rest of instances were removed. We
also rely on BabelNet to gather a representative set
of candidate senses for any given target word.

3.3 FarsNet
To extend the evaluation set beyond European lan-
guages, we first performed an exhaustive search
for available WSD datasets that could be integrated
into our benchmark, unsuccessfully.3 To fill this
gap, we constructed an evaluation set for a distant
low-resource language: Farsi. This dataset was
constructed based on example sentences provided
with the FarsNet project (Shamsfard et al., 2010).
As the largest Farsi WordNet available, FarsNet is
constructed in a semi-automatic manner. In its lat-
est version (v3.0), the lexical resource covers more
than 100K lexical entries in around 40K synsets.
FarsNet synsets are aligned with those in PWN 3.0,

3Our active search efforts are described in the appendix. In
general, existing WSD datasets were either under a restrictive
license, not available anymore, or not linkable to English
PWN.

whenever a link could be established. This allows
utilizing the resource in cross-lingual applications.

Many of the synsets in FarsNet are provided with
a usage example sentence for one of the terms in the
corresponding Farsi synset. We take this as the ba-
sis for the construction of the Farsi dataset. Specif-
ically, there are more than 30K Farsi usage exam-
ples that are linked to the corresponding synsets
in PWN. From these, we extract a set of 4,272
sentences for 3,498 unique target words, after dis-
carding monosemous words and filtering. The dis-
tribution of instances over the four parts of speech
can be found in Table 1.

4 Methodology

We describe two WSD strategies based on contextu-
alized embeddings (§4.1) and propose adaptations
to the cross-lingual setting (§4.2). Figure 1 pro-
vides an overview of the overarching methodology.

4.1 Contextualized Embeddings for WSD

One of the most effective, yet simple, solutions
for WSD is matching contextualized embeddings
against precomputed sense embeddings learned us-
ing the same Neural Language Model (NLM). This
approach has been used by earlier works (Melamud
et al., 2016; Peters et al., 2018; Loureiro and Jorge,
2019), achieving state-of-the-art results. In these
works, sense embeddings (or what we refer to as
contextualized sense embeddings) are computed
from the average of all corresponding contextual
embeddings in sense-annotated corpora. One limi-
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tation of contextualized sense embeddings is that
they only cover those senses that are present in the
underlying training corpus. This issue can be alle-
viated by exploiting the structure of the semantic
network. For this, we leverage the simple graph-
based propagation method described in Loureiro
and Jorge (2019), which allows for a coverage of
the entire sense inventory of PWN.

With this strategy we can easily test whether con-
textualized sense embeddings can be transferred
across languages with a solution purely based on
matching nearest neighbors only, without any other
artifacts. Below we describe the sense-based strat-
egy generally used in the literature for monolingual
WSD (sense strategy), and propose a new strategy
that can be directly used in a cross-lingual setting
(synset strategy).

Sense strategy. This strategy is the standard ap-
proach used in most WSD methods. After com-
puting our sense embeddings from sense-annotated
corpora, we disambiguate target words during test-
ing based on a nearest neighbour strategy using
their contextualized embeddings.

Synset strategy. In this alternative strategy, we
learn synset embeddings by converting the anno-
tated sense labels to synset labels, thus learning
representations from multiple word senses that re-
fer to the same concept, and becoming less reliant
on lexical features.

4.2 Cross-lingual Adaptations
In cross-lingual experiments we are given sense-
annotated corpora in a source language but not in
the target language. Therefore, a multilingual NLM
such as mBERT (Devlin et al., 2019) or XLM-R
(Lample and Conneau, 2019) is required.

We adapt the sense strategy to the cross-lingual
setting as follows. Given the lemma and part-of-
speech of a word in the target language, we first
gather all the candidate synsets in the source lan-
guage from Babelnet. Then each candidate synset
is associated with one or more senses. For exam-
ple, we can find two candidate PWN senses for
the word presente (present in Spanish). The first
sense corresponds to the PWN synset “interme-
diate between past and future" and the second to
“being or existing in a specified place". Finally,
we compute the cosine distance from the contex-
tualized embeddings of target word (presente) to
all the candidate contextualized sense embeddings
from the source language (present%3:00:01:: and

present%3:00:02::, respectively), and select the
closest candidate sense. Note that the synset strat-
egy does not require adaptation because synsets are
language-independent.

5 Evaluation

We evaluate the proposed strategies in two different
settings, using WSD as our test bed: monolingual
(Section 5.1) and cross-lingual (Section 5.2).
Experimental setting. We use RoBERTa (Liu
et al., 2019) for monolingual experiments, and
XLM-R (Conneau et al., 2020) for cross-lingual
experiments.4 These two models are state-of-the-
art for English and multilingual tasks while shar-
ing a very similar architecture. The most impor-
tant difference between these models is that while
RoBERTa is pre-trained only on English texts,
XLM-R is pre-trained on 100 languages (unevenly
distributed). We use the large variants of these
models (355M parameters for each).5 All results
are measured according to the F-measure.

5.1 Experiment 1: Monolingual WSD
Before delving into the cross-lingual experiments,
we present monolingual results in English and Ital-
ian (languages with training data) in Table 2. The
aim of this experiment is twofold: (1) compare
the effectiveness of the disambiguation strategies,
and (2) compare the performance of monolingual
(RoBERTa) and multilingual models (XLM-R).

Baselines. As additional baselines, we add the
results of the original BERT-based LMMS model
(Loureiro and Jorge, 2019) and Context2Vec (C2V)
(Melamud et al., 2016), which is also based on a
simple nearest neighbors strategy, in this case with
an LSTM instead of a transformer model.

Results. Table 2 shows the results of this English
monolingual experiment.6 We report results in all
datasets from the unified WSD evaluation frame-
work of Raganato et al. (2017).7 As expected, the

4Following Loureiro and Jorge (2019), we consider token-
level embeddings as the average of sub-token embeddings,
which is computed as the sum of embeddings from the last 4
layers of the corresponding NLM.

5Our code is based on the Fairseq toolkit (Ott et al., 2019).
We run our experiments on a single RTX 2070, with a runtime
under 2 hours for generating all embeddings used in this work.

6We experimented with NLMs trained exclusively on Ital-
ian (i.e. UmBERTo-CC and dbmdz-IT-XXL), but found that
the senses learned using those models do not consistently
outperform the MFS baseline on both test sets.

7Datasets of the unified WSD framework: Senseval-2 (Ed-
monds and Cotton, 2001), Senseval-3 (Mihalcea et al., 2004),
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Model Strategy SensEval-2 SensEval-3 SemEval-2007 SemEval-2013 SemEval-2015 ALL

RoBERTa Sense 75.5 73.5 69.2 72.2 75.9 73.9
Synset 74.4 74.1 68.4 72.1 76.0 73.6

XLM-R Sense 71.0 67.8 61.5 70.1 72.1 69.5
Synset 70.0 67.2 60.9 69.7 72.3 69.0

LMMS Sense 75.4 74.0 66.4 72.7 75.3 73.8
C2V Sense 71.8 69.1 61.3 65.6 71.9 69.0
MFS – 65.6 66.0 54.5 63.8 67.1 64.8

Table 2: English monolingual F1 results on the evaluation framework of Raganato et al. (2017) for the two strate-
gies: Sense (Se) and Synset (Sy).

purely monolingual model performs better than the
multilingual one. As for the strategies, the usual
sense strategy shows better performance. Nonethe-
less, the language-independent synset strategy at-
tains competitive results, clearly outperforming a
strong baseline such as Context2Vec, for example.

5.2 Experiment 2: Cross-lingual Transfer
We experimented with a pure zero-shot cross-
lingual setting where senses are learned in one
language (in our case English or Italian) and di-
rectly evaluated on another language. We employ
the two strategies explained in Section 4.

Baselines. As baselines we include a random
baseline (i.e., randomly picking a sense/synset
from the target language’s inventory), and a sys-
tem that relies on the static word embeddings from
XLM-R (i.e., input layer embeddings of XLM-R
without making use of the context), instead of the
contextualized sense embeddings obtained as de-
scribed in Section 4.1.8 The reason behind the
possibility of using static word embeddings in this
WSD setting lies in the fact that different senses of
a word may be translated into different words in
another language. This baseline makes use of the
same sense and synset strategies.

Results. Table 3 shows the results for the zero-
shot cross-lingual WSD experiment.9 XLM-R out-
performs the baselines by a large margin and proves

SemEval-2007 (Agirre et al., 2007), SemEval-2013 (Navigli
et al., 2013b), and SemEval-2015 (Moro and Navigli, 2015).

8We also tried to include Babelfy (Moro et al., 2014) as a
multilingual knowledge-based baseline, without success. The
latest public API of Babelfy misses over 50% of the instances
in our benchmark and therefore the recall was suboptimal.

9English monolingual results slightly differ from those in
Table 2, as in this case we focused on the BabelNet portion of
the SemEval datasets (as explained in Section 3.2). For Italian
we only report the synset strategy, as we could not have access
to all the senses in MultiWordNet (Pianta et al., 2002).

to be robust in the cross-lingual setting (with per-
formance in the same ballpark as in the monolin-
gual setting). In particular, the fact that XLM-R
outperforms the static embedding baseline by a
large margin reinforces the idea that contextualized
sense embedding are indeed transferable across
languages (at least similar ones) to a large extent,
which in turn opens up interesting avenues for fu-
ture work on cross-lingual WSD. Nonetheless, as
with English WSD, there are still many open ques-
tions as to what extent the fine granularity of PWN
can be captured by automatic models.

Finally, as expected, learning representations
using the larger English SemCor provides consis-
tently better results than the smaller Italian coun-
terpart, except for the distant language Farsi. More
interestingly, XLM-R senses learned from English
data can outperform the senses from the same
model learned from language-specific data in the
Italian test sets. Nonetheless, the simple synset
strategy on Italian clearly surpasses the static base-
lines as well.

6 Conclusions

In this paper, we analyzed to what extent contex-
tualized embeddings can be transferred across lan-
guages, using WSD as our test bed. To this end, we
developed a unified framework that can be used for
evaluating cross-lingual models. The first results
are encouraging, as they show that multilingual lan-
guage models can learn contextualized sense em-
beddings that can be effectively transferred from
one language to another, attaining competitive re-
sults in WSD with no access to annotated data in
the target language or external resources. One lim-
itation of this work is in the nature of languages
evaluated, which are all Indo-European for which
test data was available. As future work it will be
interesting to extend this benchmark to languages
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Language Strategy Type SemEval-13 SemEval-15 FN

EN FR DE ES IT EN IT ES FA

English
Se Static 38.1 28.0 50.1 38.7 41.0 41.5 45.2 40.6 48.7

Contextualized 67.4 60.7 57.5 69.7 66.1 71.7 69.1 68.0 55.4

Sy Static 41.0 30.6 48.2 39.4 43.2 39.8 46.2 43.6 48.2
Contextualized 66.3 59.0 58.3 66.8 64.9 71.4 69.5 67.2 56.4

Italian Sy Static 51.3 41.0 55.1 54.4 48.3 54.7 54.6 56.8 46.7
Contextualized 63.2 55.9 55.4 65.9 62.9 67.1 67.2 65.4 56.4

Random baseline 37.8 25.8 47.9 38.7 38.6 41.7 44.5 38.0 49.5

Table 3: F1 results using zero-shot cross-lingual transfer (XLM-R) with English or Italian annotations. Two
different types of sense embedding: static (S) and contextualized (C). Monolingual setting (i.e., learn and test in
the same language) is also included for completeness.

from different families, for which cross-lingual em-
bedding transfer has been shown to be more chal-
lenging (Glavaš et al., 2019; Doval et al., 2020).
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A Appendix: Compilation of
WordNet-based WSD Datasets

In addition to the datasets included in our bench-
mark, mostly composed of European languages,
we made an effort to retrieve and compile datasets
for other languages. In Table 4 we provide de-
tails about our unsuccessful attempts and issues
to integrate existing WSD datasets in the litera-
ture, mainly taken from DKPro10 and the survey
of Petrolito and Bond (2014b). Not only are most
of these datasets unavailable, we also learn from
their respective publications that the sense invento-
ries used often aren’t based on WordNet, and thus
would require manual remapping of annotations for
integration into our benchmark.

10https://dkpro.github.io/dkpro-wsd/corpora/

Resource Language # Instances Inventory Availability License

Senseval-2 (Shirai, 2002) Japanese 10,000 IKJ N/A N/A
Senseval-2 (Edmonds and Cotton, 2001) Korean N/A N/A N/A N/A
Senseval-3 (Mihalcea and Edmonds, 2004) Chinese 1,204 HowNet Publicly Avail. Public Domain
SemEval-2007 Task 5 (Jin et al., 2007) Chinese 3,621 CSD N/A N/A
SemEval-2007 Task 11 (Orhan et al., 2007) Turkish 5,385 TKD N/A N/A
SemEval-2007 Task 18 (Diab et al., 2007) Arabic 888 AWN N/A N/A
SemEval-2010 Task 16 (Okumura et al., 2010) Japanese 2,500 IKJ On Request Restrictive
OntoNotes (Weischedel et al., 2011) Arabic 200K Coarse WN For Members Restrictive
OntoNotes (Weischedel et al., 2011) Chinese 800K Coarse WN For Members Restrictive
Alkhatlan et al. (2018) Arabic 240 AWN N/A N/A

Table 4: Details about the various WSD datasets covering non-European languages surveyed in our work (N/A:
Not Available; WN: WordNet; AWN: Arabic WordNet; we refer to respective papers for remaining acronyms).
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Appendix G

LMMS Reloaded: Transformer-based

Sense Embeddings for

Disambiguation and Beyond
Submitted: May 2021; Published: January 2022; SJR: Q1.

Daniel Loureiro and Alı́pio Jorge and José Camacho-Collados. 2022. In Artificial Intelligence, vol. 305, p.

103661. Published PDF: https://doi.org/10.1016/j.artint.2022.103661.

Relevant Contributions

• Proposes a principled approach for weighted layer pooling towards improved sense representations.

• Reports extensive evaluation of sense embeddings across six tasks, and numerous ablation analyses

targeting main choices of our methods.

• Generalizes the full LMMS approach for additional NLMs (i.e., RoBERTa, XLNet and ALBERT).

• Presents surprising findings regarding layerwise performance for sense-related tasks, and NLMs spe-

cially suited for particular task subsets.
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Abstract

Distributional semantics based on neural approaches is a cornerstone of Natural

Language Processing, with surprising connections to human meaning represen-

tation as well. Recent Transformer-based Language Models have proven capable

of producing contextual word representations that reliably convey sense-specific

information, simply as a product of self-supervision. Prior work has shown that

these contextual representations can be used to accurately represent large sense

inventories as sense embeddings, to the extent that a distance-based solution to

Word Sense Disambiguation (WSD) tasks outperforms models trained specifi-

cally for the task. Still, there remains much to understand on how to use these

Neural Language Models (NLMs) to produce sense embeddings that can better

harness each NLM’s meaning representation abilities. In this work we introduce

a more principled approach to leverage information from all layers of NLMs,

informed by a probing analysis on 14 NLM variants. We also emphasize the

versatility of these sense embeddings in contrast to task-specific models, ap-

plying them on several sense-related tasks, besides WSD, while demonstrating

improved performance using our proposed approach over prior work focused on

sense embeddings. Finally, we discuss unexpected findings regarding layer and

model performance variations, and potential applications for downstream tasks.
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(Aĺıpio Mário Jorge), camachocolladosj@cardiff.ac.uk (Jose Camacho-Collados)

Preprint submitted to Artificial Intelligence Journal (Published) April 4, 2022

ar
X

iv
:2

10
5.

12
44

9v
2 

 [c
s.C

L]
  1

 A
pr

 2
02

2
150 LEARNING WORD SENSE REPRESENTATIONS FROM NEURAL LANGUAGE MODELS



1. Introduction

Lexical ambiguity is prevalent across di↵erent languages and plays an impor-

tant role in improving communication e�ciency (Piantadosi et al., 2012). Word

Sense Disambiguation (WSD) is a long-standing challenge in the field of Natural

Language Processing (NLP), and Artificial Intelligence more generally, with an

extended history of research in computational linguistics (Navigli, 2009).

Interestingly, both computational and psychological accounts of meaning

representation have converged on high-dimensional vectors within semantic spaces.

From the computational perspective, there is a rich line of work on learning

word embeddings based on statistical regularities from unlabeled corpora, fol-

lowing the well-established Distributional Hypothesis (Harris, 1954; Firth, 1957,

DH). The first type of distributional word representations relied on count-based

methods, initially popularized by LSA (Deerwester et al., 1990), and later refined

with GloVe (Pennington et al., 2014). Before GloVe, word embeddings learned

with neural networks, first introduced by Bengio et al. (2003a), gained wide

adoption with word2vec (Mikolov et al., 2013a) and, afterwards, culminated

with fastText (Bojanowski et al., 2017). The development and improvement of

word embeddings has been a major contributor to the progress of NLP in the

last decade (Goldberg, 2017).

From the psychological perspective, there is also ample behavioural evidence

in support of distributional representations of word meaning. Similarly to word

embeddings, these representations are related according to the degree of shared

features within semantic spaces, which translates into proximity in vector-space

(Rodd, 2020; Klein &Murphy, 2001). Understandably, the nature of the features

making up this psychological account of semantic space, among other aspects

(e.g., learning method), is not as clear as we find in the computational account.

Nevertheless, contextual co-occurrence is among the most informative factors for

meaning representation as well (Mcdonald & Ramscar, 2001; Erk, 2016; Radach

et al., 2017). There are even use cases in neurobiology motivating research

into accurate distributional representations of word meaning. In Pereira et al.

2
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(2018), word embeddings have proven useful for decoding words and sentences

from brain activity, after learning a mapping between corpus-based embeddings

(i.e., GloVe and word2vec) and fMRI activation.

The current understanding of how humans perform disambiguation attributes

major relevance to sentential context, and other linguistic and paralinguistic

cue’s (e.g., speaker accent) to a lesser extent (Rodd, 2020; Cai et al., 2017). How-

ever, the previously mentioned computational approaches are not designed for

sense-level representation due to the Meaning Conflation Deficiency (Camacho-

Collados & Pilehvar, 2018), as they converge di↵erent senses into the same

word-level representation. Some works have explored variations on the word2vec

method for sense-level embeddings (Rothe & Schütze, 2015; Iacobacci et al.,

2015; Pilehvar & Collier, 2016; Mancini et al., 2017), but the dynamic word-level

interactions composing sentential context were not targeted by those works.

The works of Melamud et al. (2016); Yuan et al. (2016); Peters et al. (2018a)

were among the first to propose Neural Language Models (NLMs) featuring

dynamic word embeddings conditioned on sentential context (i.e., contextual

embeddings). These works showed that NLMs (trained exclusively on language

modelling objectives) can produce contextual embeddings for word forms that

are sensitive to the word’s usage in particular sentences. Furthermore, these

works also addressed WSD tasks with a simple nearest neighbours solution (k-

NN) based on proximity between contextual embeddings. Their results rivalled

systems trained specifically for WSD (i.e., with additional modelling objectives),

highlighting the accuracy of these contextual embeddings.

However, it was not until the development of Transformer-based NLMs,

namely BERT (Devlin et al., 2019), that contextual embeddings from NLMs

showed clearly better performance on WSD tasks than previous systems trained

specifically for WSD (LMMS, Loureiro & Jorge, 2019a).

In this earlier work, we explored how to further take advantage of the repre-

sentational power of NLMs through propagation strategies and encoding sense

definitions. Besides pushing the state-of-the-art of WSD, in Loureiro & Jorge

(2019a) we created sense embeddings for every entry in the Princeton Word-

3
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Net v3.0 (200k word senses, Fellbaum, 1998), so that the semantic space being

represented is granular and expansive enough to encompass general knowledge

domains for various parts-of-speech of the English language. With this fully

populated semantic space at our disposal we suggested strategies for uncovering

biases and world knowledge represented by NLMs.

Since our work on LMMS, others have shown additional performance gains

for WSD with fine-tuning or classification approaches that make better usage

of sense definitions (Huang et al., 2019; Blevins & Zettlemoyer, 2020), semantic

relations from external resources (Scarlini et al., 2020a; Bevilacqua & Navigli,

2020), or altogether di↵erent approaches to WSD (Barba et al., 2021).

However, there are several questions still standing regarding how to leverage

NLMs for creating accurate and versatile sense embeddings, beyond optimiz-

ing for WSD benchmarks only. Given that semantic spaces with distributional

representations of word meanings feature prominently in both the conventional

computational and psychological accounts of word disambiguation, these ques-

tions warrant further exploration.

Contributions. In this extension of LMMS, we broaden our scope to more

recent Transformer-based models in addition to BERT (Yang et al., 2019; Liu

et al., 2019b; Lan et al., 2020) (14 model variants in total), verify whether they

exhibit similar proficiency at sense representation, and explore how performance

variation can be attributed to particular di↵erences in these models. Striving

for a principled approach to sense representation with NLMs, we also introduce

a new layer pooling method, inspired by recent findings of layer specialization

(Reif et al., 2019), which we show is crucial to e↵ectively use these new NLMs

for sense representation. Most importantly, in this article we provide a general

framework for learning sense embeddings with Transformers and perform an

extensive evaluation of such sense embeddings from di↵erent NLMs on various

sense-related tasks, emphasizing the versatility of these representations.

4
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Outline. This work is organized as follows. We first provide some background

information on the main topics of this research: Vector Semantics (§2.1), Neural

Language Modelling (§2.2) and Sense Inventories (§2.3). Next, we describe re-

lated work on Sense Embeddings (§3.1), WSD (§3.2) and Probing NLMs (§3.3).

The method used to produce this work’s sense embeddings is described in

Section 4, covering aspects of the method introduced in Loureiro & Jorge (2019a)

(from §4.1 to §4.3), as well as our new layer pooling method in Section 4.4.

In Section 5 we describe our experimental setting, providing relevant details

about our choice of NLMs (§5.1) and annotated corpora used to learn sense

embeddings (§5.2).

The layer pooling methodology described in Section 4.4 requires validating

performance under two distinct modes of application. Consequently, in Section

6 we report on performance variation per layer across NLMs (§6.1), highlight

di↵erences between disambiguation and matching profiles (§6.2), and present

the rationale for choosing particular profiles for each task (§6.3).

In Section 7, we tackle several sense-related tasks using our proposed sense

embeddings and compare results against the state-of-the-art, namely: WSD

(§7.1), Uninformed Sense Matching (§7.2), Word-in-Context (§7.3), Graded

Word Similarity in Context (§7.4) and Paired Sense Similarity (§7.5).

In order to better understand the contributions of this work, Section 8 re-

ports on several ablation analyses targeting the following: choice of Sense Pro-

files (§8.1), impact of unambiguous word annotations (§8.2), merging gloss rep-

resentations (§8.3), and indirect representation of synsets (§8.4).

We discuss our findings in Section 9, regarding representations from inter-

mediate layers of NLMs (§9.1), irregularities across models and variants (§9.2),

and potential downstream applications of our sense embeddings focusing on

knowledge integration (§9.3).

Finally, in Section 10 we present our concluding remarks, and provide details

about our release of sense embeddings, code and more.

5
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2. Preliminaries

This work exploits the interaction between vector-based semantic representa-

tions (§2.1), recent developments on NLMs (§2.2), and curated sense inventories

(§2.3). In this section we provide some background on these topics.

2.1. Vector Semantics

Nearly a century ago, Firth (1935) postulated that “the meaning of a word

is always contextual, and no study of meaning apart from context can be taken

seriously”. Indeed, after working on formal theories of word meaning definition,

Wittgenstein (1953) conceded “the meaning of a word is its use in a language”.

This view of meaning representation became known as the Distributional Hy-

pothesis (Harris, 1954, DH), which proposes that words that occur in the same

contexts tend to have similar meanings. During this period, Osgood et al.

(1957) further proposed representing the meaning of words as points in multi-

dimensional space, with similar words having similar representations, thus being

placed closely in this space. Still, it would take a few more decades of computing

advancements to appreciate the implications of the DH.

Early VSMs. After some early works introducing vector space models (VSMs)

for information retrieval (Salton 1971; 1975), Deerwester (1989; 1990) was the

first to use dense vectors to represent word meaning, initially with a method

called Latent Semantic Indexing (LSI), and later with Latent Semantic Anal-

ysis (LSA). LSA was based on a word-document weighted frequency matrix

from which the first 300-dimensions resulting from Singular-Value Decompo-

sition (SVD) would correspond to word embeddings. Lund & Burgess (1996)

introduced another influential method similar to LSA, called Hyperspace Ana-

logue to Language (HAL) which di↵ered from LSA by considering word-word

frequencies instead, introducing the notion of a fixed-sized window as context

(e.g., the two words to the left and to the right) instead full documents, which

would become the standard representation of context. Following these develop-

ments, Landauer & Dumais (1997) evaluated the performance of LSA embed-

6

G. LMMS RELOADED: TRANSFORMER-BASED SENSE EMBEDDINGS FOR
DISAMBIGUATION AND BEYOND 155



dings learned from large corpora on a simple semantic task (synonymy tests)

and found that these embeddings performed comparably to school-aged chil-

dren, when measuring similarity between word pairs as the cosine similarity be-

tween their corresponding embeddings (inspired by applications for information

retrieval). Already in this early period, Schutze (1992) and Yarowsky (1995)

realized the potential for WSD applications based on the similarity between

unsupervised word embeddings. Blei et al. (2003) would later introduce Latent

Dirichlet Allocation (LDA) which uses a generative probabilistic approach to

generalize and improve on the approach used for LSA, being widely adopted for

topic modelling and other applications beyond semantic analysis.

Neural Models. Having established that corpus-based word embeddings are able

to capture semantic knowledge, additional progress followed swiftly. A milestone

in the evolution of word embeddings was the discovery that Neural Language

Models (NLMs) implicitly develop word embeddings when training for the task

of word prediction (Bengio et al., 2003b). Shortly after, Collobert 2007, 2008,

2011 demonstrated that word embeddings could be incorporated into neural

architectures for various NLP tasks. With word2vec, Mikolov et al. (2013b)

distilled the components of NLMs responsible for learning word embeddings

into a lightweight and scalable solution, allowing this neural-based solution to be

employed on corpora of unprecedented size (100B tokens). Nevertheless, count-

based solutions would still remain important, particularly GloVe (Pennington

et al., 2014), as these methods were also significantly improved. The next major

improvement was the introduction of fastText (Bojanowski et al., 2017), which

was able to represent words absent from training data by leveraging subword

information, as well as refining several aspects of word2vec’s training method.

Sense Embeddings. In spite of their success, word2vec, GloVe and fastText con-

flated di↵erent senses of the same word form into the same representation, a

shortcoming known as the Meaning Conflation Deficiency (Camacho-Collados

& Pilehvar, 2018). While a number of extensions were proposed for the creation

of sense-specific representations, such as AutoExtend (Rothe & Schütze, 2015),

7
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NASARI (Camacho-Collados et al., 2016), DeConf (Pilehvar & Collier, 2016) or

Probabilistic FastText (Athiwaratkun et al., 2018), this issue would require the

development of a new generation of NLMs in order to be e↵ectively addressed.

2.2. Neural Language Modelling

The first major step towards contextual embeddings from NLMs, was the

development of context2vec (Melamud et al., 2016), a single-layer bidirectional

LSTM trained with the objective of maximizing similarity between hidden states

and target word embeddings, similarly to word2vec. Peters et al. (2018a) built

upon context2vec with ELMo, a deeper bidirectional LSTM trained with lan-

guage modelling objectives that produce more transferrable representations.

Both context2vec and ELMo emphasized WSD applications, providing the most

convincing accounts until then that sense embeddings can be e↵ectively repre-

sented as centroids of contextual embeddings, showing 1-NN solutions to WSD

tasks that rivalled the performance of task-specific models.

With the introduction of highly-scalable Transformer architectures (Vaswani

et al., 2017), two kinds of very deep NLMs emerged: causal (or left-to-right)

models, epitomized by the Generative Pre-trained Transformer (Brown et al.,

2020, GPT-3), where the objective is to predict the next word given a past se-

quence of words; and masked models, where the objective is to predict a masked

(i.e., hidden) word given its surrounding words, of which the most prominent ex-

ample is the Bidirectional Encoder Representations from Transformers (Devlin

et al., 2019, BERT). The di↵erence in training objectives results in these two

varieties of NLMs specializing at di↵erent tasks, with causal models excelling at

language generation and masked models at language understanding.1

BERT proved highly successfully at most NLP tasks (Rogers et al., 2020),

and motivated the development of numerous derivative models, many of which

we also explore in this work. In spite of this progress, Transformer-based NLMs

can still show strong reliance on surface features (McCoy et al., 2019) and social

1Although recent models like BART (Lewis et al., 2020) show progress towards both.
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biases which are hard to correct (Zhou et al., 2021). There are known theoretical

limits to how much language understanding can be expected from models trained

with language modelling objectives alone (Bender & Koller, 2020; Merrill et al.,

2021), and it is not clear how far current models are from those limits.

2.3. Sense Inventories

The currently most popular English word sense inventory is the Princeton

WordNet (Fellbaum, 1998) (henceforth, WordNet), a large semantic network

comprised of general domain concepts curated by experts2.

The core unit of WordNet is the synset, which represents a cognitive concept.

Each lemma (word or multi-word expression) in WordNet belongs to one or more

synsets, and word senses amount to the combination of word forms and synsets

(referred as sensekeys). As a result, the set of words that belong to a synset

can be described as synonyms, with some words being ambiguous (belonging

to additional synsets) while others not (specific to a synset). The predominant

semantic relation in WordNet, which relates synset pairs, is hypernymy (i.e.,

Is-A). Each synset also features a gloss (dictionary definition), part-of-speech

(noun, verb, adjective or adverb) and lexname3, which is a syntactic category

and logical grouping. Synsets are formally represented as numerical codes. Fol-

lowing related works, we also represent them using the more readable format

lemma
#
POS

, where lemma corresponds to synset’s most representative lemma.

As an example, the lemma ‘mouse’ is polysemous belonging to the mouse
1
n

(rodent) and mouse
4
n

(computer mouse) synsets, among others. The most

frequent sense for mouse, mouse%1:05:00:: (sensekey), belongs to the synset

mouse
1
n
(02330245n) which has an hypernymy relation with rodent

1
n
, lexname

‘noun.animal’, and gloss “any of numerous small rodents typically [...]”.

Following Loureiro & Jorge (2019a), we use WordNet version 3.0, which

contains 117,659 synsets, 206,949 senses, 147,306 lemmas, and 45 lexnames.

2Babelnet (Navigli & Ponzetto, 2010), Wiktionary (Meyer & Gurevych, 2012) and HowNet

(Dong et al., 2006) are popular alternatives covering other languages.
3Lexnames are also known as supersenses (Flekova & Gurevych, 2016; Pilehvar et al., 2017).

9
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3. Related Work

In this section we cover related work on the various well-researched topics

that our work intersects, namely Sense Embeddings (§3.1), WSD (§3.2) and

Probing NLMs (§3.3).

3.1. Sense Embeddings

Sense embeddings emerged in NLP due to the so-called meaning conflation

deficiency of word embeddings (Camacho-Collados & Pilehvar, 2018). By merg-

ing several meanings into a single representation, the single vector proved in-

su�cient in certain settings (Yaghoobzadeh & Schütze, 2016), and contradicted

common laws in distance metrics, such as the triangle inequality (Neelakantan

et al., 2014). In order to solve this issue, the field of sense vector representation

mainly split into two categories: (1) unsupervised, where senses were learned

directly from text corpora (Reisinger & Mooney, 2010; Huang et al., 2012; Vu

& Parker, 2016); (2) or knowledge-based, where senses were linked to a pre-

defined sense inventory by exploiting an underlying knowledge resource (Rothe

& Schütze, 2015; Pilehvar & Collier, 2016; Mancini et al., 2017; Colla et al.,

2020a).

In this article, we focus on the latter type of representation, particularly

leveraging powerful Transformer-based language models trained on unlabeled

text corpora. As such, the final representation is mainly constructed based on

the knowledge learned by the language models, and knowledge resources such

as WordNet serve to guide the annotation process. The goal of this paper is

indeed to construct a task-agnostic sense representation that can be leveraged in

semantic and textual applications. This di↵ers from traditional static sense em-

beddings which, with a few notable exceptions (Li & Jurafsky, 2015; Flekova &

Gurevych, 2016; Pilehvar et al., 2017), were mainly leveraged in intrinsic sense-

based tasks only. As we show throughout this paper, general-purpose sense

representations learned with the power of Transformers and guided through an

underlying lexical resource such as WordNet prove to be robust in a range of

text-based semantic tasks, as well as in intrinsic sense-based benchmarks.

10
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3.2. Word Sense Disambiguation

As one of the earliest Artificial Intelligence tasks, WSD has a long history

of research. In this work, our coverage of related work for WSD is focused on

recent systems using Transformer-based architectures for two reasons: our own

experiments are also focused on Transformer-based systems; the current state-

of-the-art for WSD has converged on these systems. Additionally, we also distin-

guish between solutions addressing WSD from the nearest neighbors paradigm,

using pre-computed sense embeddings, and task-specific solutions fine-tuning

Transformer models or training classifiers using their internal representations.

3.2.1. Nearest Neighbors

Our prior LMMS work (described throughout this paper) was the first to

demonstrate that a nearest neighbors solution based on sense embeddings pooled

from internal representations of BERT (i.e., feature extraction) could clearly

outperform the state-of-the-art of the time, which still had not adopted Transformer-

based models.

SensEmBERT (Scarlini et al., 2020a) followed a similar approach to LMMS,

but leveraged BabelNet to reduce dependency on annotated corpora, producing

sense embeddings that performed better on WSD, though limited to nouns only.

With ARES, Scarlini et al. (2020b) introduce a method to produce a large

number of semi-supervised annotations to dramatically increase the coverage

of the sense inventory, and demonstrated that sense embeddings learned from

those annotations can perform substantially better on WSD than LMMS.

SensEmBERT and ARES use the same layer pooling method and gloss em-

beddings as LMMS, although both have employed not only BERT-L, but also

its multilingual variant, showing strong performance on languages other than

English as well.

In addition to WSD, to our knowledge, the only other task these works

have applied their sense embeddings is Word-in-Context (Pilehvar & Camacho-

Collados, 2019, WiC), which we also address in this work.

11
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3.2.2. Trained Classifiers

When it comes to using Transformers to train classifiers specific to the WSD

task, we encounter a much more diverse set of solutions in comparison to feature

extraction approaches.

One of the earliest and most straightforward supervised classifiers for WSD

using BERT was the Sense Vocabulary Compression (SVC) of Vial et al. (2019),

which added layers to BERT, topped with a softmax classifier, to be trained

targeting a strategically reduced set of admissible candidate senses.

Following outstanding results on a range of text classification tasks by model

fine-tuning, GlossBERT (Huang et al., 2019) fine-tuned BERT using glosses so

that WSD could be framed as a text classification task pairing glosses to words

in context. KnowBERT (Peters et al., 2019) employs a more sophisticated fine-

tuning approach, designed to exploit knowledge bases (WordNet and Wikipedia)

as well as glosses.

Straying further from prototypical classifiers, Blevins & Zettlemoyer (2020)

(BEM) propose a bi-encoder method which learns to represent senses based on

glosses while performing the optimization jointly with the underlying BERT

model. Taking advantage of an ensemble of sense embeddings from LMMS

and SensEmBERT, along with additional resources, EWISER (Bevilacqua &

Navigli, 2020) trains a multifaceted high performance WSD classifier.

Finally, the current state-of-the-art for WSD is ConSeC (Barba et al., 2021),

which obtains impressively strong results by framing WSD as an extractive task,

similar to extractive question answering, trained through fine-tuning BART

(Lewis et al., 2020), a sequence-to-sequence Transformer which outperforms

BERT on reading comprehension tasks (while being of comparable size).

In Loureiro et al. (2021) we extensively compared fine-tuning and feature

extraction approaches for the WSD task. Consistent with prior work, we found

that fine-tuning overall outperforms feature extraction. However, under com-

parable circumstances, the performance gap is narrow and feature extraction

shows improved few-shot performance and less frequency bias.

12
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3.3. Probing Neural Language Models

As NLMs became popular, investigating properties of their internal states,

or intermediate representations, also became an important line of research, often

referred to as ‘model probing’. Probing operates under the assumption that if a

relatively simple classifier, based exclusively on representations from NLMs, can

perform well at some task, then the required information was already encoded

in the representations. For clarity, we define probes as functions (learned or

heuristic) designed to reveal some intrinsic property of NLMs. In this section

we cover probing works focused on lexical semantics and layer-specific variation

that inspired our probing analysis. We distinguish these works by their use of

probes trained using representations (learned), and probes directly comparing

or analysing unaltered representations (heuristics, such as nearest neighbors).

3.3.1. Learned Probes

Among the most influential findings in this line of research was the discov-

ery by Hewitt & Manning (2019) that syntactically valid parse trees could be

uncovered from linear transformations of word representations obtained from

pre-trained ELMo and BERT models. Motivated by this discovery, Reif et al.

(2019) performed additional experiments focused on sense representation, in-

cluding showing that a nearest neighbors based on BERT representations could

outperform the reported WSD state-of-the-art, particularly when following He-

witt & Manning (2019)’s methodology to learn a probe tailored to sense repre-

sentation. To increase sensitivity to sense-specific information, Reif et al. (2019)

used a loss that considered the di↵erence between the average cosine similarity

of embeddings of words with the same senses, and embeddings of words with dif-

ferent senses. Both Hewitt & Manning (2019) and Reif et al. (2019) approaches

are designed for probing representations obtained from single layers.

With ELMo, Peters et al. (2018a) introduced contextualized word represen-

tations that are obtained from a linear combination of representations from all

layers of the model. This linear combination uses task-specific weights learned

through an optimization process, often referred to in the literature as “scalar

13
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mixing”, and produced better results in downstream tasks when compared to

representations obtained from individual layers. On closer inspection, Peters

et al. (2018b) concluded that top layers can be less e↵ective for semantic tasks

possibly due to specialization for the language modelling tasks optimized during

pre-training.

Tenney et al. (2019b) proposed an “edge probing” methodology, using scalar

mixing, that allowed for evaluating di↵erent syntactic or semantic properties

using a common classifier architecture, where probing models are trained to

predict graph edges independently. In Tenney et al. (2019a), edge probing

was employed to reveal that BERT implicitly performed di↵erent steps of a

traditional NLP pipeline, in the expected order as information flows through

the model, with lower layers processing local syntax (e.g., Part-of-Speech) and

higher layers processing complex semantics of arbitrary distance (e.g., Semantic

Roles). Raising concerns about remaining faithful to the information encoded

in the representations, Kuznetsov & Gurevych (2020) proposes reducing the

expressive power of learned probes while improving edge probing.

Liu et al. (2019a) ran several probing experiments with simpler probes

(i.e., linear classifiers), investigating di↵erences between NLM architectures,

namely ELMo, GPT and BERT, while still finding competitive performance

with state-of-the-art task-specific models. They confirm that LSTM-based mod-

els (i.e., ELMo) present more task-specific (less transferable) top layers, but

Transformers-based models (i.e., BERT) are less predictable and do not exhibit

monotonic increase in task-specificity, in line with our own findings. GPT was

found to significantly underperform ELMo and BERT, which Liu et al. (2019a)

attributes to the fact that GPT is trained unidirectionally (left-to-right), while

ELMo and BERT are trained bidirectionally.

3.3.2. Representational Similarity

Without recourse to learned probes, Ethayarajh (2019) investigated di↵er-

ences between ELMo, GPT-2 and BERT, relying on experiments based on cosine

similarity to learn about the context-specificity of their representations. Etha-
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yarajh (2019) found that top layers show highest degree of context-specificity,

but all layers of all three models produced highly anisotropic representations,

with directions in vector space confined to a narrow cone, concluding that

this property is an inherent consequence of the contextualization process. The

anisotropy observed for all contextualized NLMs also supports the hypothesis

of Reif et al. (2019) that sense-level information is encoded in a low-dimensional

subspace, since contextualization is crucial for sense disambiguation.

Vulić et al. (2020) reached similar conclusions regarding the detrimental

contribution of top layers for lexical tasks (e.g., lexical semantic similarity)

while also finding improved results from averaging di↵erent layers, particularly

task-specific layer subsets, prompting further research into layer weighting or

meta-embedding approaches, and motivating the present work. Through direct

comparison of cosine similarities, Chronis & Erk (2020) reached similar conclu-

sions as Vulić et al. (2020) about the role of top layers for lexical similarity tasks,

adding that top layers appear to better approximate relatedness than similarity.

Voita et al. (2019a) probed Transformer-based NLMs from an Information-

Bottleneck perspective to learn about di↵erences in information flow across the

network according to language modelling pre-training objectives, particularly

left-to-right, MLM, and translation. They find that the MLM objective in-

duces representation of token identity in the lower layers, followed by a more

generalized token representation in intermediate layers, and then token identity

information gets recreated at top layers.

Mickus et al. (2020) specifically verified whether BERT representations com-

prise a coherent semantic space. These experiments are explicitly detached from

learned probes, as Mickus et al. (2020) explains that such methodology inter-

feres with direct assessment of the coherence of the semantic space as produced

by NLMs. Using cluster analyses, they find that BERT indeed appears to rep-

resent a coherent semantic space (based only on representations from the final

layer), although its Next Sentence Prediction (NSP) modelling objective leads

to encoding semantically irrelevant information (sentence position), corrupting

similarity relationships and complicating comparisons with other NLMs.
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4. Method

We propose a principled approach for sense representation based on con-

textual NLMs trained exclusively with self-supervision. This approach is an

extension of Loureiro & Jorge (2019a), addressing relevant issues still largely

unresolved, particularly the influence of embeddings from the di↵erent layers

composing NLMs, with the introduction of a novel layer probing methodology.

Moreover, in this work, we reinforce the distinction between sense disambigua-

tion and sense matching by introducing methodological di↵erences specific to

each application scenario.

This section starts by explaining the methods used in Loureiro & Jorge

(2019a) for learning (§4.1), extending (§4.2) and applying sense embeddings

(§4.3). Afterwards, we introduce our proposed layer probing methodology (§4.4),

including how the resulting analysis informs a grounded pooling operation for

combining embeddings from all layers of a NLM.

4.1. Learning Sense Embeddings

The initial process to learn sense embeddings is based on sense-annotated

sentences and contextualized embeddings of annotated words or phrases in con-

text. An overview of the process can be seen at Figure 1.

Formally, in order to generate sense embeddings learned in context from

natural language, we require a pre-trained contextual NLM ⌦ (frozen parame-

ters) and a corpus of sense-annotated sentences S. Every sense  is represented

from the set of contextual embeddings ~cl 2 C , obtained by employing ⌦ on

the set of sentences S annotated with that sense (considering only contextual

embeddings specific to tokens annotated with sense  ), using representations at

each layer l 2 L, such that:

~ =
1

|C |
X

l2L

X

~c2C 

~cl , where C = ⌦(S ) (1)

The L set of layers typically used for sense representation is the last four

[�1,�2,�3,�4] (reversed layer indices), as discussed in Section 3.1.
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S𝜓
[CLS] The mouse is unplugged. [SEP] [CLS] I prefer trackpads to mice. [SEP]

[CLS] This mouse has no batteries. [SEP]

Layer Pooling

C𝜓 𝑐𝜓 𝑐𝜓 𝑐𝜓

Ω Contextual NLM
(pretrained w/frozen parameters)

0
𝑐𝜓 1 …

|L|

0
𝑐𝜓 1 …

|L|

0
𝑐𝜓 1 …

|L|

𝜓 (     )

Centroid

Figure 1: Overview of learning sense embeddings from annotated corpora. Showing how the

sense  for ‘computer mouse’ is determined from a set for sentences annotated with that

sense S (padded with special tokens as expected by the NLM ⌦). After pooling contextual

embeddings C from layers L, the sense embedding for ~ is computed as the centroid of C .
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Contextual NLMs typically operate at the subword-level, so the token-level

embeddings ~c produced by ⌦ correspond to the average of each token’s sub-

word contextual embeddings (depending on the NLM, these may be BPE or

WordPiece embeddings). Similarly, whenever sense-annotations cover a span

of several tokens, we also use the average of the corresponding token-level em-

beddings as the contextual embedding. Contextual NLMs are pre-trained using

special tokens at specific locations, so we also include these tokens in their ex-

pected positions (e.g., [CLS] at the start and [SEP] at the end with BERT).

As described in Section 2.3, WordNet can be used to represent senses in two

ways: sensekeys and synsets. Sense-annotated corpora most often use sensekey

annotations, so in those cases sensekey embeddings do not require any interme-

diate mapping. Synset embeddings can be derived from sensekey annotations in

at least two ways, which we di↵erentiate as ‘direct’ and ‘indirect’. In the direct

approach, each sensekey annotation is converted (mapped) to the corresponding

synset, so synset representations are learned from each annotation instance. In

the indirect approach we first learn sensekey-level embeddings, without convert-

ing annotations, and afterwards compute synset embeddings as the average of

corresponding sensekey embeddings. The latter approach has been explored in

earlier works in sense embeddings (Rothe & Schütze, 2015). In this work we

explore both approaches.

4.2. Extending Coverage with Additional Resources

Given that one of the major issues in supervised WSD is the lack of sense an-

notations (Pasini, 2020), not just in their quantity but also in terms of their cov-

erage of the sense inventory, we require solutions to address this in our method.

On this matter, we also follow the methods we first proposed in Loureiro &

Jorge (2019a) and later optimized with the introduction of the UWA corpus in

Loureiro & Camacho-Collados (2020). The two methods, ontological propaga-

tion and gloss representation, are designed to reach full coverage of the sense

inventory, and they are complementary by exploiting di↵erent resources, namely

semantic relations between senses and glosses (combined with lemmas).
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4.2.1. Ontological Propagation

In Section 2.3 we introduced WordNet and the di↵erent elements and rela-

tions composing this semantic network. The ontological propagation method we

presented in Loureiro & Jorge (2019a) exploits these relations between senses

in WordNet in order to infer embeddings for senses which may not occur in

annotated corpora. It is possible to infer accurate sense embeddings from these

relations due to the fine-granularity of WordNet, along with widespread syn-

onymy and hypernymy relations, to the extent that in Loureiro & Camacho-

Collados (2020) we showed that even annotations for unambiguous words can

significantly improve the propagation process.

Since available corpora do not provide full-coverage annotations for our sense

inventory of interest, by following the process described in Section 4.1 we are

left with a represented senses  , and a set of unrepresented senses  0. The

propagation process involves three steps, using increasingly abstract relations

from WordNet - sets of synonyms (synsets), hypernymy relations, and lexical

categories (lexnames or supersenses). In case we are targeting synset-level rep-

resentations, then the first step/level should be skipped.

Considering we are provided mappings between sensekeys, synsets, hyper-

nyms and lexnames, we infer  0 iteratively following Algorithm 1. After each of

these sequential steps, every inferred ~ is added to the set of represented senses

 . This propagation method ensures full-coverage provided that initial sense

embeddings  are su�ciently diverse such that falling back on propagating from

lexnames (supersenses) is always possible.

Since this method is designed to achieve full-representation of the sense

inventory based on a subset of senses observed in context, the inferred repre-

sentations are also of a similar contextual nature. However, unless the initial

set of sense embeddings is nearly complete, and particularly diversified, this

propagation method produces some number of identical representations for dis-

tinct senses, which is most undesirable for disambiguation applications, and to

a lesser extent, sense matching applications as well.
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Algorithm 1: Propagation method to infer unrepresented senses  0,

using sense embeddings  learned from annotations, and relations R.

Propagate ( , 0
, R)

foreach unrepresented sense  0 2  0 do

R 0  {all represented ~ 2  for which ( , 0) 2 R};

if |R 0 | > 0 then

~ 0  average of sense embeddings in R 0 ;

Insert( ~ 0, ); // add to represented

Remove( 0
, 0); // remove from unrepresented

return  , 0;

 , 0  Propagate ( , 0, {all ( , 0) : Synset( ) = Synset( 0)})

 , 0  Propagate ( , 0, {all ( , 0) : Hypernym( ) = Hyper.( 0)})

 , 0  Propagate ( , 0, {all ( , 0) : Lexname( ) = Lexname( 0)})

4.2.2. Leveraging Glosses and Lemmas

In Loureiro & Jorge (2019a) we introduced a method for representing sense

embeddings based on glosses and lemmas. This method is inspired by a typi-

cal baseline approach used in works pertaining to sentence embeddings, and it

amounts to simply averaging the contextual embeddings for all tokens present

in a sentence. In our case, we use glosses as sentences, but also introduce lem-

mas into the gloss’ context. By combining glosses with lemmas, we not only

augment the information available to represent senses, but we are also able to

generate sense embeddings which are lemma-specific (sensekey-level), instead of

only concept-specific (synset-level) if we only used glosses. As such, sense em-

beddings generated by this method address the redundancy issue arising from

the previously described propagation method, while simultaneously introducing

representational information which is complementary to contextual embeddings

extracted from sense-annotated sentences.

The method proceeds as follows. For every lemma/sense pair (i.e., sensekey)
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in a sense inventory, we build the template “<lemma> , <sense lemmas> -

<sense gloss>”. For instance, based on WordNet, the synset racev2 has the

lemmas race and run which are provided with the following sensekey-specific

fill-outs of the template:

• race%2:33:00:: - “race - run, race - compete in a race”

• run%2:33:01:: - “run - run, race - compete in a race”

The initial “<lemma>” component of the template can be omitted if the

target representation level is synsets, as it only serves the purpose of reinforcing

the lemma which is specific to the sensekey. The templated string is processed

by ⌦, similarly to sentences S in Section 4.1, but here we use the resulting set

of contextual embeddings for every token C?.

Considering that we have a complete set of sense embedding  , based on

sense annotations and propagation as described in Sections 4.1 and 4.2.1, we

augment 8~ 2  with gloss and lemma information as follows:

~ =
1

2
(||~ ||2 + || 1

|C?|
X

l2L

X

~c2C?

~cl||2) , where C? = ⌦(Template( )) (3)

In contrast to Loureiro & Jorge (2019a), which proposed using concatena-

tion to merge this new set of sense embeddings based on glosses and lemmas

with the previously mentioned set, in this work we propose merging through

averaging instead. This departure is motivated by the fact that Loureiro &

Jorge (2019a) found that while concatenation outperformed averaging for WSD,

the di↵erence in performance was modest, and in this work we are interested

in additional tasks which that work did not cover. Merging representations

through concatenation doubles the dimensionality of sense embeddings, increas-

ing computational requirements and complicating comparison with contextual

embeddings, among other potential applications. On the other hand, merging

representations through averaging allows for adding more components while re-

taining a similar vector, of equal dimensionality to contextual embeddings, and

represented in the same vector space.
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4.3. Applying Sense Embeddings

In this section we address how sense embeddings can be employed for solving

various tasks, grouped under two paradigms: disambiguation and matching.

Disambiguation assigns a word in context (i.e., in a sentence) to a particular

sense out of a subset of candidate senses, restricted by the word’s lemma and

part-of-speech. Matching also assigns specific senses to words, but imposes no

restrictions, admitting every entry in the sense inventory for each assignment.

The di↵erent conditions for disambiguation and matching require sense rep-

resentations with di↵erent degrees of lexical information and semantic coher-

ence. Whereas, for disambiguation, lexical information can be absent from

sense representations, due to the subset restrictions, for matching, lexical in-

formation is essential to distinguish between word forms carrying identical or

similar semantics. Similarly, the disambiguation setting has no issues with sense

representations displaying inconsistencies such as eat being more similar to sleep

than to drink, since these all belong to disjoint subsets, but the order and co-

herence of these similarities is relevant for sense matching applications. This

distinction leads us to specialize sense embeddings accordingly in Section 4.4.

To disambiguate a word w in context, we start by creating a set  w of candi-

date senses based on its lemma and part-of-speech, using information provided

with the sense inventory. Afterwards, we compute the cosine similarities (de-

noted ‘cos’) between the word’s contextual embedding ~cw and the pre-computed

embeddings for each sense in this subset  w (both using the same layer pooling).

Finally, we assign the sense whose similarity is highest (i.e., nearest neighbor):

 w = {~ 2  : lemma and part-of-speech of  match w}

Disambiguation(w) = argmax
~ 2 w

(cos(~cw, ~ )) (4)

To match a word w in context, without restrictions, we follow the approach

for disambiguation but simply consider the full sense inventory  instead of  w:

Matching(w) = argmax
~ 2 

(cos(~cw, ~ )) (5)
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4.4. Grounding Layer Pooling

Up until this point, we have described our method closely following our prior

work in Loureiro & Jorge (2019a). As we covered in earlier sections, NLMs can

show substantial and, more importantly, unexpected variation in task perfor-

mance across their layers. Considering this work’s focus on a more principled

and grounded focus on sense representation with NLMs, our methodology also

covers this important aspect.

In this section we present two methods targeting the layers composing NLMs.

The first method probes each layer’s adeptness for sense representation. Con-

sequently, the second method in this section is designed to capitalize on that

knowledge towards sense representations which better capture NLM’s ability to

represent senses over the current paradigm.

As we alluded to in Section 4.3, sense representation should be viewed in

light of the intended applications for these representations. In particular, in this

work we di↵erentiate between representations used for disambiguating words,

and for matching or comparing senses. This distinction is motivated by the

fact that disambiguation, which is the prevalent sense-related task on NLP,

only requires that sense representations be adequately di↵erentiated between

the restricted set of senses which share the same lemmas and parts-of-speech.

However, there exist other potential applications where sense representations

are matched without any constraints on the sense inventory, and thus require

that senses be coherently represented across the semantic space.

4.4.1. Sense Probing

In order to assess the contribution of individual layers of a pre-trained NLM

for sense representation, we directly evaluate the performance of representations

from these layers on tasks related to the previously described disambiguation

or matching scenarios. These tasks are solved using the nearest neighbors ap-

proaches described in Section 4.3, comparing pre-computed sense embeddings

with contextual embeddings obtained from the same layer.
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For this probing experiment, we follow the method for learning sense repre-

sentations described in Section 4.1, but create multiple sets of senses  l for each

layer l in the NLM. To maintain focus on assessing the performance of represen-

tations learned directly from specific layers, we ensure that test instances have

all their senses represented in the sense-annotated corpora used to precompute

 l, 8l 2 L. Thus, our probing experiments do not use techniques to infer or

enrich sense representations, such as those we described in Section 4.3, which

could otherwise act as confounders.

The resulting performance scores for every layer l 2 L composing a specific

⌦, using a corresponding  l, not only reveal which layers perform best, but also

inform the layer pooling method described next.

4.4.2. Sense Profiling

We use the probing results described earlier as the basis for a pooling oper-

ation which is better grounded than the current paradigm of using the sum of

the last four layers, and also better performing as we show later in this work.

We designate each set of model-specific layer weights as a ‘sense profile’, and

consider distinct sense profiles for disambiguation and matching, depending on

the choice of disambiguation or matching tasks during layer probing.

These proposed sense profiles are a more immediate version of the Scalar

Mixing used in Tenney et al. (2019a), being based on heuristically-derived sets of

layer weights, instead of learning them through task optimization. Considering

this, we understand sense profiles to be closer to the extraction configurations

of Vulić et al. (2020).

Granted we have performance scores sl 8l 2 L, for a specific ⌦, we obtain

layer specific weights wl 8l 2 L by applying the softmax function:

wl =
exp(sl/t)P

l02L
exp(sl0/t)

(4)

We use the temperature scaling parameter t to skew the weight distribution

towards highest performing layers. While simple, temperature scaling has been

found surprisingly e↵ective at calibrating neural network predictions (Guo et al.,
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2017). This parameter is to be determined empirically and is only specific to

application settings, not models.

In Table 1 we demonstrate the interaction between performance scores and

layer weights conditioned on the temperature parameter. In that table, and

others found in this work, we use reverse layer indices so that we can consistently

refer to the final layer of any model using the -1 index, regardless of the number

of layers in the NLM.

Consequently, we employ sense profiles comprised of weights wl 8l 2 L to

retrieve contextual embeddings from ⌦, and generate our sense embeddings

accordingly, updating formula (1) such that:

~ =
1

|C |
X

l2L

X

~c2C 

wl ⇤ ~cl , where C = ⌦(S ) (5)

This set of sense embeddings learned from annotations using sense profiles,

undergoes the same extensions and augmentations described earlier (§4.2).

To be clear, the process of probing layer performance and determining sense

profiles to pool contextual embeddings from all layers (including when learning

sense embeddings from annotations) is carried out for both the disambiguation

and matching settings independently. As a result, we produce two sets of sense

embeddings for each NLM based on sense profiles, which we distinguish from

the LMMS sense embeddings introduced in Loureiro & Jorge (2019a) as LMMS-

SP (Sense Profiles). The SP-WSD (for Word Sense Disambiguation) and SP-

USM (for Uninformed Sense Matching) abbreviations are used to refer to sense

embeddings based on disambiguation and matching sense profiles respectively.
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BERT-L 53 58 62 63 65 67 68 68 69 70 71 71 71 71 72 72 71 72 73 72 73 74 75 75 72

XLNet-L 51 57 65 67 68 70 71 72 73 73 72 72 72 72 71 71 71 71 71 71 72 72 72 72 68

RoBERTa-L 53 57 63 66 67 69 71 72 73 73 74 74 74 74 75 75 75 74 75 74 74 74 73 74 71

ALBERT-XL 54 65 67 68 69 70 70 71 71 71 71 71 71 71 71 70 70 69 69 69 69 69 69 69 64

Table 1: Shows interaction between F1 scores (rounded) for 1NN WSD using each layer of

four di↵erent NLMs, and respective weight distributions (matching colors) using decreasing

temperature parameters. Lower temperatures induce higher skewness towards layers that

perform best on the probing validation set. Distributions based on t=1.000 are almost uniform,

while t<0.002 would place almost all mass on single best layer.
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5. Experimental Setting

In this section we provide details about our experimental setting, including

a description of the models (§5.1) and datasets (§5.2) used for learning sense

representations.

5.1. Transformer-based Language Models

In this work we experiment with several Transformer-based Language Mod-

els, including all the original English BERT models released by Devlin et al.

(2019) as well as several other BERT-inspired alternatives, namely XLNet (Yang

et al., 2019), RoBERTa (Liu et al., 2019b) and ALBERT (Lan et al., 2020). This

section briefly describes the most relevant features of each of these models for

our use case. We summarize the di↵erences between each variant of these models

on Table 2.

BERT. The model released by Devlin et al. (2019) is first prominent Transformer-

based NLM designed for language understanding. It is pre-trained with two

unsupervised modelling objectives, Masked Language Modelling (MLM) and

Next Sentence Prediction (NSP), using English Wikipedia and BookCorpus

(Zhu et al., 2015). It uses WordPiece tokenization, splitting words into dif-

ferent components at the character-level (i.e., subwords). BERT is available

in several models di↵ering not only on parameter size, but also tokenization

and casing. The ‘whole-word’ models were released after publication, showing

slightly improved benchmark performance when trained with whole words being

masked instead of subwords resulting from WordPiece tokenization.

XLNet. Based on a Transfomer-XL (Dai et al., 2019) architecture, Yang et al.

(2019) release XLNet featuring Permutation Language Modelling (PLM) as the

only pre-training objective. The motivation for PLM is that it does not rely

on masked tokens, and thus makes pre-training closer to fine-tuning for down-

stream tasks. It is also trained on much larger corpora than BERT, adding a

large volume of web text from various sources to the corpora used for BERT.
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Instead of using WordPiece for tokenization, XLNet uses SentencePiece (Kudo

& Richardson, 2018), which is a very similar open-source version of WordPiece.

RoBERTa. The model proposed by Liu et al. (2019b) is explicitly designed

as an optimized version of BERT. RoBERTa does not use the NSP pre-training

objective after finding that it deteriorates performance in the reported exper-

imental setting, performing only MLM during pre-training. It is also trained

with some di↵erent choices of hyperparameters (e.g., larger batch sizes) that im-

prove performance on downstream tasks. The models released with RoBERTa

are also trained on larger corpora composed mostly of web text, similarly to

XLNet. As for tokenization, RoBERTa opts for byte-level BPE, following Rad-

ford et al. (2019), which makes retrieving embeddings for specific tokens more

challenging (i.e., spacing must be explicitly encoded).

ALBERT. Aiming for a lighter architecture, Lan et al. (2020) propose AL-

BERT as a more parameter-e�cient version of BERT. In spite of changes in-

troduced to improve e�ciency (e.g., cross-layer parameter sharing), ALBERT

is based on a similar architecture to BERT. Besides improving e�ciency, AL-

BERT also improves performance on downstream tasks by replacing NSP with

the more challenging Sentence Order Prediction (SOP) objective. ALBERT uses

the same SentencePiece tokenization as XLNet, and it is trained on similar cor-

pora. It is released in several configurations, showing benchmark performance

comparable to BERT while using fewer parameters.

The full set of 14 model variants detailed on Table 2 are only used for layer-

specific validation performance on WSD and USM tasks. For task evaluation

and analyses, we proceed with the single best performing model configuration

from each model family, according to results from the validation experiments.

We use the Transformers package (Wolf et al., 2020) (v3.0.2) for experiments

with BERT, XLNet and ALBERT, and the fairseq package (Ott et al., 2019)

(v0.9.0) for experiments with RoBERTa 4.

4Initial experiments with RoBERTa showed slightly better results using fairseq.
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Model Configuration Params. Layers Heads Dims. Tokenization Tasks Corpus

BERT

B 110M 12 12 768 WordPiece MLM, NSP 16GB

B-UNC 110M 12 12 768 WordPiece, Unc. MLM, NSP 16GB

L 340M 24 16 1024 WordPiece MLM, NSP 16GB

L-UNC 340M 24 16 1024 WordPiece, Unc. MLM, NSP 16GB

L-WHL 340M 24 16 1024 WordPiece MLM, NSP 16GB

L-UNC-WHL 340M 24 16 1024 WordPiece, Unc. MLM, NSP 16GB

XLNet
B 110M 12 12 768 SentencePiece PLM 158GB

L 340M 24 16 1024 SentencePiece PLM 158GB

RoBERTa
B 125M 12 12 768 Byte-level BPE MLM 160GB

L 355M 24 16 1024 Byte-level BPE MLM 160GB

ALBERT

B 11M 12 12 768 SentencePiece MLM, SOP 160GB

L 17M 24 16 1024 SentencePiece MLM, SOP 160GB

XL 58M 24 16 2048 SentencePiece MLM, SOP 160GB

XXL 223M 12 64 4096 SentencePiece MLM, SOP 160GB

Table 2: Feature comparison for the NLMs used in this work. Configuration names are

shortened for readability: B - Base; L - Large; XL - Extra Large; XXL - Extra Extra Large;

UNC - Uncased; WHL - Whole-Word.

5.2. Corpora for Training and Validation

We learn the initial set of sense representations described in Section 4.1

using sense-annotated corpora, namely SemCor (Miller et al., 1994) and the

Unambiguous Word Annotations corpus (Loureiro & Camacho-Collados, 2020,

UWA).

SemCor is a sense-annotated version of the Brown Corpus that still remains

the largest corpus with manual sense-annotations despite its age. It includes

226,695 annotations for 33,362 sensekeys (25,942 synsets), reaching a coverage

of 16.1% of WordNet’s sense inventory. We use the version released in Raganato

et al. (2017), which includes mappings updated to WordNet version 3.0.

UWA is our recently introduced corpus composed exclusively of annotations

for unambiguous words from Wikipedia sentences. Since WordNet is mostly

composed of unambiguous words, UWA not only allows for representing the

majority of WordNet senses (56.7%, when combined with SemCor) from direct

annotations, but also leads to improved sense representation for senses learned
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through propagation (as described in Section 4.2.1), due to network e↵ects.

UWA is released in several versions of di↵erent sizes, in this work we use the

version with up to 10 examples per sense (denoted UWA10), which includes

867,252 annotations for 98,494 sensekeys (67,860 synsets).

In order to avoid interference with the standard test sets, we perform our

layer analysis and probing using a custom validation set, based on the MASC5

corpus (Ide et al., 2010), following Loureiro et al. (2021). Considering that

our layer experiments are focused on intrinsic properties of NLMs, this custom

version of the MASC corpus is restricted to only include annotations for senses

that occur in SemCor. Any sentence annotated with senses not occurring in

SemCor is discarded, leaving a total of 14,645 annotations. As such, our layer

experiments use sense embeddings learned from SemCor and validated using

this restricted version of MASC, without requiring strategies for inferring senses

(e.g., ontological propagation), or fallbacks (e.g., Most Frequent Sense).

6. Probing Analysis

In this section we present the outcome of the probing methodology described

in Section 4.4 applied on the models detailed in Section 5.1. We report probing

results in this section so they are presented and discussed before the evaluation

and analysis sections, which report downstream task results using layer pooling

informed by the probing analysis.

This section starts by covering our initial findings regarding layer perfor-

mance variation patterns observed for all models (§6.1). Second, we present

validation results using our proposed sense profiles for both disambiguation and

matching scenarios (§6.2). Finally, we present our rationale for choosing which

sense profile should be used according to the type of task (§6.3).

5We use the version of the MASC corpus released in Vial et al. (2018)
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6.1. Variation in Layer Performance Across NLMs

As discussed in Section 3.3, it is well-understood that task performance varies

considerably depending on which layers are used to retrieve embeddings from.

While some works have analysed task performance per layer specifically for the

task of WSD (Reif et al., 2019; Loureiro et al., 2021), there is still lacking an

in-depth cross-model comparison.

In Table 3 we report WSD and USM performance for individual layers of

each of the 14 models belonging to 4 di↵erent Transformer-based model families.

These results are obtained using the methodology described in Section 4.4.1.

We observe that indeed, the final layer (-1) is never optimal for either WSD

or USM performance. More interestingly, we find that while the second-to-last

layer (-2) always performs best for WSD in BERT models (with the exception

of BERT-L-UNC-WHL), that pattern does not hold for the other models tested.

For some models, such as XLNet-L or ALBERT-L, we even find that the best

performing layers are closer to the initialization layer (INIT) than to the final

layer. Another apparent pattern is that the best performing layers for USM are

consistently lower than for WSD. This can be explained by the fact that USM

benefits from lexical information encoded in the lower layers, even though the

initialization layer still performs worst, just as with WSD, demonstrating that

it is not su�cient by itself.

These empirical results suggest that any layer pooling strategy based on a

fixed set of layers, such as the often used sum of layers [-1,-4], cannot accurately

capture the available sense information encoded in pre-trained NLMs.
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Word Sense Disambiguation (WSD)

Model IN
IT

-2
4

-2
3

-2
2

-2
1

-2
0

-1
9

-1
8

-1
7

-1
6

-1
5

-1
4

-1
3

-1
2

-1
1

-1
0

-9 -8 -7 -6 -5 -4 -3 -2 -1

B ?

B-UNC ?

L ?

L-UNC ? ?

L-WHL ?

BERT

L-UNC-WHL ?

B ?

XLNet
L ?

B ?

RoBERTa
L ? ?

B ? ?

L ? ?

XL ?

ALBERT

XXL ?

Uninformed Sense Matching (USM)

Model IN
IT

-2
4

-2
3

-2
2

-2
1

-2
0

-1
9

-1
8

-1
7

-1
6

-1
5

-1
4

-1
3

-1
2

-1
1

-1
0

-9 -8 -7 -6 -5 -4 -3 -2 -1

B ? ? ?

B-UNC ?

L ?

B-UNC ?

L-WHL ?

BERT

L-UNC-WHL ?

B ? ?

XLNet
L ?

B ?

RoBERTa
L ?

B ?

L ?

XL ?

ALBERT

XXL ? ?

Table 3: Performance variation on the development set across all models and configurations

considered in this work. Green represents best performing layers (best is marked with ?), red

represents worst performing layers, and grey stands for layers missing in shallower variants.
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6.2. Sense Profiles for Disambiguation and Matching

In Section 4.4.2 we described our method for uncovering a model-specific set

of layer weights which informs a weighted layer pooling that results in improved

sense representations. We have applied this method to all our models, for both

disambiguation and matching scenarios, in order to verify whether our proposed

method reliably improves performance on WSD and USM tasks when compared

to conventional pooling approaches. Additionally, we also compare against dif-

ferent values for the temperature t parameter. In order to understand whether

our recommended t values actually result in improved test-time performance for

these tasks, we run a limited evaluation on the ALL test set of Raganato et al.

(2017) where we compare NLMs using only our method as described until Sec-

tion 4.2.1 (without using glosses) and trained solely with SemCor annotations.

Later, in Sections 7.1 and 7.2, we report WSD and USM results using our final

solution in comparison with the current state-of-the-art.

The conventional layer choices we considered are the following: last/final

(L�1); second-to-last (L�2); sum of last 4 (L�1 + L�2 + L�3 + L�4); integer

weighted sum of last 4 (L�1 + 2 ⇤L�2 + 3 ⇤L�3 + 4 ⇤L�4); fractional weighted

sum of last 4 ( 14 ⇤L�1+
1
3 ⇤L�2+

1
2 ⇤L�3+L�4). We tested temperature values

t 2 {0.002, 0.005, 0.01, 0.1, 1.0}6. Below we discuss our findings regarding the

impact of sense profiles specific to each task.

The WSD validation results on Table 4 reveal that the single best layer

(which varies depending on model, see Table 3) consistently outperforms the

sum of last 4 layers. We also find that WSD sense profiles with t = 0.002

and t = 0.005 perform comparably to the single best layer, with t = 0.002

being slightly closer on average. Given the close performance, we opt for recom-

mending t = 0.005 as higher values are less likely to overfit on the validation set

(bias-variance tradeo↵). In the limited evaluation results on Table 5 we compare

the performance of conventional layer choices against WSD sense profiles with

the recommended temperature value. We observe that for 11 out of 14 models,

6t = 0.001 results in large exponents that cause overflow errors.
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WSD sense profiles with the recommended temperature reliably outperform any

of the conventional choices, of which none stands out as a reliable cross-model

choice. Moreover, on Table 5 we also see that WSD sense profiles with the rec-

ommended temperature generally match or outperform both the single layers

which performed best on the validation set, and the WSD sense profiles using

the temperature value that showed best performance on the validation set.

Our findings regarding performance of USM sense profiles largely follow the

previously mentioned findings for WSD sense profiles. In the case of USM,

validation results on Table 6 more clearly show that t = 0.100 performs better,

although t = 1.000 also performs well. As for the limited evaluation results,

Table 7 shows that conventional layer choices significantly underperform any

of the alternatives introduced in this work, with the USM sense profile with

recommended temperature (t = 0.100) showing overall best performance.

6.3. Choosing Sense Profiles for Di↵erent Tasks

Having established that our proposed sense profiles improve WSD and USM

performance over conventional layer choices, the question remains of whether to

choose WSD or USM sense profiles to represent sense embeddings. In this work

we propose choosing sense profiles based on the probing task that shares most

similar constraints to the downstream task of interest. More specifically, tasks

requiring comparison of di↵erent senses for the same word fit the disambiguation

profile, such as classical WSD (Navigli, 2009) or WiC (Pilehvar & Camacho-

Collados, 2019), and benefit less from information in lower layers. On the other

hand, tasks without lexical constraints, not only USM but also synset similarity

(Colla et al., 2020a) or semantic change (Hamilton et al., 2016), are better suited

to the matching profile, which uses information from more layers. In Section

7 we evaluate sense embeddings learned using sense profiles according to each

task’s constraints, and in Section 8.1 we analyse the performance gap when

using alternate sense profiles.
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Model
Sum Layer Weighted Sum (WS)

LST4 Best t=0.002 t=0.005 t=0.010 t=0.100 t=1.000

BERT

B 71.6 72.5 (-2) 72.4 72.2 71.8 69.6 68.6

B-UNC 71.9 73.0 (-2) 72.9 72.8 72.3 70.3 69.1

L 73.8 74.7 (-2) 74.7 74.5 74.3 72.2 70.9

L-UNC 72.7 72.9 (-2) 72.9 72.7 72.7 71.5 70.8

L-WHL 72.0 73.0 (-2) 73.1 72.6 71.8 70.4 69.1

L-UNC-WHL 71.5 72.7 (-8) 72.6 72.1 72.0 71.5 70.7

XLNet
B 66.6 70.9 (-3) 71.0 71.2 71.2 70.3 69.9

L 66.5 72.7 (-17) 73.0 73.4 73.3 72.4 71.8

RoBERTa
B 72.5 72.9 (-3) 72.8 72.6 72.2 71.6 71.2

L 74.1 74.9 (-10) 74.9 74.7 74.4 73.6 73.1

ALBERT

B 68.3 68.9 (-5) 68.3 68.2 68.1 67.6 67.3

L 69.4 70.5 (-15) 70.2 70.0 69.9 69.3 69.3

XL 68.2 71.4 (-13) 71.1 71.1 71.0 70.5 70.4

XXL 72.4 73.8 (-6) 73.5 73.4 73.3 72.8 72.4

Table 4: WSD validation results (F1). Reports best single layer and weighted sums using spe-

cific sense profiles, with di↵erent t values, for each model configuration. Sense representations

for this experiment were learned from SemCor (no propagation required).

Model

Standard Proposed

Layer Layer Sum WS (I) WS (F) Layer WS WS

-1 -2 LST4 LST4 LST4 Best Dev Rec. t Best t

BERT

B 72.1 72.9 72.6 72.5 72.5 72.9 (-2) 72.8 72.9 (.002)

B-UNC 73.5 73.5 73.0 73.3 73.3 73.5 (-2) 73.4 73.5 (.002)

L 73.3 73.9 74.0 74.0 74.0 73.9 (-2) 74.2 74.0 (.002)

L-UNC 73.4 73.6 73.9 74.0 74.0 73.6 (-2) 74.0 73.8 (.002)

L-WHL 72.0 73.4 73.2 73.1 73.0 73.4 (-2) 73.5 73.4 (.002)

L-UNC-WHL 72.0 73.0 72.9 72.8 72.8 65.4 (-8) 73.1 73.1 (.002)

XLNet
B 69.1 67.4 64.8 62.7 63.7 55.4 (-3) 72.3 72.3 (.005)

L 66.2 70.4 65.7 64.8 66.1 57.5 (-17) 73.8 73.8 (.005)

RoBERTa
B 71.9 73.3 73.3 73.4 73.3 73.5 (-3) 73.6 73.7 (.002)

L 71.2 74.0 74.1 74.0 73.9 66.3 (-10) 74.7 74.7 (.002)

ALBERT

B 70.6 69.6 70.1 70.1 70.3 67.3 (-5) 69.7 69.7 (.002)

L 70.1 70.5 70.5 70.6 70.4 67.7 (-15) 71.1 70.7 (.002)

XL 64.3 69.0 68.8 67.8 67.2 66.6 (-12) 73.0 73.0 (.002)

XXL 69.4 73.7 73.9 73.1 72.5 74.8 (-6) 75.1 75.1 (.002)

Table 5: WSD test results (F1 on ALL). Reports conventional layer choices and alterna-

tives using sense profiles. Recommended t for WSD is 0.005. Sense representations for this

experiment were learned from SemCor (with propagation).
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Model
Sum Layer Weighted Sum (WS)

LST4 Best t=0.002 t=0.005 t=0.010 t=0.100 t=1.000

BERT

B 59.2 61.2 (-6) 61.5 61.5 61.8 62.2 62.0

B-UNC 58.6 63.1 (-8) 63.1 63.2 63.5 63.7 63.7

L 57.7 63.8 (-14) 63.9 64.0 63.9 64.5 64.5

L-UNC 56.8 64.3 (-14) 64.4 64.6 64.6 65.4 65.7

L-WHL 59.7 62.1 (-14) 62.1 62.0 62.1 62.7 62.5

L-UNC-WHL 59.1 64.8 (-14) 64.7 64.5 64.5 64.7 64.8

XLNet
B 34.7 61.2 (-9) 61.3 61.4 61.4 61.9 60.4

L 28.0 63.6 (-18) 63.5 63.6 63.7 64.4 64.1

RoBERTa
B 61.6 64.2 (-9) 64.0 63.9 64.0 64.0 63.9

L 64.1 65.3 (-17) 65.2 65.4 65.8 66.1 66.2

ALBERT

B 60.0 61.8 (-8) 61.9 61.8 61.7 61.6 61.6

L 60.0 64.1 (-16) 63.5 63.5 63.2 63.3 63.2

XL 54.9 64.5 (-18) 64.2 64.1 64.2 64.5 64.6

XXL 65.8 65.8 (-9) 65.7 66.1 66.1 66.2 66.3

Table 6: USM validation results (F1). Reports best single layer and weighted sums using spe-

cific sense profiles, with di↵erent t values, for each model configuration. Sense representations

for this experiment were learned from SemCor (no propagation required).

Model

Standard Proposed

Layer Layer Sum WS (I) WS (F) Layer WS WS

-1 -2 LST4 LST4 LST4 Best Dev Rec. t Best t

BERT

B 53.1 51.2 53.7 53.0 53.0 57.0 (-6) 57.7 57.7 (.100)

B-UNC 50.4 50.4 53.0 51.8 52.3 57.9 (-8) 58.8 58.8 (.100)

L 53.9 50.3 52.5 52.8 53.4 58.9 (-14) 60.0 60.0 (.100)

L-UNC 48.3 46.7 49.0 48.8 48.8 58.5 (-14) 60.3 60.4 (1.00)

L-WHL 53.3 54.3 54.5 54.2 54.5 57.6 (-14) 58.4 58.4 (.100)

L-UNC-WHL 53.7 52.4 53.3 53.3 53.3 58.3 (-14) 59.4 59.6 (1.00)

XLNet
B 38.1 36.9 31.4 27.8 28.9 57.3 (-9) 57.3 57.3 (.100)

L 27.9 41.3 28.7 28.2 29.6 59.0 (-18) 60.4 60.4 (.100)

RoBERTa
B 53.7 53.2 55.1 55.3 55.5 58.3 (-9) 59.2 59.2 (.100)

L 56.3 56.7 57.9 58.1 58.0 60.6 (-17) 61.2 61.2 (.100)

ALBERT

B 53.8 53.6 54.7 54.2 54.8 55.8 (-8) 56.2 56.3 (.002)

L 55.7 55.5 56.0 56.1 56.1 57.4 (-16) 58.4 57.3 (.005)

XL 41.2 48.5 49.8 48.0 47.4 59.9 (-18) 60.1 59.8 (1.00)

XXL 55.1 60.6 61.7 61.0 60.5 60.6 (-9) 62.3 62.3 (1.00)

Table 7: USM test results (F1 on ALL). Reports conventional layer choices and alternatives

using sense profiles. Recommended t for USM is 0.1. Sense representations for this experiment

were learned from SemCor (with propagation).
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7. Evaluation

In this work we address several sense-related tasks selected to investigate

the versatility of the proposed sense embeddings, covering disambiguation (§7.1

- WSD), matching (§7.2 - USM), meaning change detection (§7.3 and §7.4 -

WiC and GWCS) and sense similarity (§7.5 - SID). For each task, we report

our new results (LMMS-SP) in comparison with the state-of-the-art and the

original LMMS (2019a) sense embeddings.

For brevity, we only consider the variant from each model family that showed

best results in our probing analysis (§6). In our comparisons, we omit LMMS2348

because those sense embeddings are concatenated with fastText (Bojanowski

et al., 2017) word embeddings, thus not exclusively based on representations

from particular NLMs, as focused in this work.

All tasks are solved essentially using cosine similarity between contextual

embeddings and LMMS-SP precomputed sense embeddings represented using

the same NLM. Each task’s subsection provides more details about how these

similarities are used to produce task-specific predictions. No additional task-

specific training or validation datasets are used asides from those referred in

Section 5.2, and all NLMs are employed in the same exact fashion - simply

retrieving contextualized representations from each layer (following §4.1).

As such, LMMS-SP performance on these tasks should be indicative of each

NLM’s intrinsic ability to approximate meaning representations learned during

pre-training with language modelling objectives alone.

7.1. Word Sense Disambiguation (WSD)

Sentence Lemma POS Gold Sensekey

Eyes that were clear , but also bright with a strange

intensity , a sort of cold fire burning behind them .
fire NOUN fire%1:12:00::

Table 8: Example WSD instance from Raganato et al. (2017). Sentence, lemma and part-of-

speech (POS) are provided. The goal is to predict the correct sensekey (sense from WordNet).
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WSD is the most popular and obvious task for evaluating sense embeddings.

This task has been researched since the early days of Artificial Intelligence and

constitutes an AI-complete task (Navigli, 2009). It is usually formulated as

choosing the correct sense for a word in context out of a list of possible senses

given the word’s lemma and part-of-speech tag (see Table 8). Several test sets

have been proposed over the years, and the compilation of Raganato et al. (2017)

has emerged as the de facto evaluation framework for English WSD, which we

also use. Naturally, this task suits sense profiles for WSD, and we follow the

method described in Section 4.3.

7.1.1. Results

On Table 9 we report performance on the standard test sets of the WSD

Evaluation Framework (Raganato et al., 2017). Given the breadth of recent

WSD solutions, we make results more comparable by separating solutions using

only SemCor annotations, and solutions augmenting SemCor with other sense-

annotated datasets. In the case of LMMS-SP, we combine SemCor with the

unambiguous annotations from UWA, which are easily retrieved from unlabeled

corpora. We also report which solutions use glosses and relations, besides sense

annotations, as well as which solutions are based on 1NN (first nearest neighbor)

with precomputed sense embeddings represented in the space of NLMs.

When considering SemCor as the only source of annotations, LMMS and

LMMS-SP remain the best solutions based on 1NN in NLM-space. Most no-

tably, LMMS-SPALBERT-XXL is able to match the performance of LMMS2048 on

the combination of test sets (ALL) without concatenating gloss embeddings.

As could be expected, task-specific classifiers show best results, particularly

BEM (Blevins & Zettlemoyer, 2020) and ConSeC (Barba et al., 2021). Gen-

erally, solutions fine-tuning NLMs, or combining them with other classifiers

trained for the WSD task show improved performance over 1NN. Despite this,

in Loureiro et al. (2021) we have shown that 1NN solutions o↵er other advan-

tages, such as better sample e�ciency and less frequency biases, besides the

versatility advocated in this current work.
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Allowing for additional annotations, we find that LMMS-SP results improve

slightly when using BERT-L and ALBERT-XXL. ARES (Scarlini et al., 2020b)

uses semi-supervised annotations to increase coverage of the sense inventory

with sense embeddings represented on the space of BERT-L. Results show the

ARES dataset leads to improved WSD performance in comparison to LMMS-SP

on the reported test sets, particularly on SE13 and SE15.7

Model 1NN Defs. Rels.
SE2 SE3 SE07 SE13 SE15 ALL

(n=2,282) (n=1,850) (n=445) (n=1,644) (n=1,022) (n=7,253)

S
e
m
C
o
r
(
S
C
)

MFS 65.6 66.0 54.5 63.8 67.1 64.8

context2vec (2016) X 71.8 69.1 61.3 65.6 71.9 69.0

ELMo (2018a) X 71.6 69.6 62.2 66.2 71.3 69.0

BERT-L (2019a) X 76.3 73.2 66.2 71.7 74.1 73.5

SVC (2019) X 76.6 76.9 69.0 73.8 75.4 75.4

GlossBERT (2019) X 77.7 75.2 72.5* 76.1 80.4 77.0*

EWISER (2020) X X 78.9 78.4 71.0 78.9 79.3* 78.3*

BEM (2020) X 79.4 77.4 74.5* 79.7 81.7 79.0*

ConSeC (2021) X 82.3 79.9 77.4* 83.2 85.2 82.0*

LMMS1024 (2019a) X X 75.4 74.0 66.4 72.7 75.3 73.8

LMMS2048 (2019a) X X X 76.3 75.6 68.1 75.1 77.0 75.4

LMMS-SPBERT-L X X X 76.1 74.0 67.0 75.2 77.4 75.0

LMMS-SPXLNet-L X X X 76.0 73.1 66.4 74.2 74.9 74.1

LMMS-SPRoBERTa-L X X X 77.2 73.5 67.9 75.5 76.4 75.2

LMMS-SPALBERT-XXL X X X 77.4 74.8 71.0 74.7 74.8 75.4

S
C
+
O
t
h
e
r
s SVC (2019) X 79.4 78.1 71.4 77.8 81.4 78.5

KnowBERT (2019) X 76.4 76.0 71.4 73.1 75.4 75.1

EWISER (2020) X X 80.8 79.0 75.2 80.7 81.8* 80.1*

ARES (2020b) X X 78.0 77.1 71.0 77.3 83.2 77.9

S
C
+
U
W

A

LMMS-SPBERT-L X X X 76.7 74.1 66.4 75.2 77.6 75.2

LMMS-SPXLNet-L X X X 76.1 73.1 65.9 74.2 75.0 74.1

LMMS-SPRoBERTa-L X X X 77.4 73.5 67.7 75.3 76.7 75.2

LMMS-SPALBERT-XXL X X X 77.7 75.0 70.5 74.7 74.9 75.5

Table 9: F1 scores (%) for each test set in the WSD Evaluation Framework (Raganato et al.,

2017). Top rows show results for models using sense annotations exclusively from SemCor

(SC). Bottom rows show results for models augmenting SC with annotations from additional

sources. Results marked with * correspond to development sets (and therefore ALL). For each

group of results, we underline the best from LMMS.

7We expect the annotations in ARES to produce further performance gains for LMMS-SP

but do not use this resource due to its large size (13x the annotations in SemCor+UWA10).
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7.2. Uninformed Sense Matching (USM)

Sentence Gold Sensekey Gold Synset

Eyes that were clear , but also bright with a strange

intensity , a sort of cold fire burning behind them .
fire%1:12:00::

06711159n

(fire9
n
)

Table 10: Example USM instance adapted from Raganato et al. (2017). The correct sensekey

or synset must be predicted, in separate evaluations.

We introduced the USM task in Loureiro & Jorge (2019a) as a variation

on WSD that can more accurately represent the extent to which NLMs can

associate words or phrases to senses from the WordNet inventory. The crucial

di↵erence in relation to WSD is that in the USM task we do not use any sup-

plemental information to restrict candidates in the sense inventory (compare

examples in Table 8 and Table 10). Conveniently, this allows for USM to use

the same test sets as WSD. As expected, we address USM using the sense profile

of the same name, and follow the method described in Section 4.3. In this work

we evaluate USM from both the sensekey and synset perspective, to provide a

clearer account of the impact of lexical information on task performance.

7.2.1. Results

Following Loureiro & Camacho-Collados (2020), we evaluate performance

considering two additional metrics besides F1: Precision at 5 (P@5) and Mean

Reciprocal Rank (MRR). To our knowledge, ARES (Scarlini et al., 2020b) is the

only other publicly available set of full-coverage sense embeddings represented in

the space of a Transformer-based NLM, so we also compare LMMS-SP against

those sense embeddings. Since our prior LMMS sense embeddings and the ARES

sense embeddings are released using sensekey representations, USM synset eval-

uation requires converting those sensekey embeddings to synset embeddings.

We perform this conversion by simply averaging sensekey embeddings that be-

long to the same synset. In Section 8.2 we analyse the impact this conversion

can have on task performance.
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On Table 11 it can be observed that LMMS-SP dramatically improves per-

formance over LMMS on all three metrics considered. The poor performance of

LMMS2048 in comparison to LMMS1024 suggests that concatenating gloss em-

beddings is detrimental to USM performance, particularly on the F1 metric. In

this comparison we do not consider LMMS2348 because those sense embeddings

are concatenated with fastText static embeddings, resulting in 300 dimensions

having the same exact distribution for sense embeddings corresponding to iden-

tical lemmas. This property of LMMS2348 makes the comparison inequitable

and diverts from this work’s focus on the intrinsic capabilities of Transformer

NLMs.

Interestingly, we find that, when targeting sensekeys, LMMS-SPALBERT-XXL

shows best performance on all metrics, and ARES (based on BERT-L) only out-

performs LMMS-SPBERT-L on the F1 metric. However, when targeting synsets,

the additional contexts of ARES prove more advantageous, and we do not ob-

serve a similar performance gap between sensekeys and synset as we do with

LMMS-SP, which can be expected considering that the additional contexts of

ARES are targeted at the synset-level.

Model
Sensekeys Synsets

F1 P@5 MRR F1 P@5 MRR

ARES 61.4 84.7 71.8 60.7† 86.5† 71.8†

LMMS1024 (2019a) 52.2 66.9 59.0 29.4† 53.9† 40.7†

LMMS2048 (2019a) 34.8 60.3 46.3 32.5† 58.9† 44.5†

LMMS-SPBERT-L 60.8 86.7 72.2 51.0 81.7 64.3

LMMS-SPXLNet-L 60.1 87.3 71.9 51.7 82.7 65.1

LMMS-SPRoBERTa-L 62.2 86.9 73.1 50.2 80.1 63.3

LMMS-SPALBERT-XXL 62.9 87.6 73.7 52.7 81.9 65.5

Table 11: USM results on the ALL test set of the WSD Evaluation Framework (Raganato

et al., 2017), at sense and synset-level. Results marked with † are obtained from synset

embeddings converted from sensekey embeddings.
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Sentence Pairs Lemma POS Boolean

You must carry your camping gear .

Sound carries well over water .
carry VERB False

He wore a jock strap with a metal cup .

Bees filled the waxen cups with honey .
cup NOUN True

Table 12: Examples from the WiC training set. Showing two independent instances.

7.3. Word-in-Context (WiC)

The Word-in-Context (Pilehvar & Camacho-Collados, 2019, WiC) task is

designed to assess how context impacts word representations produced by con-

textual NLMs. It is a binary classification task that simply requires determining

whether a particular word is used with the same meaning or not in a pair of

sentences, also given lemma and POS provided in WSD tasks (see Table 12 for

examples). The dataset is balanced and performance is measured with accuracy.

7.3.1. Solution

In this work, we tackle the WiC task using our proposed sense embeddings

following the unsupervised approach from Loureiro & Jorge (2019b), which es-

sentially applies the 1NN method for disambiguating the target word in both

sentences and checks whether they are equal or not. Even though we also ex-

plored a supervised approach in Loureiro & Jorge (2019b), based on Logistic

Regression, in this work we focus on the unsupervised approach as its per-

formance is more revealing of the inherent representational abilities of NLMs.

Given the close relation to disambiguation, we use WSD sense profiles for WiC.

7.3.2. Results

WiC is a benchmark NLU task, being part of SuperGLUE (Wang et al.,

2019), therefore most state-of-the-art NLMs have reported results for this task.

The initial baseline methods proposed with WiC were based on cosine similarity

with thresholds learned from the validation set.
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Most recent solutions, however, involve fine-tuning the NLM (as performed

for other sentence classification tasks in SuperGLUE) using the training and val-

idation sets provided with WiC. One notable exception is Scarlini et al. (2020b)

which proposed a method that leverages ARES sense embeddings to improve

the fine-tuning process. As such, on Table 13 we compare results from these

solutions to our unsupervised LMMS and LMMS-SP, as well as an unsupervised

result based on the same 1NN approach using the ARES embeddings.

Starting with our unsupervised results, we confirm that LMMS-SPBERT-L

surpasses the performance of LMMS2048 (based on BERT-L), and once again

LMMS-SPALBERT-XXL displays the best performance. Nevertheless, supervised

solutions using NLMs fine-tuned for this task show best performance overall,

particularly T5 (Ra↵el et al., 2020) which is currently the largest NLM with

reported results on this task, at over 11B parameters. KnowBERT (Peters

et al., 2019) and SenseBERT (Levine et al., 2020) are both NLMs based on

BERT that have been augmented with sense information from WordNet and

SemCor, among other resources, showing improved performance in comparison

to fine-tuning the original BERT-L.

The method used by Scarlini et al. (2020b) to employ sense embeddings while

fine-tuning BERT-L for WiC resulted in a notable improvement similar to Sense-

BERT. In the unsupervised setting, however, we found that ARES embeddings

outperform LMMS-SPBERT-L, but underperform both LMMS-SPRoBERTa-L and

LMMS-SPALBERT-XXL. We expect following the same method to assist su-

pervised fine-tuning with LMMS-SP sense embeddings may produce improved

results, but consider that experiment out of scope for this work.

As for solutions using the threshold method, all reported models substan-

tially underperform unsupervised results using any Transformer-based NLM.

7.4. Graded Word Similarity in Context (GWCS)

For evaluating graded contextual similarity, in contrast to the binary contex-

tual similarity assignments of WiC, we address SemEval 2020 Task 3: Graded

Word Similarity in Context (GWCS) (Armendariz et al., 2020a). This task,

43

192 LEARNING WORD SENSE REPRESENTATIONS FROM NEURAL LANGUAGE MODELS



Method Language Model Sense Embeddings Acc.
S
u
p
e
r
v
is
e
d

Fine-Tuning BERT-L (2019) - 69.6*

Logistic Reg. BERT-L LMMS2048 (2019b) 68.1

Fine-Tuning RoBERTa-L (2019b) - 69.9*

Fine-Tuning KnowBERT (2019) - 70.9

Fine-Tuning SenseBERT (2020) - 72.1

Fine-Tuning T5 (2020) - 76.9*

Fine-Tuning BERT-L ARES (2020b) 72.2*

T
h
r
e
s
h
o
ld

1NN WSD - JBT (2016) 53.6

1NN WSD - DeConf (2016) 58.7

1NN WSD context2vec (2016) - 59.3

1NN WSD - SW2V (2017) 58.1

1NN WSD ELMo (2018a) - 57.7

1NN WSD - LessLex (2020b) 59.2

U
n
s
u
p
e
r
v
is
e
d

1NN WSD BERT-L ARES (2020) 67.6

1NN WSD BERT-L LMMS2048 (2019a) 66.3

1NN WSD BERT-L LMMS-SPBERT-L 67.4

1NN WSD XLNet-L LMMS-SPXLNet-L 66.1

1NN WSD RoBERTa-L LMMS-SPRoBERTa-L 67.8

1NN WSD ALBERT-XXL LMMS-SPALBERT-XXL 67.9

Table 13: Results (Accuracy) on the test set of the WiC task comparing our unsupervised

approach to the state-of-art. Best results for each approach reported in bold. Our results

were obtained from the Codalab online platform. Results marked with * used the SuperGLUE

version of the WiC test set, which has minor preprocessing di↵erences.

based on the CoSimLex resource (Armendariz et al., 2020b), targets word

pairs used for evaluating distributional semantic models (not necessarily pol-

ysemous words) in contexts spanning multiple sentences. The task is divided

into two sub-tasks derived from human-annotated similarity ratings: 1) predict

the change in similarity between two di↵erent contexts for each word pair; 2)

predict the similarity ratings themselves. Table 14 shows a single example from

GWCS, featuring two contexts each with occurrences of the same pair of words,

context specific similarity ratings, and the associated similarity change.

44

G. LMMS RELOADED: TRANSFORMER-BASED SENSE EMBEDDINGS FOR
DISAMBIGUATION AND BEYOND 193



Contexts Sim. Change

A

Tim Drake keeps a memorial for her in his cave hideout underneath Titans

4.44

-0.52

Tower in San Francisco. [...] It is later revealed that Dr. Leslie Thompkins

had faked her death after the gang war in an e↵ort to protect her.

B

Shisa are wards, believed to protect from various evils. When found in

3.92pairs, the shisa on the left traditionally [...] The open mouth to ward o↵

evil spirits, and the closed mouth to keep good spirits in.

Table 14: Example from the practice set of GWCS (single instance). Contexts A and B each

have corresponding similarity ratings for the same ‘keep’-‘protect’ word pair.

7.4.1. Solution

While the sub-tasks are independently evaluated, we employ essentially the

same method for both, based on our straightforward approach for the WiC

task covered in Section 7.3, with minor adjustments to quantify the observed

change in similarity. Given contexts A and B, we disambiguate target words

(each instance’s word pair) in the corresponding contexts, and compute sense

similarities simA

wsd
and sim

B

wsd
as the cosine similarity between the embeddings

of the predicted senses. Considering that disambiguation may predict the same

senses, thus resulting in sim
A

wsd
= sim

B

wsd
for many instances, we also compute

contextual similarities sim
A
ctx

and sim
B
ctx

as the cosine similarity between the

contextual embeddings of the target words. Thus, we determine similarity scores

specific to context A as sim
A = 1

2 (sim
A

wsd
+ sim

A
ctx

), and similarity scores

specific to context B as sim
B = 1

2 (sim
B

wsd
+ sim

B
ctx

). These context-specific

similarities constitute our solutions to sub-task 2. We determine the semantic

change scores for sub-task 1 trivially as sim
B � sim

A. Considering that this

solution closely follows our solution for WiC, and that word pairs contained in

this dataset tend to be closely related, we use the WSD sense profile for GWCS.

7.4.2. Results

Performance on sub-task 1 is measured with Pearson Uncentered Correlation

between the system’s scores and the average human annotations, and perfor-
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mance on sub-task 2 is measured with the harmonic mean of the Spearman

and Pearson correlations between the system’s scores and the average human

annotations. On Table 15 we report results using our sense embeddings (LMMS

and LMMS-SP), using the ARES sense embeddings with our scoring method

(and BERT-Large, pooling with the sum of last 4 layers), and the best reported

results from other task participants (including post-evaluation, until 03/2021).

Similarly to WiC, the scores for the test sets are hidden from participants, both

during evaluation (ended 03/2020) and post-evaluation periods (extends indef-

initely), so all reported results are obtained from the online platform used by

SemEval after submitting each system’s predictions.

We observe that our straightforward method combining similarity between

sense and contextual embeddings is able to outperform the solutions of other

task participants (Leaderboard Best), most of which also relied on Transformer-

based NLMs (Armendariz et al., 2020a). Interestingly, GWCS shows wide vari-

ation in performance from the choice of NLM, with LMMS-SPXLNet-L standing

out with clearly best results on both sub-tasks8.

Model Subtask1 Subtask2

Leaderboard Best† 77.41 74.62

ARES (2020b) 76.9 74.5

LMMS1024 (2019a) 74.1 74.2

LMMS2048 (2019a) 75.7 74.5

LMMS-SPBERT-L 76.2 74.4

LMMS-SPXLNet-L 78.7 76.6

LMMS-SPRoBERTa-L 75.7 74.9

LMMS-SPALBERT-XXL 75.2 71.8

Table 15: Results on both subtasks of SemEval 2020 Task 3. † as of 03/2021, considering eval-

uation and post-evaluation submissions (Users: 1Ferryman, 2Alexa). ARES results obtained

using the same method as LMMS, only replacing the corresponding sense embeddings.

8Complete leaderboard results are available on Appendix A. Additionally, Appendix B

reports performance on the Stanford Contextual Word Similarities (Huang et al., 2012) task,

which inspired the GWCS and WiC tasks, with similar conclusions.
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7.5. Sense Similarity

Synset 1 Synset 2 Similarity

08570634n (hayfield1
n
) 08598301n (grassland1

n
) 3.58

03169390n (decoration1
n
) 03291741n (envelope2

n
) 0.08

Table 16: Two examples of paired synsets with human similarity ratings from the SID dataset.

Showing synset identifiers after conversion to WordNet (more readable format in parenthesis).

All the tasks we considered so far (WSD, USM, WiC and GWCS) have evalu-

ated sense embeddings by their utility for accurately matching or distinguishing

word senses in particular contexts. In this last task, we address intrinsic evalu-

ation of sense embeddings, directly comparing distributional similarity between

sense pairs against human similarity ratings.

We perform this evaluation using the Sense Identification Dataset (Colla

et al., 2020c, SID), which is based on the word pairs (nouns only) and human

similarity ratings from SemEval-2017 Task 2 (Camacho-Collados et al., 2017),

with the addition of mapping word pairs to particular senses in the BabelNet

sense inventory (see examples on Table 16).

7.5.1. Task Adaptation

We convert the BabelNet sense identifiers to synsets from WordNet 3.0 using

the mapping provided by Navigli & Ponzetto (2010). However, some instances

cannot be mapped due to missing entries in WordNet, or, in rare cases, their

mapping results in the two senses of the pair being equal, leading to a reduction

of 492 instances to 377 mapped to WordNet. We further split SID into di↵erent

groups for additional insights. We first separate the 354 pairs for which both

senses are represented in the related works we compare against (overlapping),

considering these are not always complete sets of WordNet sense embeddings.

Next, we breakdown the overlapping pairs into a set of the most polarized word

pairs (i.e., similarity ratings  1 or � 3), and another set containing only pairs

with senses that are annotated in SemCor+UWA10 (observed).
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7.5.2. Solution

We use cosine similarity between synset embeddings to correlate with human

similarity ratings. Since we are directly comparing embeddings of very di↵erent

dimensionality, we apply truncated SVD to normalize them to 300 dimensions9

(including related work). The senses being compared range from completely

unrelated (e.g., polyhedron1
n
; actor1

n
) to highly related or similar (e.g., actor1

n
;

actress1
n
), so we use USM sense profiles for SID.

7.5.3. Results

Performance on SID is measured with Pearson correlation. For complete-

ness, we report performance of synset embeddings that are not based on con-

textual NLMs, including new results based on fastText embeddings (trained

on CommonCrawl)10. Results for related works are based on sense embeddings

provided by the authors, converting sensekeys to synsets by averaging the corre-

sponding embeddings whenever required (as in Section 7.2). The inter-annotator

agreement on our full set (n=377) reaches 87.9, measured as averaged pairwise

Pearson correlation of the original SemEval-2017 human similarity scores.

Results for the WordNet-subset of SID are shown on Table 17. As can be ob-

served, LMMS-SP substantially outperforms LMMS and related works. As with

GWCS, LMMS-SPXLNet-L stands out with clearly best results. While LMMS-

SP also outperforms most non-contextual embeddings, it still underperforms

LessLex (Colla et al., 2020b) embeddings, which are based on ensembles and

learned using BabelNet. We also note that LMMS-SP performs particularly

well on the ‘Observed’ set corresponding to senses learned from annotated cor-

pora. The performance gap between ARES and LMMS-SPBERT-L suggests that

additional semi-supervised annotations for more senses may not su�ce. Finally,

the ‘Polarized’ set seems consistently easier than the full set, indicating that the

most challenging pairs are those with moderate similarity ratings.

9We verified that SVD-reduced embeddings always outperform original embeddings.
10fastText embeddings for a given synset are computed by averaging the word embeddings

for each lemma that belongs to the input synset in WordNet.
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All
Overlapping

Synset WN Full All Polarized Observed

Embeddings Coverage (n=377) (n=354) (n=182) (n=297)

S
t
a
t
ic

fastText (2017) X 64.4 63.5 69.3 65.4

NASARIUMBC (2015) - 71.6 79.1 74.4

DeConf† (2016) 75.1 74.9 80.6 76.9

LessLex (2020b) 82.5 82.3 85.5 85.1

C
o
n
t
e
x
t
u
a
l

SensEmBERT (2020a) 66.9 66.8 74.6 69.5

ARES† X 70.6 70.4 80.5 73.3

LMMS2048† (2019a) X 71.2 72.2 76.2 76.3

LMMS-SPBERT-L X 77.8 77.8 80.4 83.1

LMMS-SPXLNet-L X 79.5 79.6 81.2 84.5

LMMS-SPRoBERTa-L X 74.1 74.2 79.0 80.9

LMMS-SPALBERT-XXL X 77.4 77.2 80.5 81.4

Table 17: Performance (Pearson Correlation) on the adapted SID dataset. All reported

embeddings feature 300 dimensions. Embeddings marked with † have been converted from

sensekeys. LessLex and NASARI embeddings were converted from BabelNet to WordNet

using the same mapping applied to the SID adaptation.

8. Analysis

In this section, we perform several ablation studies to better understand the

impact of individual contributions we have introduced in this work’s extension of

LMMS. These experiments target the same NLMs and tasks11 that we addressed

in the previous evaluation section. Our ablation analyses cover the impact of

sense profiles (§8.1), UWA annotations (§8.2), merging gloss representations

(§8.3) and indirect representation of synsets (§8.4). Considering that part-of-

speech is an important factor in disambiguation (and sense representation), we

also report performance per part-of-speech using both LMMS and LMMS-SP

sense embeddings on WSD and USM tasks (§8.5).

11Due to leaderboard submission limits, ablations for WiC use the validation set.
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8.1. Choice of Sense Profiles

On Table 18 we report performance according to the sense profile used for

weighted pooling of contextual embeddings from NLMs (described in Section

6.2), and using the sum of the last 4 layers (Sum-LST4), as commonly used in

related work and the original LMMS (Loureiro & Jorge, 2019a).

Our first conclusion is that Sum-LST4 pooling is only appropriate for par-

ticular models and tasks (i.e., WSD and WiC w/BERT-L; WiC w/RoBERTa-L),

but detrimental for most (specially any task w/XLNet-L; any model for USM).

However, our recommended choice of sense profile not only appears beneficial

for WSD and USM tasks across all models (expected since the sense profiles

are based on those tasks), but also for WiC, GWCS and SID. In fact, out of

20 model-task combinations, we only find 3 exceptions: RoBERTa-L on WiC

and GWCS, and ALBERT-XXL on GWCS (to a lesser extent). Moreover, we

confirm that tasks are sensitive to the choice between SP-WSD and SP-USM,

which validate our task-specific recommendations.

Task (Metric) Pooling BERT-L XLNet-L RoBERTa-L ALBERT-XXL

WSD

(F1 on ALL)

Sum-LST4 75.2 56.4 74.8 73.8

SP-WSD ? 75.2 74.1 75.2 75.5

SP-USM 72.9 73.4 74.2 74.5

USM

(P@5 on ALL)

Sum-LST4 74.6 65.9 74.6 74.3

SP-WSD 73.6 81.6 83.1 85.7

SP-USM ? 86.7 87.3 86.9 87.6

WiC

(ACC on Val.)

Sum-LST4 71.8 61.0 72.1 66.8

SP-WSD ? 71.8 67.9 68.8 68.7

SP-USM 67.7 65.0 68.5 67.9

GWCS

(COR on ST2)

Sum-LST4 74.4 54.9 73.3 71.5

SP-WSD ? 76.3 78.7 75.7 75.2

SP-USM 73.4 75.4 77.2 75.9

SID

(COR on ALL)

Sum-LST4 77.4 41.1 73.8 72.8

SP-WSD 76.3 77.7 73.5 75.3

SP-USM ? 77.8 79.5 74.1 77.4

Table 18: Impact of pooling operation on task performance. Underline highlights pooling

operation that performed best for each NLM and task. Bold highlights NLM and pooling

operation that performed best for each task. ? denotes default choice of LMMS-SP.
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8.2. Unambiguous Word Annotations

In this work we learnt our initial set of sense embeddings (as described in

Sections 4.1 and 4.2.1) using SemCor, the only source of sense annotations used

for LMMS (2019a), in combination with UWA (Loureiro & Camacho-Collados,

2020), a set of sense annotations exclusively targeting unambiguous words.

On Table 19 we present results showing the impact of UWA on task perfor-

mance. As noted in Loureiro & Camacho-Collados (2020), the increase in Word-

Net coverage using UWA allows for disentangling dense clusters that coarsen the

semantic space when relying on SemCor and network propagation alone. Conse-

quently, we expect UWA to benefit sense matching tasks, which is confirmed by

our results showing substantial improvements in USM and SID (the two tasks

using SP-USM). We also find that UWA does not hinder performance on the

remaining tasks for most model-task combinations (improves in most cases),

with the exceptions of GWCS with RoBERTa-L and WiC with ALBERT-XXL

(the former is also an exception observed in the sense profile ablation on §8.1).

As future work, we will also explore WordNet-independent procedures to dis-

cover monosemous words, such as the method introduced by Soler & Apidianaki

(2021), which may lead to further improvements.

Task (Metric) Annotations BERT-L XLNet-L RoBERTa-L ALBERT-XXL

WSD

(F1 on ALL)

SemCor 75.0 74.1 75.2 75.4

SemCor+UWA ? 75.2 74.1 75.2 75.5

USM

(P@5 on ALL)

SemCor 76.3 76.5 76.1 77.4

SemCor+UWA ? 86.7 87.3 86.9 87.6

WiC

(ACC on Val.)

SemCor 71.2 67.1 68.5 69.1

SemCor+UWA ? 71.8 67.9 68.8 68.7

GWCS

(COR on ST2)

SemCor 76.1 78.7 76.3 72.7

SemCor+UWA ? 76.3 78.7 75.7 75.2

SID

(COR on ALL)

SemCor 72.1 75.2 65.3 73.5

SemCor+UWA ? 77.8 79.5 74.1 77.4

Table 19: Impact of sense annotations on task performance. Underline highlights pooling

operation that performed best for each NLM and task. Bold highlights NLM and pooling

operation that performed best for each task. ? denotes default choice of LMMS-SP.
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8.3. Merging Gloss Representations

Another aspect of LMMS-SP that di↵ers from LMMS (2019a) is merging

gloss embeddings by averaging with sense embeddings, instead of through con-

catenation (described in Section 4.2.2).

Results on Table 20 reveal that concatenation only benefits WSD, with mi-

nor improvements over averaging. Alternatively, averaging shows clear improve-

ments for all other tasks (again, the exception is GWCS w/RoBERTa-L).

We also report performance using exclusively gloss representations, and sense

embeddings without gloss information. Surprisingly, these two sets of results are

very close on WiC, GWCS and SID, showing that unsupervised representations

learned from glosses can be competitive on particular tasks.

Task (Metric) Glosses BERT-L XLNet-L RoBERTa-L ALBERT-XXL

WSD

(F1 on ALL)

Without 74.6 74.3 75.3 75.5

Exclusively 57.1 55.2 55.1 54.3

Averaged ? 75.2 74.1 75.2 75.5

Concatenated 75.5 74.3 75.3 74.8

USM

(P@5 on ALL)

Without 83.5 83.9 83.7 84.2

Exclusively 46.4 44.6 40.5 43.4

Averaged ? 86.7 87.3 86.9 87.6

Concatenated 85.0 85.7 85.8 86.1

WiC

(ACC on Val.)

Without 66.8 64.6 68.7 67.1

Exclusively 66.3 62.2 66.8 64.1

Averaged ? 71.8 67.9 68.8 68.7

Concatenated 69.3 66.5 68.5 67.7

GWCS

(COR on ST2)

Without 75.6 77.3 75.0 74.4

Exclusively 75.1 72.9 75.0 68.6

Averaged ? 76.3 78.7 75.7 75.2

Concatenated 75.7 77.2 75.8 74.8

SID

(COR on ALL)

Without 69.5 72.5 62.0 68.3

Exclusively 68.3 70.0 65.1 65.9

Averaged ? 77.8 79.5 74.1 77.4

Concatenated 76.7 77.9 69.9 73.8

Table 20: Impact of merging gloss representations on task performance. Underline highlights

pooling operation that performed best for each NLM and task. Bold highlights NLM and

pooling operation that performed best for each task. ? denotes default choice of LMMS-SP.
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8.4. Learning Synsets Directly

The SID task, as well as the synset version of USM, require synset-level

embeddings. In Section 4.1, we explain that LMMS-SP synset embeddings are

learned directly from sensekey annotations that are converted to synsets. How-

ever, in our evaluation we compare LMMS-SP with other works that are only

available as sensekey embeddings, so we converted these representations into

synset embeddings learned as the average of corresponding sensekey embed-

dings (i.e., learned indirectly).

On Table 21 we compare LMMS-SP embeddings learned directly and indi-

rectly, showing that learning these representations directly leads to an average

improvement across models of 7.3% on USM, and 1.5% on SID. The fact that

indirect representation of synsets has a reduced impact on SID performance, in

comparison to USM, suggests that indirect representation leads to more inter-

mingled synset embeddings (i.e., harder to rank), but nearly as globally coherent

as those learned from direct representation.

Task (Metric) Synset Repr. BERT-L XLNet-L RoBERTa-L ALBERT-XXL

USM

(P@5 on ALL)

Indirect 74.5 76.1 77.3 76.3

Direct ? 81.7 82.7 80.1 81.9

SID

(COR on ALL)

Indirect 77.3 78.6 73.0 75.5

Direct ? 77.8 79.5 74.1 77.4

Table 21: Impact of learning synset representations directly from annotations, or indirectly

as the average of corresponding sensekey embeddings. Underline highlights pooling operation

that performed best for each NLM and task. Bold highlights NLM and pooling operation that

performed best for each task. ? denotes default choice of LMMS-SP.

8.5. Part-of-Speech Performance

In Loureiro & Jorge (2019a) we presented an error analysis targeting part-

of-speech mismatch between predicted and ground-truth senses, which showed

that verbs were particularly challenging. In this work, we complement those

results by reporting performance by part-of-speech, while comparing LMMS

(2019a) with LMMS-SP.
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Our results on Table 22 confirm that verbs remain the most challenging

part-of-speech to disambiguate correctly, although ALBERT-XXL shows appre-

ciably better verb results than the other NLMs used in this work. Considering

ranked USM matches, however, we find a much narrower gap between verbs and

other parts-of-speech using LMMS-SP, with verbs performing comparably with

adjectives and nouns, and only BERT-L showing di↵erences larger than 1%.

It is also interesting to note that XLNet-L outperforms or equals ALBERT-

XXL on USM for all parts-of-speech with the exception of adverbs, providing

better insight into the overall performance di↵erences reported in USM evalua-

tion (§7.2), where ALBERT-XXL outperforms XLNet-L.

Model
Nouns Verbs Adjectives Adverbs

WSD USM WSD USM WSD USM WSD USM

MFS 67.6 N/A 49.6 N/A 78.3 N/A 80.5 N/A

LMMS1024 (2019) 75.6 48.2 63.6 65.3 79.8 75.6 85.0 78.6

LMMS2048 (2019) 78.0 54.3 64.0 64.6 80.7 74.0 83.5 77.2

LMMS-SPBERT-L 78.0 87.2 63.0 84.2 80.3 85.3 83.8 96.5

LMMS-SPXLNet-L 76.8 87.5 63.3 86.6 76.9 86.8 85.0 96.5

LMMS-SPRoBERTa-L 78.2 86.9 63.1 86.8 79.2 86.1 84.7 96.2

LMMS-SPALBERT-XXL 77.8 87.3 65.6 86.6 79.1 86.7 84.1 97.1

Table 22: Performance on the combined set of Raganato et al. (2017), grouped by part-of-

speech. Reporting F1 for WSD and P@5 for USM. MFS not applicable for USM.

9. Discussion

In this section we discuss the main findings of our work. More specifically,

we discuss sense representation at specific layers of NLMs (§9.1), di↵erences ob-

served across models and variants (§9.2), and finally, how our sense embeddings

may benefit downstream tasks (§9.3).

9.1. Layer Distribution

Throughout this article we have provided empirical evidence supporting that

there is substantial non-monotonic variation in the adeptness of specific layers
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of Transformer-based NLMs for sense representation. This evidence is available

from both our probing analysis and the improvements in several sense-related

tasks obtained from using our proposed sense profiles, which are based on non-

monotonic pooling from all layers (most clearly shown in Table 3).

The cause for this variation remains elusive, calling for controlled experi-

ments where di↵erent NLMs are tested under comparable circumstances, partic-

ularly with regards to training data and modelling objectives, although such an

experimental setup may be cost-prohibitive for models of this scale. Neverthe-

less, seeking to better understand this variation, we conducted two qualitative

experiments targeting representations of the same sentences at di↵erent layers.

In our first qualitative experiment, we compared sense similarity at di↵erent

layers for the same word in context. We found some evidence potentially in

support of the hypothesis advanced by Voita et al. (2019b), with the distribution

of final layers resembling the distribution of the first layers moreso than the

distribution of middlemost layers, where the di↵erence between correct and

incorrect senses is more marked (see example in Figure 2).

Figure 2: Cosine similarity at specific layers for the word ‘square’ in context and the 3 senses

annotated in SemCor, represented with ALBERT-XXL. The 3 senses of square correspond

to the shape, public square (correct, green bar chart) and mathematical operation, in order.

Initial layer similarities are influenced by the word forms used with each sense in SemCor.
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We further extended the previous experiment to a cluster-level comparison

of the embedding space. For this experiment, we focus on the words present in

the CoarseWSD-20 dataset (Loureiro et al., 2021), both in aggregate for measur-

ing correct sense clustering, as well as targeting “spring” and its three distinct

senses for visualization. Considering silhouette scores12 (Rousseeuw, 1987) and

PCA visualizations of the embedding space (Table 23 and Figure 3), we arrived

at similar conclusions, namely that final layers tend to produce less accurate

representations than layers closer to the middle, while the first layer show low-

est scores. Our proposed layer pooling methods also show generally improved

clustering in comparison to the sum of the last four layers. In addition, this ex-

periment further confirms the unexpected finding regarding a di↵erent pattern

of semantic representation across layers for XLNet-L, with representations from

its final layer showing atypical dispersion.

We leave a more thorough large-scale analysis of this phenomenon for future

work, alongside how to appropriately account for measuring the granularity of

the di↵erent senses of a word, among other confounding factors.

Pooling BERT-L XLNet-L RoBERTa-L ALBERT-XXL

First Layer 0.156 0.064 0.010 0.137

Middle Layer 0.384 0.167 0.180 0.328

Final Layer 0.369 0.049 0.210 0.273

Sum Last 4 0.376 0.088 0.218 0.347

SP-WSD 0.377 0.250 0.203 0.387

SP-USM 0.388 0.255 0.196 0.390

Table 23: Mean silhouette scores for all 20 words of the 10-shot training instances (balanced)

of CoarseWSD-20 (Loureiro et al., 2021). Top rows report scores for specific layers, bottom

rows report scores when pooling the sum of last 4 layers and our proposed pooling strategies.

12We use the mean silhouette coe�cients of all embeddings for a particular word to measure

how well each model and pooling strategy can assign embeddings to the correct sense cluster.

Silhouette coe�cients are based on intra- and nearest-cluster cosine similarities. Low values

represent overlapping clusters.
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Figure 3: Visualization of embedding spaces using di↵erent pooling strategies. The last two

rows correspond to our proposed pooling strategies (see §4.4 and §6). Each point corre-

sponds to an embedding for the word “spring” in context, as provided in the 10-shot set of

CoarseWSD-20 (Loureiro et al., 2021). Using PCA for dimensionality reduction. Silhouette

scores s are computed before reduction.
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9.2. NLM Idiosyncrasies

Besides unexpected results regarding the performance of particular layers of

NLMs, we also find intriguing di↵erences in the patterns of layer performance

observed across models, and even variants of the same model. Looking at our

results on Table 3, we find many intriguing examples of this variation.

For the WSD task, the most striking examples are the di↵erences between

BERT-L-UNC-WHL and any other BERT model, and the bi-modal distribution

for XLNet. For example, XLNet-B exhibited its best-performing layer near the

top of the model, while the best-performing layer for XLNet-L is in the bottom-

half of the model. While results for USM are more consistent, we also find

some peculiarities there, such as XLNet models showing worst-performing layers

at the top, and ALBERT-XL showing a more biased distribution than other

ALBERT variants.

The reasons for these di↵erences in patterns across models and variants are

not straightforward, specially considering many of these models are trained on

very similar data and architectures. Still, among several technical di↵erences,

we highlight the di↵erences in modelling objectives covered in Section 5.1. Out

of the 4 the models we considered in this work (see performance summary on

Table 24), XLNet is in fact simultaneously the model that appears most dis-

tinctive, with particularly strong performance on graded similarity tasks, and

whose objectives are most di↵erent (being the only model not using MLM). An-

other interesting finding is that we obtain best results on WSD, USM and WiC

using ALBERT-XXL, which has half the layers of the other models, but much

larger embedding dimensionality (model details are available in Table 2). As for

di↵erences in variants of the same model (same objectives) we consider the pos-

sibility that trivial run-time parameters may have an impact on this variation,

akin to the unexpected influence of random seeds on fine-tuning BERT models

(Dodge et al., 2020).
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Model
WSD USM WiC GWCS SID

(F1) (P@5) (ACC) (COR) (COR)

LMMS-SPBERT-L 75.2 86.7 67.4 76.3 77.8

LMMS-SPXLNet-L 74.1 87.3 66.1 78.7 79.5

LMMS-SPRoBERTa-L 75.2 86.9 67.8 75.7 74.1

LMMS-SPALBERT-XXL 75.5 87.6 67.9 75.2 77.4

Table 24: Summary comparison between di↵erent NLMs using our LMMS-SP approach.

9.3. Knowledge Integration

The ability of matching WordNet synsets to any fragment of text allows

downstream applications to easily leverage the manually curated relations avail-

able on WordNet. At the same time, these sense embeddings can also serve as

an entry point to many other knowledge bases linked to WordNet, such as

the multilingual knowledge graph of BabelNet (Navigli & Ponzetto, 2010), the

common-sense triples of ConceptNet (Speer et al., 2017) or WebChild (Tan-

don et al., 2017), the semantic frames of VerbNet (Schuler, 2006), and even

the images of ImageNet (Russakovsky et al., 2015) or Visual Genome (Krishna

et al., 2016). Several recent works have used the symbolic relations expressed

in these knowledge bases to improve neural solutions to Natural Language In-

ference (Kapanipathi et al., 2020), Commonsense Reasoning (Lin et al., 2019),

Story Generation (Ammanabrolu et al., 2020), among others.

As an example of how using LMMS-SP to bridge natural language and sym-

bolic knowledge can be beneficial, in Figure 4 we demonstrate how these sense

embeddings allow for generalization of argument spans, predicted by a semantic

parser, exploiting WordNet relations between matched synsets. The matches

shown in Figure 4 also illustrate how sense embeddings may be used for probing

world knowledge encoded in pre-trained NLMs, as already suggested in Loureiro

& Jorge (2019a).
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Figure 4: Example sentence with each token matched to LMMS-SPALBERT-XXL sense embed-

dings, presenting synsets for the 5 nearest neighbors, using the SP-USM sense profile. Shows

direct hypernymy relations (i.e., Is-A), included in WordNet (WN), between matched synsets,

as well as hypernymy relations shared between more than one matched and unmatched synset

(i.e., deducible generalizations, not in top 5 matches). Finally, at the top, we show a VerbNet

(VN) semantic frame matched to this sentence, highlighting how LMMS-SP enables general-

ization of argument spans.

10. Conclusion

Leveraging neural language models in combination with sense-annotated cor-

pora (and complementary resources such as glosses or relations), this work has

shown that it is possible to produce sense embeddings applicable beyond mere

disambiguation, with relevant implications for long-standing challenges in Arti-

ficial Intelligence such as symbol grounding.

This extension of Loureiro & Jorge (2019a) proposes a more principled
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approach for learning distributional representations of word senses using pre-

trained NLMs, focusing on state-of-the-art Transformer-based models. From

extensive evaluation on several sense-related tasks, we demonstrated that the

LMMS-SP approach is more e↵ective than prior work at approximating precise

word sense representations in the same vector space of NLMs.

The broad probing analysis of the many variants of popular NLMs endeav-

ored in this work provides new evidence supporting further research on the

interplay between pre-training objectives, layer specialization, and model size.

The conclusions of this probing analysis are indeed expected to be applicable in

tasks outside WSD, and for learning representations other than sense embed-

dings, which we leave for future work.

E↵ectively, there are known limitations to meaning representation based

on language modelling objectives alone (Bender & Koller, 2020; Merrill et al.,

2021). Nonetheless, we believe our work shows there is still much to understand

about how to best leverage NLMs for meaning representation, in addition to

more thoroughly testing the e↵ectiveness of current approaches centered on

self-supervision.

Release. This work is accompanied by the release of the following resources:

sensekey and synset embeddings with full-coverage of WordNet based on BERT-

L, XLNet-L, RoBERTa-L and ALBERT-XXL; scripts to generate embeddings fol-

lowing our method, using the same NLMs or others supported by the Transform-

ers package; and scripts to run task evaluations. These resources are released

under a GNU General Public License (v3) and available from this public repos-

itory: https://github.com/danlou/lmms
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Appendices

A. Full results for SemEval 2020 - Task 3

On Table 25 we report complete leaderboard results for subtasks 1 and 2 of

SemEval 2020 Task 3 (including other languages besides English), during the

evaluation period.

English Hungarian

Team Sub1 Team Sub2 Team Sub1 Team Sub2

1. Ferryman 0.774 1. MineriaUNAM 0.723 1. N+S 0.740 1. N+S 0.658

2. will go 0.768 2. LMMSRoBERTa-L 0.720 2. Hitachi 0.681 2. Hitachi 0.616

3. MULTISEM 0.760 3. somaia 0.719 3. InfoMiner 0.754 3. MineriaUNAM 0.613

4. LMMSRoBERTa-L 0.754 4. MULTISEM 0.718 4. Ferryman 0.774 4. LMMSXLMR-L 0.565

5. InfoMiner 0.754 5. InfoMiner 0.715 5. LMMSXLMR-L 0.754 5. InfoMiner 0.545

Finnish Slovenian

Team Sub1 Team Sub2 Team Sub1 Team Sub2

1. will go 0.772 1. InfoMiner 0.645 1. Hitachi 0.654 1. N+S 0.579

2. Ferryman 0.745 2. N+S 0.611 2. InfoMiner 0.648 2. InfoMiner 0.573

3. N+S 0.726 3. MineriaUNAM 0.597 3. N+S 0.646 3. CitiusNLP 0.538

4. RTM 0.671 4. MULTISEM 0.492 4. CitiusNLP 0.624 4. tthhanh 0.516

11. LMMSXLMR-L 0.360 7. LMMSXLMR-L 0.354 8. LMMSXLMR-L 0.560 9. LMMSXLMR-L 0.483

Table 25: Results from the leaderboard of subtasks 1 and 2 of SemEval 2020 Task 3 - Predicting

the (Graded) E↵ect of Context in Word Similarity. Rank reported in team names. At the time

of this evaluation, we did not use the sense profiles proposed in this paper, so our reported

results on this table are based on senses embeddings pooled from the last 4 layers of the

specified models, following Loureiro & Jorge (2019a).
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B. Stanford Contextual Word Similarities (SCWS)

On Table 26 we report our results on the Stanford Contextual Word Similar-

ities (Huang et al., 2012, SCWS) task. We address this task similarly to GWCS

(see Section 7.4). Given two words in context, each within an independent sen-

tence, we disambiguate both occurrences and score each pair as the average of

similarities between corresponding sense and contextual embeddings.

Results on SCWS follow performance on GWCS, with XLNet-L outperform-

ing other NLMs as well as results from related works. Analysing performance

by Part-of-Speech (POS), we find that nouns appear most challenging for this

task, particularly when being compared against other nouns.

ALL N-N N-V N-A V-V V-A A-A

System (n=2003) (n=1328) (n=140) (n=30) (n=399) (n=9) (n=97)

Huang et al. (2012) 65.7 – – – – – –

SensEmbed (2015) 62.4 – – – – – –

NASARI (2016) – 47.1 – – – – –

DeConf (2016) 71.5 – – – – – –

LessLex (2020a) 69.5 69.2 69.6 82.0 64.1 73.6 63.8

ARES (2020b) 67.9 66.6 68.6 87.9 67.2 66.7 69.4

BERT-L (SP-WSD) 59.3 56.8 67.4 78.4 59.4 60.0 61.1

XLNet-L (SP-WSD) 73.9 71.6 75.6 81.3 75.8 78.3 76.0

RoBERTa-L (SP-WSD) 63.8 59.1 71.3 66.6 68.7 73.3 66.7

ALBERT-XXL (SP-WSD) 65.9 63.7 69.4 74.9 66.3 75.0 69.5

LMMS-SPBERT-L 64.1 62.3 67.1 82.6 63.5 51.7 68.3

LMMS-SPXLNet-L 75.9 73.7 75.8 81.5 78.0 75.0 79.4

LMMS-SPRoBERTa-L 67.4 63.4 73.9 70.8 71.1 75.0 68.1

LMMS-SPALBERT-XXL 69.9 68.8 72.4 76.4 69.9 66.6 70.9

Table 26: Results on SCWS (Spearman correlation scores, ⇢ ⇥ 100), considering the entire

set of pairs (ALL) as well as results for subsets pairing particular Parts-of-Speech (with n

denoting the number of instances for each subset), similarly to Colla et al. (2020a).
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Appendix H

Precisely Probing Commonsense

Knowledge in Pretrained Language

Models using Sense Embeddings
Daniel Loureiro and Alı́pio Jorge. 2022. Under Review.

Relevant Contributions

• Introduces SynBERT, a BERT model augmented with sense embeddings for the full WordNet - allows

for precise use of synsets with NLMs, as if they are regular tokens.

• Presents SenseLAMA, a challenging commonsense probing test set that targets WordNet senses and

reveals which commonsense relations appear more tractable for NLMs.
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Abstract

Progress on commonsense reasoning is usu-
ally measured from performance improvements
on Question Answering tasks specifically de-
signed to require commonsense knowledge.
However, fine-tuning large Language Models
(LMs) on these specific tasks does not directly
evaluate commonsense learned during pretrain-
ing. The most direct assessments of common-
sense knowledge in pretrained LMs are ar-
guably cloze-style prompting tasks targeting
commonsense assertions (e.g., A pen is used
for [MASK].). However, this approach is re-
stricted by the LM’s vocabulary available for
masked predictions, and its precision is subject
to the context provided by the assertion.

In this work, we present a method for en-
riching LMs with a grounded sense inventory
(i.e., WordNet) available at the vocabulary level
without further training. This modification
augments the prediction space of cloze-style
prompts to the size of a large ontology while
enabling finer-grained (sense-level) queries and
predictions. In order to evaluate LMs with
higher precision, we propose SenseLAMA, a
cloze-style task featuring verbalized relations
from disambiguated triples sourced from Word-
Net, WikiData, and ConceptNet. Applying
our method to BERT, producing a WordNet-
enriched version named SynBERT, we find that
LMs can learn non-trivial commonsense knowl-
edge from self-supervision, covering numerous
relations, and more effectively than comparable
similarity-based approaches.

1 Introduction

A relatively new direction for benchmarking Lan-
guage Models (LMs) are tasks designed to require
commonsense knowledge and reasoning. These
tasks usually target commonsense concepts under a
Question Answering (QA) format (Mihaylov et al.,
2018; Talmor et al., 2019; Bisk et al., 2020; Nie
et al., 2020) and follow scaling trends. Increasing
the model’s parameters leads to improved results,

specially in few-shot learning settings (Chowdh-
ery et al., 2022). Hybrid methods, particularly
those fusing LMs with Graph Neural Networks,
have shown that Commonsense Knowledge Graphs
(CKGs) can help improve performance on these
tasks (Xu et al., 2021; Yasunaga et al., 2021; Zhang
et al., 2022). The results obtained by these works,
using relatively small LMs, suggest that CKGs can
be an alternative (or complement) to increasing
model size, with the added benefit of supporting
more interpretable results.

Nevertheless, the QA approach provides only
an indirect measure of a pretrained model’s ability
to understand and reason with commonsense con-
cepts. The models attaining best results on these
tasks are often too large for thorough analysis, and
the QA format can promote shallow learning from
annotation artifacts or spurious cues unrelated to
commonsense (Branco et al., 2021).

There are more direct ways of evaluating com-
monsense knowledge in LMs, such as scoring
generated triples (Davison et al., 2019), infilling
cloze-style statements (Petroni et al., 2019), or
fine-tuning for explicit generation of commonsense
statements (Bosselut et al., 2019). However, these
approaches are either limited by each LM’s partic-
ular vocabulary or biased by the available training
data (Wang et al., 2021). Additionally, existing
tasks and methods do not target grounded represen-
tations, which is essential for high-precision CKGs
(Tandon et al., 2014; Dalvi Mishra et al., 2017), and
context-independent reference (Eyal et al., 2022).

Commonsense tasks and approaches typically
leverage ConceptNet (Speer et al., 2017), a pop-
ular CKG built from an extensive crowdsourcing
effort (Storks et al., 2019). Although ConceptNet
is arguably the most popular CKG available, its
nodes are composed of free-form text rather than
disambiguated (canonical) representations, allow-
ing for misleading associations and aggravating
the network’s sparsity (Li et al., 2016; Jastrzęb-
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ski et al., 2018; Wang et al., 2020). The WordNet
(Miller, 1992) sense inventory is a natural choice
for a set of ontologically grounded concept-level
representations, having been curated by experts
over decades and spanning various knowledge do-
mains and syntactic categories of the English lan-
guage. Recent developments on WSD and Unin-
formed Sense Matching (USM) have shown that
WordNet senses can be mapped to naturally occur-
ring sentences with high precision (Loureiro et al.,
2022), including at higher-abstraction levels (e.g.,
‘Marlon Brando’ to actor1n). WordNet’s utility for
commonsense tasks is limited by its narrow set of
relations, focused on lexical relations (mostly hy-
pernymy). However, its smaller size, compared to
WikiData (Vrandečić and Krötzsch, 2014) or Ba-
belNet (Navigli and Ponzetto, 2012), for example,
also presents an opportunity for effective expan-
sion with reduced sparsity, which is important for
symbolic reasoning (Huang et al., 2021).

In this work, we propose that a LM augmented
with explicit sense-level representations (see Fig-
ure 1) may present a solution for precise evalua-
tion of commonsense knowledge learned during
pretraining that is not limited by the LM’s vocab-
ulary. Additionally, we explore how this enriched
model can be used for grounded commonsense rela-
tion extraction towards precise and unbiased (w.r.t.
commonsense training data) CKG construction that
hybrid approaches may use. Considering there is
currently no set of grounded assertions available
to assess progress in this direction, we propose a
cloze-style probing task targeting specific senses
and commonsense relations, inspired by Petroni
et al. (2019). Our contributions1 are the following:

• A BERT2 model with 117k new sense-specific
embeddings added to its vocabulary, based on
the model’s own internal states (SynBERT).

• The SenseLAMA probing task targeting wide-
ranging and precise commonsense – based on
WordNet, WikiData, and ConceptNet.

• Analyses on the impact of different input
types for eliciting accurate commonsense
knowledge from BERT.

• A new CKG grounded on WordNet with 23k
unseen triples over 18 commonsense relations
(e.g., UsedFor) generated by prompting.

1https://github.com/anonymous/synbert
2While we focus on BERT and WordNet, our methods are

broadly applicable to LMs and alternative representations.

  [MASK].  
  [MASK].  
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Figure 1: Our 3-step method for extracting unsupervised
commonsense relations between concepts (i.e., word
senses) from pretrained language models. Relations are
expressed as verbalizations that may be exchanged to
target any other property of interest.

2 Related Work

Large LMs have featured prominently in the lat-
est efforts to build richer and more accurate CKGs.
COMET (Hwang et al., 2021) is a generative model
based on BART (Lewis et al., 2020) trained on
ConceptNet and ATOMIC (Sap et al., 2019) and
proven capable of producing novel accurate triples
for challenging relation types, such as HinderedBy.
More recently, West et al. (2021) have proposed
ATOMIC-10x, which leverages generated text from
GPT-3 (Brown et al., 2020) in combination with a
critic model to create the largest and most accurate
semi-automatically constructed CKG. This accu-
racy was determined using both qualitative human
ratings and quantitative measures. However, these
works are primarily concerned with extracting large
CKGs using fine-tuned or distilled LMs, and do not
focus on directly evaluating the CSK learned dur-
ing pretraining. Additionally, these works do not
target grounded representations, considering only
relations between free-text nodes, similarly to Con-
ceptNet.
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Solving for both disambiguated representations
and sparsity resulting from free-text redundancy,
WebChild (Tandon et al., 2014) proposes a CKG,
grounded on WordNet senses, assembled from la-
bel propagation and pattern matching on Web cor-
pora. WebChild features a large CKG (over 4M
triples), but it predates large contextual LMs and
the ensuing progress in WSD, making this resource
unreliable by current standards. Recent works on
CKGs also focus on other aspects besides size and
accuracy, such as salience (Chalier et al., 2020) or
alternatives to triples (Nguyen et al., 2021).

Our work is most related to LAMA (Petroni
et al., 2019), which compiles masked assertions
based on triples from ConceptNet and other re-
sources, and measures how many triples can be ac-
curately recovered when masking the object term.
However, LAMA was designed for single-token
masked prediction based on the intersection of the
subword or byte-level token vocabularies used by
the particular set of LMs considered in that work3.
Consequently, LAMA is limited by design to a total
of 21k prediction candidates.

LAMA is an important early result of LM prob-
ing, but besides the previously mentioned technical
limitations, its findings have also been challenged
in later works. Kassner and Schütze (2020) demon-
strated that LMs are susceptible to mispriming and
often unable to handle negation. Poerner et al.
(2020) further showed that LMs could be biased
by the surface form of entity names. Moreover,
Dufter et al. (2021) found that static embeddings
using a nearest neighbors (kNN) approach can out-
perform LMs on the LAMA benchmark, casting
doubt on the presumed advantages of LMs for the
task. Still, LAMA inspired others to use knowl-
edge graphs (KGs) generated by LMs for intrinsic
evaluation. Swamy et al. (2021) proposes extract-
ing KGs from LMs to support interpretability and
direct comparison between different LMs, or train-
ing stages. Aspillaga et al. (2021) follows a similar
direction but proposes evaluating extracted KGs
by concept relatedness using hypernymy relations
from WordNet and sense-tagged glosses.

Our approach overcomes the vocabulary limita-
tions of LAMA while outperforming a comparable
kNN baseline. We also explore using extracted
CKGs to evaluate LMs, alongside the generation
of novel CKGs.

3This limitation stems from the fact that each word may be
split into several tokens, whose number conditions predictions
to words that match it and is specific to each LM’s tokenizer.

3 SenseLAMA

We begin by describing our probing task to evaluate
the commonsense knowledge learned during LM
pretraining. SenseLAMA features verbalized rela-
tions4 between word senses from triples sourced
from WordNet, WikiData, and ConceptNet. In the
following, we describe how we compiled Sense-
LAMA using these resources, including mapping
triples to specific WordNet senses (i.e., synsets).

Unlike other works (e.g., Feng et al., 2020), we
do not merge similar relations. Since our approach
is unsupervised, we do not benefit from additional
examples per relation. Thus, we prefer preserving
performance metrics specific to each source.

We use the core WordNet synsets, initially de-
fined by Boyd-Graber et al. (2005), to create an
easier subset of SenseLAMA. While the full Word-
Net covers over 117k synsets, core synsets are re-
stricted to the 5k5 most frequently occurring word
senses, dramatically reducing the number of predic-
tion candidates. Thus, our ‘Core’ subset is derived
from the ‘Full’ SenseLAMA, including only in-
stances where both arguments of the triple belong
to the set of core WordNet synsets. If this filter
results in a relation with less than ten instances,
that relation is discarded from the ‘Core’ subset.
Table 1 reports counts for each source and relation
in SenseLAMA.

WordNet Our base ontology already contains
several relations which arguably fall under the
scope of commonsense knowledge, such as hy-
pernymy, meronymy, or antonymy. Since these
relations already target synsets within WordNet, no
additional mapping or disambiguation is required.
Very frequent relations are capped at 10k samples.

WikiData This vast resource contains millions of
triples for thousands of relations. We only consider
a few select relations most associated with com-
monsense knowledge. Furthermore, we only admit
triples for which the head and tail can be mapped
to WordNet v3.0, either via the direct link available
in WikiData’s item properties or through linking
to BabelNet, which we map to WordNet using the
mapping from Navigli and Ponzetto (2012). Al-
ternatively, we map some triples via hapax linking
(McCrae and Cillessen, 2021), when the triple’s
arguments correspond to unambiguous words.

4Appendix A shows handcrafted templates used for Word-
Net and WikiData triples, following Petroni et al. (2019).

5Only 4,960 synsets can be mapped to WordNet v3.0.
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ConceptNet We focus on the OMCS subset of
ConceptNet, which includes full sentences col-
lected through crowdsourcing, together with the
corresponding triples. Using these sentences, we
do not require templates and can provide systems
with the same input presented to crowd work-
ers. We align arguments within sentences us-
ing the KMP algorithm (Knuth et al., 1977) and
disambiguate those words in context using ESC
(Barba et al., 2021), a state-of-the-art WSD sys-
tem. Triples that cannot be successfully aligned
are discarded. For added precision, we constrain
WSD according to each relation’s particular Part-
of-Speech types (Havasi et al., 2009).

Source/Relation Core Full

WordNet (WN) 1,757 41,237
Hypernym 1,288 10,000
Holonym (Member) 26 10,000
Holonym (Part) 145 7,832
Antonym 282 7,391
Hypernym (Instance) - 5,356
Meronym (Substance) 16 658

WikiData (WD) 136 7,222
P31 (Instance of) 39 2,968
P361 (Part of) 45 1,367
P366 (Use) 27 763
P186 (Made from) 15 639
P461 (Opposite of) 10 501
P737 (Influenced by) - 316
P2283 (Uses) - 268
P463 (Member of) - 183
P1535 (Used by) - 151
P279 (Subclass of) - 66

ConceptNet (CN) 1,032 3,541
AtLocation 328 1,004
UsedFor 162 661
IsA 120 512
Causes 38 224
HasSubevent 57 205
HasPrerequisite 50 165
HasProperty 47 157
CapableOf 48 123
MotivatedByGoal 37 104
HasA 48 97
PartOf 33 80
CausesDesire 14 52
ReceivesAction 19 44
MadeOf 18 42
Desires 13 28
CreatedBy - 17
HasFirstSubevent - 14
HasLastSubevent - 12

All 2,925 52,000

Table 1: SenseLAMA relation counts.

4 SynBERT

In this section, we cover the three steps employed
to enrich LMs with sense embeddings: 1) Repre-
sent word senses from internal states; 2) Map and
add sense embeddings to the LM’s vocabulary; 3)
Adapt cloze-style assertions and predictions to ex-
tract grounded triples. See Figure 1 for an overview.
Throughout this work, we use BERT-Large (Devlin
et al., 2019) as our reference LM.

4.1 Sense Representation
For representing word senses with LMs, we fol-
low Loureiro et al. (2022) and learn sense embed-
dings as centroids of contextual embeddings from
sense-annotated corpora and glosses. We follow the
recommendation of representing contextual embed-
dings with weighted pooling from all layers, using
weights specific to the sense matching profile (i.e.,
LMMS SP-USM). We also average the embeddings
from annotations with gloss embeddings (centroids
of contextual embeddings for lemmas and tokens
in each synset’s gloss). These sense embeddings
are derived from a LM’s frozen parameters, re-
lying exclusively on modeling capability learned
during pretraining. These sense embeddings have
demonstrated state-of-the-art performance across
several sense-related tasks, without bias towards
most frequent senses, as observed with fine-tuning
approaches (Loureiro et al., 2021).

4.2 Mapping and Injecting Embeddings
Poerner et al. (2020) found that linear mapping
was sufficient for high accuracy alignment between
static embeddings (unrelated to BERT) and BERT’s
vocabulary embeddings. We follow this approach
since our sense embeddings are derived from BERT,
making alignment theoretically more straightfor-
ward. In order to learn the linear mapping (us-
ing least-squares), we need tokens represented in
both the LM’s vocabulary embedding space (i.e.,
input-space) and the alternate space defined by the
weighted pooling of layers used to represent the
sense embeddings. We obtain this by finding to-
kens in the LM’s vocabulary with more than 100
occurrences in Wikitext (Merity et al., 2016) and
applying the same pooling used for sense represen-
tation to learn embeddings for those tokens in the
alternate space. After mapping, sense embeddings
are added to the LM’s vocabulary as special tokens,
represented using a distinct format (<WN:synset>)
similarly to Schick and Schütze (2020).
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IsA Desires MadeOf

A mouse is a kind of [MASK] . A mouse wants to [MASK] . A mouse is made of [MASK] .
BERT animal, rabbit, cat play, eat, talk wood, clay, bone
SynBERT mouse-eared_bat1n, mouser1n, rabbit_ears2n die2v, forage2v, feed7v redwood1n, wood1n, yellowwood1n

A mouse1n is a kind of [MASK] . A mouse1n wants to [MASK] . A mouse1n is made of [MASK] .
SynBERT rat1n, mouse-eared_bat1n, pocket_rat1n forage2v, feed7v, die2v round_bone1n, bone1n, leg2n

A mouse4n is a kind of [MASK] . A mouse4n wants to [MASK] . A mouse4n is made of [MASK] .
SynBERT computer_keyboard1n, computer_accessory1n, move13v , move12v , think6v fluorocarbon_plastic1n, glass1n,

computer_memory_unit1n wire_glass1n
A mouse3n is a kind of [MASK] . A mouse3n wants to [MASK] . A mouse3n is made of [MASK] .

SynBERT dummy1n, shy_person1n, small_person1n shop_talk1n, talk3n, talk2n redwood1n, ironwood2n, yellowwood1n

Table 2: Top-3 masked predictions targeting ‘mouse’ using templates corresponding to the IsA, Desires and
MadeOf relations. First row does not use special synset tokens in the input and shows predictions using BERT
(ignoring stopwords) as well SynBERT (ignoring regular tokens). Next rows show predictions using special tokens
corresponding to the 3 senses for ‘mouse’ available in WordNet. Their definitions are the following: mouse1

n
- any

of numerous small rodents typically resembling diminutive rats [...]; mouse4
n

- a hand-operated electronic device
that controls the coordinates of a cursor on your computer screen [...]; mouse3

n
- person who is quiet or timid.

4.3 Extracting Triples
Triples are extracted using assertions relating a
grounded word sense with a masked tail term (e.g.,
[pen1n, UsedFor, ?] ! "A <WN:pen.n.01> can be
used for [MASK]."). Regular tokens are discarded
from the LM’s masked predictions6, and softmax
normalization is performed after filtering so that
prediction scores are distributed exclusively over
grounded word senses. Our default setup7 prepends
assertions with the head term’s gloss from Word-
Net for improved results (i.e., "<WN:synset> can
be defined as : gloss . [SEP] assertion"). We refer
to Table 2 for example predictions.

5 Experiments

In this section, we explore two applications for our
method that motivated this work: 1) Evaluating
commonsense knowledge learned during LM pre-
training; 2) Extracting precise CKGs from LMs
enriched with grounded word senses.

5.1 Probing with SenseLAMA
The SenseLAMA probe described in section 3
is used to evaluate the commonsense knowledge
learned while pretraining LMs, through the adapta-
tion described in section 4. The prediction method-
ology described in subsection 4.3 is used to obtain
ranked predictions for tail terms masked in Sense-
LAMA. Performance is evaluated using ranking
metrics, namely mean Precision @ k and Mean
Reciprocal Rank (MRR). As with LAMA, many

6The head term is also removed from predictions.
7See subsection 6.1 for an ablation analysis.

instances admit various possible answers (1 to N).
Therefore P@10 may be considered more represen-
tative of actual performance than P@1.

The complete results in Table 3 show that perfor-
mance varies substantially by source and relation.
It is interesting to note that for core synsets (i.e.,
frequent concepts), we find P@10 above 30% for
most relations. Particular relation groups, such as
Holonym (Part), P361 (Part of) and PartOf show
particularly high results (above 60% P@10), sug-
gesting that extraction for these relation types could
be reliable enough for some applications.

The Full set appears much more challenging,
which is to be expected considering the 20x in-
crease for the search space in this setting, along
with several instances targeting rare concepts.
While this setting is much less reliable, we still
find that most relations can be accurately predicted
from the top 1% of candidates (> 60% P@1000).

Out of 39 relations (Full set), the most challeng-
ing belong to ConceptNet, particularly ReceivesAc-
tion, Desires, CausesDesire and HasSubevent, sup-
porting the claim that commonsense relations are
harder to model by LM than lexical relations.

5.2 Commonsense Knowledge Extraction
While it is possible to use the method presented
in this work to exhaustively query LMs and rank
predictions for every synset and relation, we take
a simpler approach in this experiment. Consid-
ering that the ConceptNet subset of SenseLAMA
includes higher quality assertions (not generated
by templates), we use these to generate new query
assertions by replacing the head terms with their
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Core (4,960 candidates) Full (117,659 candidates)
P@1 P@3 P@10 P@100 MRR P@1 P@3 P@10 P@100 P@1000 MRR

All 24.41 40.56 59.10 83.20 35.64 7.18 13.78 23.09 45.75 71.75 12.55

WordNet 31.25 49.80 69.10 87.82 43.46 7.78 14.75 24.26 46.39 71.84 13.34
Hypernym 29.04 45.96 66.15 86.10 40.77 8.31 17.24 30.77 59.17 82.74 15.65
Holonym (Member) 42.31 69.23 88.46 100.00 57.80 1.75 3.04 5.03 13.98 41.89 3.00
Holonym (Part) 34.48 60.69 80.69 92.41 50.20 13.97 25.93 40.63 67.89 88.15 22.91
Antonym 37.94 58.16 74.11 91.49 50.09 8.10 13.72 20.96 40.56 70.32 12.55
Hypernym (Instance) - - - - - 9.19 18.09 30.08 61.24 86.45 16.35
Meronym (Substance) 43.75 81.25 81.25 100.00 59.14 2.43 6.23 12.46 33.13 65.50 6.00

WikiData 16.18 33.09 49.26 79.41 27.62 5.05 10.12 18.83 43.91 72.07 9.69
P31 (Instance of) 10.26 23.08 23.08 61.54 16.94 2.90 6.74 13.61 37.77 68.56 6.67
P361 (Part of) 15.56 35.56 62.22 82.22 30.26 8.71 16.17 27.21 55.89 79.37 14.86
P366 (Use) 14.81 25.93 48.15 88.89 24.80 4.06 9.70 19.27 42.07 64.74 9.00
P186 (Made from) 33.33 46.67 60.00 86.67 41.66 8.61 12.83 23.63 46.64 72.77 13.03
P461 (Opposite of) 20.00 60.00 80.00 100.00 43.91 8.98 18.36 30.34 60.28 81.24 16.35
P737 (Influenced by) - - - - - 2.53 6.33 10.76 31.33 71.20 5.85
P2283 (Uses) - - - - - 4.85 8.58 14.93 37.31 66.42 8.42
P463 (Member of) - - - - - 1.64 2.73 15.30 40.44 86.34 5.51
P1535 (Used by) - - - - - 0.66 3.97 11.92 41.06 72.85 4.53
P279 (Subclass of) - - - - - 6.06 12.12 21.21 45.45 72.73 10.64

ConceptNet 13.86 25.87 43.51 75.78 23.38 4.55 9.88 18.07 42.11 70.06 9.23
AtLocation 14.02 25.91 46.95 79.27 24.24 4.98 10.56 19.82 45.82 76.10 10.09
UsedFor 7.41 16.67 36.42 75.93 16.04 3.18 8.17 15.13 38.88 69.59 7.48
IsA 27.50 43.33 62.50 87.50 38.56 7.42 13.67 27.34 59.38 83.59 13.61
Causes 5.26 23.68 34.21 65.79 16.56 2.68 6.25 12.05 27.68 54.91 5.84
HasSubevent 3.51 14.04 19.30 43.86 10.08 0.98 2.44 5.37 14.63 35.12 2.64
HasPrerequisite 4.00 16.00 26.00 78.00 13.16 3.64 8.48 13.94 41.21 71.52 7.35
HasProperty 4.26 14.89 38.30 76.60 14.65 2.55 5.10 9.55 29.30 63.69 5.21
CapableOf 8.33 18.75 33.33 54.17 16.09 2.44 7.32 13.82 30.08 51.22 6.48
MotivatedByGoal 29.73 51.35 67.57 89.19 43.59 6.73 20.19 29.81 63.46 80.77 15.66
HasA 16.67 27.08 41.67 81.25 24.35 11.34 16.49 23.71 48.45 79.38 16.07
PartOf 36.36 54.55 75.76 90.91 48.35 10.00 21.25 37.50 66.25 87.50 19.33
CausesDesire 0.00 7.14 28.57 78.57 7.61 0.00 1.92 5.77 30.77 65.38 2.44
ReceivesAction 0.00 0.00 10.53 31.58 3.43 0.00 0.00 0.00 6.82 20.45 0.19
MadeOf 44.44 50.00 61.11 100.00 51.52 9.52 30.95 33.33 47.62 80.95 19.34
Desires 7.69 15.38 23.08 46.15 12.15 0.00 3.57 3.57 25.00 46.43 1.92
CreatedBy - - - - - 0.00 0.00 11.76 35.29 82.35 3.43
HasFirstSubevent - - - - - 7.14 7.14 14.29 35.71 78.57 9.23
HasLastSubevent - - - - - 0.00 0.00 16.67 33.33 58.33 2.38

Table 3: Complete results on the SenseLAMA probing task using BERT Large with LMMS SP-USM sense
embeddings. Reporting Precision at k (P@k) and Mean Reciprocal Rank (MRR). Sorted by P@1 on the Full set.
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co-hyponyms. This approach also reduces the
chances of generating non-sensical queries (e.g., "A
<WN:pen.n.01> desires [MASK]."), which would
result from combinatorial generation. Keeping in
mind that there is likely more than a single valid
prediction for each assertion, we use a threshold to
extract multiple triples from each assertion’s pre-
diction distribution. This threshold is automatically
determined as the median score assigned to correct
predictions on the SenseLAMA (Full) probe.

This process generates 36,505 query assertions
and 23,088 novel8 triples scoring above the thresh-
old. This novel CKG, grounded on WordNet, cov-
ers 18 commonsense relations and reaches 9.2% of
all synsets. See Appendix B for detailed statistics.

6 Analysis

The analyses reported in this section focus on the
following comparisons: 1) Alternatives for rep-
resenting triples as cloze-style assertions; 2) Ver-
balization against Nearest Neighbors; 3) Mapping
embeddings or retaining geometry.

6.1 Triple Representation
For this analysis, we compare alternatives for rep-
resenting triples as masked assertions, specifically
using synsets (special tokens) instead of regular
tokens (i.e., most frequent lemma9) and glosses
(averaged with sense embeddings and prepended
to the assertion). We also combine lemmas and
synsets using the slash representation (Schick and
Schütze, 2020), where the head term in the asser-
tion is replaced with "lemma / <WN:synset>".

Results in Table 4 show that the synset represen-
tation is more effective than lemmas, and while the
combination of lemmas and synsets is better, us-
ing synsets exclusively provides slightly improved
results. Glosses appear to have a substantial im-
pact under all settings, but averaging gloss embed-
dings and prepending glosses shows the best results.
These results also show that ConceptNet (CN) is
not only the most challenging subset but also the
least sensitive to these experimental choices. For
completeness, Appendix C reports complete Sense-
LAMA results using sense embeddings (from an-
notated text) that have not been merged with gloss
embeddings or used assertions prepended with the
gloss for the head synset.

8Not part of the triples in SenseLAMA or its sources.
9Each synset may be associated to multiple lemmas. Fre-

quencies obtained from wordfreq (Speer et al., 2018).

Token Gloss
Lem Syn Avg Pre

WN WD CN ALL

X 19.74 17.32 16.52 18.49
X X 20.79 16.62 17.40 19.40
X X 36.70 27.12 22.33 31.19
X X X 40.82 29.79 23.18 34.09

X 26.46 19.46 17.67 23.04
X X 30.39 20.72 18.60 25.78
X X 38.76 26.83 22.56 32.49
X X X 43.44 27.59 23.38 35.63

X X 25.47 19.65 18.08 22.59
X X X 27.44 20.70 19.13 24.20
X X X 39.14 26.49 21.66 32.39
X X X X 42.31 28.15 21.97 34.47

Table 4: MRR on SenseLAMA (Core) when represent-
ing lemmas (Lem) and/or synsets (Syn); averaging gloss
embedding (Avg) and/or prepending the gloss (Pre).

6.2 Impact of Verbalization

Dufter et al. (2021) showed that a nearest neigh-
bors (kNN) baseline using static embeddings could
outperform BERT on the LAMA probe under com-
parable settings. We run a similar experiment to
verify whether the same conclusion may apply to
our SenseLAMA probe and SynBERT model.

In our case, the sense embeddings (mapped)
added to BERT’s vocabulary can be used as static
embeddings. Bearing in mind that some sense
embeddings from LMMS are inferred from hy-
pernymy relations in WordNet (17.1% of senses,
mostly rare), we also experiment with another set
of BERT-based sense embeddings which are not
derived from any relations (ARES, Scarlini et al.,
2020). For a fair comparison, we do not prepend
glosses for LM predictions.

As such, Table 5 reports results using kNN with
sense embeddings, alongside using SynBERT with
the verbalized queries (i.e., masked assertions)
provided with SenseLAMA. We verify that kNN
can outperform SynBERT under these conditions,
but only for the more lexical-oriented relations
in WordNet. For ConceptNet, the source most
strictly related to commonsense knowledge, we
find verbalized queries provide a clear advantage
over kNN. To a lesser extent, the encyclopedic
triples of WikiData are also more accurately pre-
dicted with SynBERT. This finding is in line with
previous work comparing relational knowledge in
BERT (Bouraoui et al., 2020).
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WordNet WikiData ConceptNet All
P@1 P@10 MRR P@1 P@10 MRR P@1 P@10 MRR P@1 P@10 MRR

Distance-based (kNN)
ARES 17.87 58.91 31.07 9.56 36.76 18.27 3.97 20.45 9.31 12.58 44.31 22.80
LMMS SP-USM 26.12 63.18 38.19 8.09 34.56 16.67 3.10 17.44 7.97 17.16 45.71 26.53

Template-based (LM)
ARES 19.86 46.96 29.08 13.24 38.97 21.94 9.69 36.05 17.63 15.97 42.74 24.71
LMMS SP-USM 21.17 49.57 30.39 12.50 37.50 20.72 10.17 36.14 18.60 16.89 44.27 25.78

Table 5: Performance comparison on SenseLAMA (Core) using the baseline kNN distance-based method (ignores
relation) and the masked LM template-based method (verbalizes relation). For fair comparison, gloss prepending
(see subsection 4.3) is not used for LM results.

6.3 Degradation from Mapping
Our SynBERT model features sense embeddings
that result from the straightforward linear mapping
of embeddings pooled from all layers into the vo-
cabulary embedding space (see subsection 4.2).

For this analysis, we estimate the performance
impact of this mapping procedure by comparing
the performance of mapped and unmapped LMMS
sense embeddings on the kNN baseline for Sense-
LAMA (described on subsection 6.2).

Results on Table 6 show that while the procedure
is simple, mapped embeddings retain very similar
performance to their original versions, with around
5% degradation on P@1, P@10, and MRR.

P@1 P@10 MRR

Original 17.16 45.71 26.53

Mapped 16.21 44.21 25.31
(-5.5%) (-3.3%) (-4.6%)

Table 6: Performance comparison on SenseLAMA
(Core) using kNN with original and mapped LMMS
SP-USM embeddings.

7 Future Work

This paper focuses on BERT and WordNet due to
their popularity (particularly w.r.t. probing). Future
work should consider additional LMs and represen-
tations in languages other than English.

Although commonsense knowledge should re-
main mostly unchanged over time, the sense rep-
resentations introduced in SynBERT are limited
to the release date of WordNet v3.0 (2006). As
noted by Eyal et al. (2022), novel concepts that
have become mainstream (e.g., covid) are missing
from WordNet, potentially limiting downstream
applications of models such as SynBERT.

8 Conclusion

In this work, we have shown that sense embed-
dings, learned from grounded ontologies, can be
integrated into pretrained LMs, allowing for a more
precise and extensive probing of commonsense
knowledge learned during pretraining compared
to prior work such as LAMA.

The proposed SynBERT model, adapted from
BERT, along with SenseLAMA, our new prob-
ing task grounded on WordNet, provide clearer
insights into which commonsense relations are best
understood by LMs, and how the commonsense
domain compares against more lexical or encyclo-
pedic knowledge. We also explore how SynBERT,
or similar models, can be used to extract novel
CKGs which may support recent hybrid methods
fusing CKGs and LMs (e.g., Zhang et al., 2022), or
enable symbolic-first methods (e.g., Huang et al.,
2021) to leverage precise commonsense knowledge
learned without supervision by LMs.

Reproducibility

SenseLAMA (Core and Full sets), SynBERT and
related code is freely available at https://github.
com/anonymous/synbert (MIT License). Syn-
BERT, with the full set of 117k synsets, contains
454M parameters.
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A Templates

Templates used for WordNet and WikiData triples
are available in Table 7. In order to make predic-
tions more consistent across sources, we found the
most frequent determiners used with the head and
tail terms of ConceptNet assertions and applied
them on the WordNet and WikiData queries, wher-
ever those same head and tail terms occurred.

B Extraction Statistics

Table 8 reports the relation counts for triples ex-
tracted using the procedure described on subsec-
tion 5.2.

C SenseLAMA without gloss information

Table 9 reports results by relation on SenseLAMA
(Full) when not prepending glosses or averaging
sense embeddings with gloss embedding. This is
intended to better demonstrate which relations are
most affected by the use of glosses, besides their
overall impact on this probing task.
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Source Relation Template Example Pair ([H]ead, [T]ail)

WordNet

Hypernym [H] is a type of [T] medicine2n drug1n
Holonym (Member) [H] is a member of [T] princess1n royalty2n
Holonym (Part) [H] is part of [T] jaw1

n skull1n
Antonym [H] is the opposite of [T] straight8n curved1a
Hypernym (Instance) [H] is an example of [T] sahara1n desert1n
Meronym (Substance) [H] is made of [T] bread1n flour1n

WikiData

P31 (Instance of) [H] is an example of [T] capitalism1
n political_orientation1n

P361 (Part of) [H] is part of [T] regulation1n politics1n
P366 (Use) [H] is used for [T] vegetable_oil1n makeup1n
P186 (Made from) [H] is made from [T] eiffel_tower1n wrought_iron1n
P461 (Opposite of) [H] is the opposite of [T] technophilia1n technophobia1n
P737 (Influenced by) [H] is influenced by [T] mozart1n bach1n
P2283 (Uses) [H] uses [T] oil_painting1n oil_paint1n
P463 (Member of) [H] is a member of [T] taiwan1n world_trade_organization1n
P1535 (Used by) [H] is used by [T] rocket_fuel1n rocket2n
P279 (Subclass of) [H] is a type of [T] baroque1n expressive_style1n

Table 7: Templates used to verbalize triples from WordNet and WikiData. Not required for our ConceptNet subset.

Relation Count

IsA 6,557
AtLocation 5,104
PartOf 2,559
UsedFor 2,523
MadeOf 1,293
Causes 680
CausesDesire 663
HasPrerequisite 659
HasA 644
CapableOf 534
MotivatedByGoal 532
HasProperty 424
CreatedBy 390
Desires 229
HasSubevent 161
ReceivesAction 77
HasLastSubevent 53
HasFirstSubevent 6

Table 8: Relation counts for novel triples extracted.
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Core (4,960 candidates) Full (117,659 candidates)
P@1 P@3 P@10 P@100 MRR P@1 P@3 P@10 P@100 P@1000 MRR

All 14.39 25.85 40.62 67.04 23.04 2.71 5.36 9.73 21.68 40.25 5.07

WordNet 17.53 29.88 36.48 44.39 26.46 3.00 5.69 9.89 20.86 37.83 5.32
Hypernym 14.52 25.62 31.37 38.90 22.67 2.76 6.28 12.70 28.97 47.23 5.99
Holonym (Member) 19.23 38.46 57.69 84.62 32.02 0.39 0.68 1.61 5.60 24.05 0.87
Holonym (Part) 11.03 27.59 49.66 74.48 22.94 7.76 12.86 19.29 36.62 57.88 11.78
Antonym 34.04 48.94 64.54 78.01 44.43 3.30 6.16 9.80 19.01 30.42 5.55
Hypernym (Instance) - - - - - 1.21 3.32 7.23 14.21 26.87 3.04
Meronym (Substance) 25.00 43.75 62.50 87.50 37.89 0.91 1.67 3.80 16.87 38.15 2.11

WikiData 10.29 22.06 36.76 63.24 19.46 1.50 3.52 8.10 22.63 46.44 3.67
P31 (Instance of) 5.13 10.26 23.08 46.15 10.51 0.67 2.26 5.19 16.81 37.30 2.31
P361 (Part of) 11.11 20.00 44.44 73.33 20.85 1.98 4.02 9.44 27.21 54.06 4.43
P366 (Use) 3.70 25.93 25.93 51.85 15.31 1.97 3.41 9.04 24.51 46.92 4.05
P186 (Made from) 26.67 33.33 46.67 80.00 34.34 1.72 3.76 9.08 25.35 53.05 4.06
P461 (Opposite of) 20.00 50.00 70.00 90.00 37.02 4.99 10.38 20.36 38.12 59.28 9.69
P737 (Influenced by) - - - - - 0.95 2.53 4.43 14.24 43.99 2.29
P2283 (Uses) - - - - - 1.12 2.99 8.21 20.15 44.78 3.31
P463 (Member of) - - - - - 1.64 6.01 14.75 46.99 84.15 5.91
P1535 (Used by) - - - - - 0.00 1.32 5.30 15.23 49.01 1.46
P279 (Subclass of) - - - - - 1.52 1.52 3.03 22.73 40.91 2.83

ConceptNet 9.59 19.48 34.69 67.64 17.67 1.84 5.20 11.21 29.23 55.78 4.93
AtLocation 9.15 18.29 33.54 72.87 17.08 2.29 6.08 12.45 31.47 62.65 5.54
UsedFor 4.32 12.96 29.01 66.05 11.99 1.51 3.63 9.53 27.08 56.43 4.09
IsA 19.17 31.67 52.50 71.67 28.78 0.98 6.64 14.06 37.50 61.13 5.44
Causes 7.89 13.16 21.05 39.47 12.51 0.89 1.79 4.91 16.96 35.27 2.22
HasSubevent 0.00 8.77 17.54 29.82 5.88 0.98 0.98 2.44 10.24 21.46 1.49
HasPrerequisite 8.00 16.00 32.00 62.00 14.71 1.21 4.24 10.30 29.09 53.94 4.37
HasProperty 0.00 10.64 27.66 80.85 9.45 1.27 5.10 7.01 32.48 60.51 4.36
CapableOf 6.25 12.50 22.92 66.67 12.29 0.81 3.25 11.38 21.95 47.97 3.82
MotivatedByGoal 10.81 37.84 54.05 86.49 27.02 5.77 12.50 27.88 49.04 70.19 12.30
HasA 14.58 16.67 39.58 62.50 20.76 3.09 10.31 14.43 31.96 62.89 7.28
PartOf 39.39 51.52 63.64 93.94 47.47 11.25 16.25 30.00 42.50 75.00 16.43
CausesDesire 0.00 0.00 14.29 50.00 3.41 0.00 0.00 1.92 13.46 30.77 0.63
ReceivesAction 21.05 31.58 36.84 52.63 28.18 0.00 0.00 4.55 20.45 38.64 1.29
MadeOf 5.56 38.89 55.56 88.89 24.40 0.00 0.00 9.52 33.33 57.14 2.63
Desires 0.00 7.69 7.69 53.85 5.54 0.00 7.14 10.71 10.71 50.00 3.65
CreatedBy - - - - - 0.00 11.76 11.76 29.41 70.59 5.62
HasFirstSubevent - - - - - 0.00 0.00 0.00 50.00 85.71 2.27
HasLastSubevent - - - - - 0.00 0.00 0.00 16.67 41.67 0.85

Table 9: Complete results on the SenseLAMA probing task using BERT Large with LMMS SP-USM sense
embeddings, not averaged with gloss embeddings and without prepending glosses to assertions, in contrast to
Table 3. Reporting Precision at k (P@k) and Mean Reciprocal Rank (MRR). Sorted by P@1 on the Full set.
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