
Requirements Engineering for Explainable Systems

Von der Fakultät für Elektrotechnik und Informatik

der Gottfried Wilhelm Leibniz Universität Hannover

zur Erlangung des akademischen Grades

Doktorin der Naturwissenschaften

(abgekürzt: Dr. rer. nat.)

genehmigte Dissertation von Frau

M. Sc. Larissa Chazette

2023



Betreuer: Prof. Dr. Kurt Schneider

1. Referent: Prof. Dr. Jörg Dörr

2. Referent: Prof. Dr. Markus Dürmuth

Vorsitzende der Prüfungskomission: Prof. Dr. Michael Rohs

Tag der Promotion: 15. Dezember 2022



Contents

1 IntRoduction 1

1.1 Scientific Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 BacKgRound and Related WoRK 5

2.1 Requirements Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Explainability and Related Concepts . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Artifacts in Software and Requirements Engineering . . . . . . . . . . . . . 15

3 The 几攀ality Landscape 21

3.1 The Composition of the Quality Landscape . . . . . . . . . . . . . . . . . . 21

3.2 Stakeholders in the Landscape . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3 Seven Quality Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 The Need foR Explanations: A SuRvey 29

4.1 Research Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Demographics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34



4.3 Need for Explanations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.4 Perceived Problems in Understanding Software . . . . . . . . . . . . . . . . 37

4.5 Advantages and Disadvantages of Explanations . . . . . . . . . . . . . . . . 38

4.6 Limitations and Threats to Validity . . . . . . . . . . . . . . . . . . . . . . . 42

4.7 Usability through and despite Explanations . . . . . . . . . . . . . . . . . . 43

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5 The ReseaRch Methodology 47

5.1 Research Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.3 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.4 Two Proposed Theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6 Explainability in the 几攀ality Landscape 58

6.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.2 Explainable Systems: A Definition . . . . . . . . . . . . . . . . . . . . . . . . 66

6.3 Explainability as a Means to an End . . . . . . . . . . . . . . . . . . . . . . 69

6.4 The Double-Edged Sword Effect . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.5 Understanding the Role of Explainability . . . . . . . . . . . . . . . . . . . . 79

7 A PRocess RefeRence Model foR Explainability 83

7.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2 Practitioners’ Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7.3 A Process Reference Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

8 A 几攀ality FRamewoRK foR Explainability 100

8.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

8.2 A Quality Framework for Explainability . . . . . . . . . . . . . . . . . . . . 104

8.3 Limitations and Threats to Validity . . . . . . . . . . . . . . . . . . . . . . . 112

9 Case Study 114

9.1 Case Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

9.2 Identifying Understandability Issues . . . . . . . . . . . . . . . . . . . . . . . 115

9.3 Dependencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

9.4 Characteristics of Explanations . . . . . . . . . . . . . . . . . . . . . . . . . . 120

9.5 Evaluation of the Explanation Quality . . . . . . . . . . . . . . . . . . . . . 127

9.6 Limitations and Threats to Validity . . . . . . . . . . . . . . . . . . . . . . . 132

9.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

10 Conclusion 135

10.1 Summary of the Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

10.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

10.3 Next Steps in Explainability Research . . . . . . . . . . . . . . . . . . . . . . 144

Appendix A SuRvey SupplementaRy MateRial 146

A.1 Navigation Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

A.2 Survey Instrument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147



A.3 Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Appendix B SLR and Coding PRocess SupplementaRy MateRial 158

B.1 Manual Search Sources and Paper Selection . . . . . . . . . . . . . . . . . . 158

B.2 SLR References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

B.3 SLR Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

B.4 Workshop Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Appendix C InteRview Study SupplementaRy MateRial 174

C.1 Literature Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

C.2 Interview with Practitioners . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Appendix D FRamewoRK and Case Study SupplementaRy MateRial 182

D.1 Literature Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

D.2 Framework Versions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

D.3 Workshop with Software Engineers . . . . . . . . . . . . . . . . . . . . . . . 188

D.4 Voice Prompts for ER3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

D.5 Additional Charts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

RefeRences 245



List of Figures

1.1 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Requirements Engineering reference model, adapted from Börger et al. [1] . 8

2.2 Expected behavior versus observed system behavior (extracted and

adapted from [2]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1 The composition of a quality landscape . . . . . . . . . . . . . . . . . . . . 21

3.2 A conceptual illustration of a quality landscape . . . . . . . . . . . . . . . 23

4.1 Survey design and data analysis process . . . . . . . . . . . . . . . . . . . 32

5.1 Usefulness of theory for research and industry, according to Sjøberg et al. [3] 48

5.2 Information systems research framework applied to the research in this

thesis, adapted from [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Correlation between research needs, goals, questions, methods, and theories 52

6.1 Overview of the research design related to Research Question (RQ)1 and

RQ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.2 Overview of the SLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63



6.3 The definition of “explainable system”, illustrated . . . . . . . . . . . . . . 67

6.4 The conceptual model illustrating the impact of explainability across

different quality dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.5 The knowledge catalogue for explainability: how explainability impacts

other quality aspects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.6 The strong interplay between explainability, informativeness, and under-

standability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7.1 Recommended techniques per phase or activity (n=19) . . . . . . . . . . . 88

7.2 Six practices for developing explainable systems, related to the respective

activities of the requirements engineering process or software lifecycle . . . 91

7.3 Implicit and explicit mental models (extracted from [2]) . . . . . . . . . . . 95

8.1 The explainability quality framework . . . . . . . . . . . . . . . . . . . . . 104

9.1 A quality model derived with support of the framework . . . . . . . . . . . 121

9.2 Final design for ER1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

9.3 Final design for ER2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

9.4 Final design for ER3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

9.5 Final design for ER4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

9.6 Number of users and accesses for ER1 and ER2 . . . . . . . . . . . . . . . 130

10.1 A model of the attributes of system acceptability, adapted from Nielsen [5] 138

10.2 The ethical role of explainability, based on Vakkuri et al.[6] . . . . . . . . . 140



A.1 Kinds of explanations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

B.1 Workshop with philosophers and psychologists . . . . . . . . . . . . . . . . 170

B.2 Workshop with requirements engineers . . . . . . . . . . . . . . . . . . . . 171

C.1 Phases in the development lifecycle . . . . . . . . . . . . . . . . . . . . . . 179

C.2 Miro Board - Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

C.3 Miro Board - Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

D.1 The first version of the explainability framework, taken to the workshop. . 187

D.2 The second version of the explainability framework, taken to the focus group.188

D.3 Route satisfaction represented by star ratings . . . . . . . . . . . . . . . . 190

D.4 Results of the qualitative study for the explanation demand . . . . . . . . 191

D.5 Results of the qualitative study for the explanation content . . . . . . . . . 193



List of Tables

4.1 Advantages of explanations according to the participants . . . . . . . . . . 38

4.2 Disadvantages of explanations according to the participants . . . . . . . . 39

4.3 Negative effects identified in participants’ answers and the correspondent

usability heuristics that may mitigate them, following Nielsen’s usability

principles [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.1 Framework for Software Engineering (SE) theories [3]: Archetypes and

subclasses in the context of this work . . . . . . . . . . . . . . . . . . . . . 49

5.2 Theories and artifacts in this work classified according to theory type . . . 56

6.1 Inclusion (IC) and Exclusion Criteria (IC) . . . . . . . . . . . . . . . . . . 60

6.2 Structure of the two workshops . . . . . . . . . . . . . . . . . . . . . . . . 64

6.3 Attributes of information quality, according to Kahn et al. [7] . . . . . . . 81

7.1 Overview of the participants’ demographics . . . . . . . . . . . . . . . . . 87

9.1 User questions derived from reviews in the application stores and other

support channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116



9.2 Explanation requirements and design choices based on the characteristics

in the quality framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

9.3 Overview of the data of the subject groups . . . . . . . . . . . . . . . . . . 128

9.4 Mean values (and standard deviation) for collected indicators in the case

study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

9.5 Usefulness of help center articles . . . . . . . . . . . . . . . . . . . . . . . . 130

10.1 Traditional practices in comparison with human-centered practices,

adapted and extracted from Seffah and Metzker [8] . . . . . . . . . . . . . 142

10.2 Criteria for evaluating theories, extracted from [3] . . . . . . . . . . . . . . 143

B.1 Manual search sources and paper selection . . . . . . . . . . . . . . . . . . 158

B.2 Aspects to explain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

B.3 Quality aspects impacted by explainability . . . . . . . . . . . . . . . . . . 160

C.1 Inclusion (IC) and Exclusion (EC) Criteria . . . . . . . . . . . . . . . . . . 175

C.2 Practices found in the literature, organized by phase . . . . . . . . . . . . 177

D.1 Inclusion (IC) and Exclusion (EC) Criteria . . . . . . . . . . . . . . . . . . 183

D.2 References for aspects of the quality framework . . . . . . . . . . . . . . . 183

D.3 Workshop structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

D.4 Voice prompts at the beginning of navigation dependent on the traffic volume190



Acronyms

AI Arti昀椀cial Intelligence

ER Explainability Requirement

GDPR General Data Protection Regulation

GPS Global Positioning System

HCI Human-Computer Interaction

IEEE Institute of Electrical and Electronics Engineers

KBS Knowledge-Based System

ML Machine Learning

NFR Non-Functional Requirement

OBNS On-Board Navigation System

RE Requirements Engineering

RFID Radio-Frequency Identi昀椀cation

RQ Research 儀甀estion

SE So昀琀ware Engineering

SIG So昀琀goal Interdependency Graph



SLR Systematic Literature Review

UCD User-Centered Design

UML Uni昀椀ed Modeling Language

XAI Explainable Arti昀椀cial Intelligence



To all the selves I have been duRing the cReation of this piece…

…and to my husband and my motheR, who suppoRted and loved all of them.



Acknowledgments

Behind eveRy wRitten pRoduction is an adventuRe. My adventure (the biggest one of my
life up until now) started an ocean away from where I write: when I decided to leave Brazil
to pursue a PhD in computer science in Germany. I set o昀昀 alone on this adventure, leaving all
my treasures behind: my mother, my dog, my friends, and my hometown. All I carried with
me was a suitcase and a heart full of courage and dreams. 吀栀e path from this day until here
was full of subtleties and far from easy, and I seriously considered giving up several times. But
I didn’t. And it would be foolish of me to suggest that I succeeded or found strength on my
own. For even though I came alone, and even though I felt u琀琀erly alone at times, I now know
that I was never alone.

So now is the moment to be thankful for it and to thank all that helped me to be where I
am now. First and foremost, God, my unending source of wisdom and hope. My mother, the
strongest woman I know, for her unending love, support, daily prayers, and lifelong e昀昀orts
to get me where I am now. To the greatest gi昀琀 Germany and academic life have given me:
my dear husband, for his partnership and support on both good and bad days. To my research
group colleagues, particularly Nils Prenner and Maike Ahrens, for being the best o昀케ce mates I
could have asked for. To all the co-authors of the works that make up this work, but especially
to Timo Speith for showing me the value of interdisciplinary research and for his amazing
sense of humor. And, of course, to my supervisor or, be琀琀er saying, “Doktorvater”, Prof. Kurt
Schneider, for his excellence, loyalty, and kindness: A seed needs a good gardener to 昀氀ourish.



Abstract

Information systems are ubiquitous in modern life, and are powered by evermore complex
algorithms that are o昀琀en di昀케cult to understand. Moreover, since systems are part of almost
every aspect of human life, quality in interaction and communication between humans and
machines has become increasingly important. Hence the importance of explainability as an
essential element of human-machine communication; it has also become an important quality
requirement for modern information systems.

However, dealing with quality requirements has never been a trivial task. To develop
quality systems, so昀琀ware professionals have to understand how to transform abstract qual-
ity goals into real-world information system solutions. Requirements engineering provides
a structured approach that aids so昀琀ware professionals in be琀琀er comprehending, evaluating,
and operationalizing quality requirements. Explainability has recently regained prominence
and been acknowledged and established as a quality requirement; however, there is currently
no requirements engineering recommendations speci昀椀cally focused on explainable systems.

To 昀椀ll this gap, this thesis investigated explainability as a quality requirement and how it
relates to the information systems context, with an emphasis on requirements engineering.
To this end, this thesis proposes two theories that delineate the role of explainability and
establish guidelines for the requirements engineering process of explainable systems. 吀栀ese
theories are modeled and shaped through 昀椀ve artifacts. 吀栀ese theories and artifacts should
help so昀琀ware professionals 1) to communicate and achieve a shared understanding of the
concept of explainability; 2) to comprehend how explainability a昀昀ects system quality andwhat
role it plays; 3) in translating abstract quality goals into design and evaluation strategies; and
4) to shape the so昀琀ware development process for the development of explainable systems.

吀栀e theories and artifacts were built and evaluated through literature studies, workshops,
interviews, and a case study. 吀栀e 昀椀ndings show that the knowledge made available helps prac-
titioners understand the idea of explainability be琀琀er, facilitating the creation of explainable
systems. 吀栀ese results suggest that the proposed theories and artifacts are plausible, practical,
and serve as a strong starting point for further extensions and improvements in the search for
high-quality explainable systems.



Zusammenfassung

Informationssysteme sind im modernen Leben allgegenwärtig und werden von immer kom-
plexeren und o昀琀 schwer verständlichen Algorithmen gesteuert. Da Systeme in fast allen
Bereichen des menschlichen Lebens zum Einsatz kommen, wird die 儀甀alität der Interaktion
und Kommunikation zwischen Mensch und Maschine immer wichtiger. Daher ist die Bedeu-
tung der Erklärbarkeit als wesentliches Element der Mensch-Maschine-Kommunikation auch
zu einer wichtigen 儀甀alitätsanforderung für moderne Informationssysteme geworden.

Der Umgang mit 儀甀alitätsanforderungen war jedoch noch nie eine triviale Aufgabe. Um
儀甀alitätssysteme zu entwickeln, müssen So昀琀ware-Experten wissen, wie sie abstrakte 儀甀al-
itätsziele in reale Informationssystemlösungen umsetzen können. Das Requirements Engi-
neering bietet einen strukturierten Ansatz, der So昀琀ware-Experten dabei hil昀琀, 儀甀alitätsan-
forderungen besser zu verstehen, zu bewerten und zu operationalisieren. Erklärbarkeit ist in
letzter Zeit wieder in den Vordergrund gerückt und als儀甀alitätsanforderung anerkannt sowie
etabliert worden. Allerdings gibt es derzeit keine Requirements Engineering-Empfehlungen,
die sich speziell auf erklärbare Systeme konzentrieren.

Um diese Lücke zu schließen, wurde in dieser Arbeit die Erklärbarkeit als 儀甀alität-
sanforderung und ihr Bezug zum Kontext der Informationssysteme untersucht, wobei der
Schwerpunkt auf dem Requirements Engineering liegt. Zu diesem Zweck werden in dieser
Arbeit zwei 吀栀eorien aufgestellt, die die Rolle der Erklärbarkeit beschreiben und Richtlin-
ien für den Requirements Engineering-Prozess von erklärbaren Systemen aufstellen. Diese
吀栀eorien werden durch fünf Artefakte modelliert und gestaltet. Diese 吀栀eorien und Arte-
fakte sollen So昀琀ware-Experten dabei helfen, 1) ein gemeinsames Verständnis des Konzepts
der Erklärbarkeit zu vermi琀琀eln und zu erreichen; 2) zu verstehen, wie Erklärbarkeit die Sys-
temqualität beein昀氀usst und welche Rolle sie spielt; 3) abstrakte 儀甀alitätsziele in Design-
und Evaluierungsstrategien zu übersetzen; und 4) den So昀琀ware-Entwicklungsprozess für die
Entwicklung erklärbarer Systeme zu gestalten.



1
Introduction

We are living in the algorithmic age, where algorithms and systems are ubiquitous in our
society. When describing the concept of ubiquity in computer science, Mark Weiser famously
said that “the most profound technologies are those that disappear. 吀栀ey weave themselves
into the fabric of everyday life until they are indistinguishable from it” [9]. For computer
science, this ubiquity represents the incorporation of computers into everyday products and
activities, culminating in a seamless integration between virtual and physical worlds. When
Weiser wrote about it in 1991 for the Scienti昀椀c American, he described a hypothetical scenario:
a day in the life of someone in the future who lives in a world surrounded by computing, from
co昀昀ee machines to smart o昀케ces.

Today, more than 30 years later, we are living the dawn of this anticipated future, no longer
hypothetical. Algorithms are already shaping our experiences, transforming every facet of
life. In fact, information systems are deeply integrated in many aspects of our society, hav-
ing a range of applications such as advertising, communication, healthcare, sales, navigation,
昀椀nancial, entertainment, and the list can go on inde昀椀nitely, as it is almost impossible to imag-
ine a domain that is not yet supported by information systems [10]. As these systems become
more widespread, complex, and crucial to our society and lives, it becomes more urgent and
critical to focus on their quality.

So昀琀ware quality is frequently de昀椀ned as the 昀椀eld of research and practice that speci昀椀es the
desired a琀琀ributes of so昀琀ware products. Requirements engineering is tied to so昀琀ware quality
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since the one of the key roles of requirements engineering is to transform abstract quality
a琀琀ributes (that are based in real-world conceptualizations and ideas) in concrete so昀琀ware and
system capabilities. 吀栀e desired quality characteristics for the systems of today goway beyond
producing so昀琀ware that is free of bugs, vulnerabilities, and other errors [11]. As time passes,
new quality aspects emerge and become more important in response to real-world needs.
Explainability is an example of a quality aspect that has gained prominence in recent years
as a result of the increasing ubiquity of information systems, emphasizing the importance of
focusing on the quality of human-machine communication. Incorporating explainability in a
system can mitigate so昀琀ware opacity [12], thereby helping users understand why the system
produced a particular result and supporting them in making be琀琀er decisions. Explainability
also has an impact on the relationship of trust in and reliance on a system [13], it may avoid
feelings of frustration [14], and thus leads to greater user acceptance [15].

吀栀e challenge of dealing with quality aspects (or “non-functional requirements”) is also
well-known and primarily the result of a communication issue caused by the absence of def-
initions, the di昀케culty of operationalizing these abstract concepts into concrete functionality,
and the di昀케culty of determining how operationalizations a昀昀ect quality [16, 17]. 吀栀e develop-
ment of explainable systems requires a thorough understanding of explainability’s de昀椀nition,
taxonomy, interactions with other system quality factors, and of concrete aspects tied to
explainability. In order to support the creation of high-quality explainable systems, so昀琀ware
and requirements engineers need methodologies that help them analyze, de昀椀ne, and evaluate
explainability requirements.

However, since explainability has only newly been established as a quality aspect, there is
still li琀琀le guidance for practitioners in this ma琀琀er. 吀栀erefore, the overall goal of this research
is to bridge this gap and support requirements engineering for explainable systems, both with
theory and with hands-on artifacts that can support practice. 吀栀is goal is subdivided in two
other goals: Goal 1 focuses on the theoretical background that is needed to comprehend
explainability as a quality requirement. Goal 2 focuses on investigating ways of supporting
the requirements engineering process in the development of explainable systems.

1.1 Scienti昀椀c Approach

吀栀e general approach taken by this thesis is rooted in Hevner’s model [4] and in the frame-
work for so昀琀ware engineering (SE) theories [3]. Hevner’s model emphasizes that information
systems’ research should help to create theories and artifacts that are both grounded in 1)
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real-word needs and challenges from practitioners to be relevant and in 2) considering exist-
ing scienti昀椀c and domain knowledge to be rigorous. 吀栀is thesis o昀昀ers two theories that are
modeled through 昀椀ve supporting artifacts, including:

• A de昀椀nition for explainable systems.

• A catalogue and a conceptual model of the impact of explainability on system quality
and its relationship with other quality requirements.

• A process reference model for the requirements engineering process of explainable
systems.

• A quality framework to support the analysis, speci昀椀cation, and evaluation of explain-
ability requirements.

Di昀昀erent scienti昀椀c methods were used to create the theories and artifacts. 吀栀e meth-
ods were chosen pragmatically based on the respective study goals and research questions
to achieve scienti昀椀c rigor. More detail on the research approach will be given in chapter 5.

1.2 吀栀esis Structure

吀栀e thesis provides a chronological description of the 昀椀ndings. My 昀椀rst step in this research
was to conduct a user survey to understand users’ perceptions of so昀琀ware-embedded explana-
tions and to evaluate the relationship between explainability and so昀琀ware transparency. 吀栀e
results of the user survey helped me identifying four research needs. 吀栀ese research needs
shaped the rest of the research, motivating the research goals and questions that resulted in
the proposed theories and artifacts. 吀栀e 昀椀rst theory is an analytical-explanatory theory that
discusses the role and impact of explainability on the quality landscape. 吀栀is theory is linked
to three artifacts that serve as models for this theory and should make it easier to discuss and
apply it in practice, making the concept of explainability more understandable for practice.
吀栀e second theory is a design and action theory that is linked to two artifacts that are meant
to provide guidelines for practitioners as they develop explainable systems, with a primary
emphasis on requirements engineering. Figure 1.1 depicts the structure of this thesis.
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Figure 1.1: Structure of the thesis

Chapters 2 and 3 will cover the necessary theoretical background to comprehend this the-
sis. Based on the results of a user survey, I looked at the needs and challenges associated with
explainability in chapter 4. 吀栀e research methodology for this thesis is presented in chap-
ter 5, where I link the two proposed theories and associated artifacts to the identi昀椀ed research
needs. 吀栀e 昀椀rst theory (T1) is discussed in chapter 6, while chapter 7 and chapter 8 discuss
the second theory (T2). In chapter 9, I discuss an industry case study that helped validate one
of the theories. Finally, in chapter 10, I conclude this thesis with an overall discussion.
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2
Background and Related Work

儀甀ality is connected with di昀昀erent aspects of any kind of product. 儀甀ality, in general, is the
degree to which a set of inherent characteristics of an item ful昀椀lls its requirements [18]. A
sofa, for example, can be considered high quality if it ful昀椀lls a customer’s requirements by,
for example, being comfortable and having a beautiful design. Given that a system can be
thought of as a product as well, focusing on the quality of systems may seem fairly obvious.
In systems and so昀琀ware engineering, quality is the degree to which a system satis昀椀es stated
and implied needs of its stakeholders [18]. Nevertheless, “in normal life, you only think about
so昀琀ware quality when there is something wrong with it”∗ [19]. In fact, modern life is full of
small and large examples where the lack of quality in a system has caused consequences for
users and companies. 吀栀e list of consequences caused by poor so昀琀ware quality goes on and
on, from problems with thermostats to prison breaks, and safety issues [19, 20, 21].

Establishing and ensuring that so昀琀ware development processes and practices produce a
system with the appropriate quality to meet its requirements is the foundation of so昀琀ware
quality. So昀琀ware quality assurance is a process that connects various aspects and activities
of SE. Some may argue that testing is all that is required to ensure so昀琀ware quality, and that
the only reason issues arise is because testing is insu昀케cient or inadequate. Testing, though an
important component of the intricate landscape of so昀琀ware quality, is only one step in a longer

∗"An Softwarequalität denkt man im normalen Leben eigentlich nur, wenn etwas nicht stimmt.", freely

translated
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process that starts with de昀椀ning and identifying a system’s quality requirements. 吀栀e land-
scape of so昀琀ware quality includes a variety of dimensions, from those that relate to the quality
of the code to those that relate to how users view the system (the “dimensions” concept will be
be琀琀er discussed in chapter 3). For instance, the ISO 25010 standard [22] speci昀椀es eight qual-
ity aspects for systems: functional suitability, reliability, operability, performance e昀케ciency,
security, compatibility, maintainability, and transferability. However, there are numerous
other quality aspects that in昀氀uence the quality landscape. Explainability, for example, is an
essential quality aspect that will be discussed and investigated in this thesis.

吀栀is chapter will cover the terminology and concepts necessary for understanding this
thesis as I discuss the fundamentals of requirements engineering and explainability. In addi-
tion, I will discuss some works in the literature that either explore the concept and meaning
of explainability or propose artifacts that aid in the development of (explainable) systems. I
will start by covering the topic of requirements engineering. Next, I will dive into the quality
aspect that is the focus of this thesis: explainability (and related concepts). Since this thesis
proposes 昀椀ve artifacts, I will also discuss works in the literature that propose similar artifacts
that are either directly related to explainability or, if not, artifacts that are related to other
quality aspects.

2.1 Requirements Engineering

Requirements Engineering (Requirements Engineering (RE)) is a branch of systems and so昀琀-
ware engineering, whose ultimate goal is to deliver some system behavior to its stakeholders,
according to their goals [23]. Even though RE tends to be traditionally associated with
the waterfall process, RE can also occur in agile projects, even if it is not o昀케cially called
“requirements engineering”.

To understand RE, some de昀椀nitions are of the utmost importance. 吀栀e 昀椀rst one is the
de昀椀nition of systems. I consider those systems information systems†:
De昀椀nition 2.1.1 (Information Systems)

Information systems are combinations of hardware, so昀琀ware, and telecommunications networks
that people build and use to collect, create, and distribute useful data, typically in organizational
se琀琀ings [24]. A so昀琀ware system consists of several separate computer programs and associ-
ated con昀椀guration 昀椀les, documentation, etc., that operate together and compose information
systems [25].

†For simplicity, I will refer often to them simply as “systems”.
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Another important de昀椀nition is the one of stakeholders:
De昀椀nition 2.1.2 (Stakeholder [18])

A person or organization who in昀氀uences a system’s requirements or who is impacted by that
system. End users, customers, operators, and managers are typical examples of stakeholders.

So昀琀ware engineers need to be able to apply a variety of abilities in order to translate
stakeholders’ goals into system functionality.
De昀椀nition 2.1.3 (So昀琀ware engineer [26])

A so昀琀ware engineer is a person involved in the speci昀椀cation, design, construction, deployment,
evolution, andmaintenance of so昀琀ware systems. Requirements engineers, architects, developers,
coders, and testers are examples of common roles for so昀琀ware engineers.

More speci昀椀cally, according to the International Requirements Engineering Board
(IREB) [27], RE is a systematic and disciplined approach to the speci昀椀cation and management
of requirements with the following goals:

1. knowing the relevant requirements, achieving a consensus among the stakehold-
ers about these requirements, documenting them according to given standards, and
managing them systematically;

2. understanding and documenting the stakeholders’ desires and needs;

3. specifying and managing requirements to minimize the risk of delivering a system that
does not meet the stakeholders’ desires and needs.

Börger et al. [1] proposed a reference model for RE which divides the RE process into
two major areas: requirements analysis and requirements management. Each of these areas
includes activities that are carried out in order to achieve a speci昀椀c goal during the pro-
cess. 吀栀is thesis is primarily concerned with the requirements analysis process, and activities
related to requirements management, such as tracing and change management, are not partic-
ularly covered. Below, I describe both areas with a focus on requirements analysis activities,
primarily using the RE terminology glossary [18].

2.1.1 Requirements Analysis

吀栀e process of analyzing the elicited requirements in order to understand and document them
is known as requirements analysis. It is also frequently used as a synonym for requirements
engineering. According to Rupp et al. [28], success in a so昀琀ware project is de昀椀ned as meeting
the agreed-upon costs and time goals while delivering a 昀椀nished product or speci昀椀c project
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Requirements Engineering

Requirements Analysis Requirements Management

Validation / Verification
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Change Management

Documentation

Negotiation

Interpretation

Elicitation

Figure 2.1: Requirements Engineering reference model, adapted from Börger et al. [1]

outcome that meets user expectations in terms of functionality and quality. 吀栀e majority of
errors and risks during system development are closely related to requirements. 吀栀ey occur
primarily during the requirements analysis phase and result in signi昀椀cant 昀椀nancial outlay [28].
吀栀erefore, emphasis should be placed on requirements analysis, a stage of system development
that o昀琀en determines whether a project succeeds or fails.

吀栀e activities that can be performed during requirements analysis are: elicitation, inter-
pretation, negotiation, documentation, and validation/veri昀椀cation.

Elicitation

Elicitation is the process of seeking, capturing and consolidating requirements from available
sources such as stakeholders, documents, existing systems, and observations. Require-
ments engineers need to collaborate closely with stakeholders to obtain and understand
relevant information. During this activity, functionality needs and quality expectations are
also de昀椀ned. Preliminary requirements (known as raw or high-level requirements) can be
generated.

Interpretation

Interpretation is the process of analyzing and categorizing raw (or high-level) requirements
into categories (e.g., business goals, functional and non-functional requirements). Potential
gaps, ambiguities, con昀氀icts, and dependencies are identi昀椀ed in advance for negotiation.
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Negotiation

Negotiation is the process by which stakeholders work together to resolve identi昀椀ed gaps,
ambiguities, and con昀氀icts. All requirements are prioritized during this activity, and compro-
mises are reached among all stakeholders.

Documentation

Documentation is the process of systematically and persistently de昀椀ning requirements.
吀栀is activity results in the creation of a wri琀琀en or graphical speci昀椀cation or requirements
document.

Validation/Veri昀椀cation

Validation is the process of con昀椀rming that the documented requirements match the stake-
holders’ needs; in other words: whether the right requirements have been speci昀椀ed. Veri昀椀ca-
tion is the process of con昀椀rming that the requirements have been documented properly and
satisfy the quality criteria for requirements; in other words, whether the requirements have
been speci昀椀ed right.

2.1.2 Requirements Management

Requirements management is the process of managing existing requirements-related work
products, including the storing, changing and tracing of requirements. It includes all measures
necessary to document, change, and track requirements and requirements-related artifacts.

2.1.3 Requirements

A requirement is a single documented physical or functional need that a speci昀椀c design, prod-
uct, or process aims to satisfy [18]. According to the Institute of Electrical and Electronics
Engineers (IEEE) [29], a requirement is:
De昀椀nition 2.1.4 (Requirement)

1. A property or capability required by a user (person or system) to solve a problem or achieve
a goal. 2. A property or capability that a system or subsystem must meet or possess in order
to comply with a contract, standard, speci昀椀cation, or other formally speci昀椀ed document. 3. A
documented or conveyed representation of a property or capability as de昀椀ned in (1) or (2).

吀栀ere are also various types of requirements and di昀昀erent levels of abstraction for require-
ments. In the traditional engineering approach, sets of requirements are used as inputs during
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the design phase in product development. Because tests must be traceable back to speci昀椀c
requirements, requirements are an important input into the veri昀椀cation process. When agile
or iterative so昀琀ware development techniques are used, system requirements are developed
incrementally alongside design and implementation. Requirements are typically classi昀椀ed into
types that are generated at various stages of the development process. Below, I list some of
the most common types (as de昀椀ned in [30]):

Business requirements High-level statements of the goals, objectives, or needs of an orga-
nization. 吀栀ey usually describe opportunities that an organization wants to accomplish or
problems that they want to solve. O昀琀en stated in a business case.

User (stakeholder) requirements Mid-level statements of the needs of a particular stake-
holder or group of stakeholders. 吀栀ey usually describe how someonewants to interact with the
intended solution. O昀琀en acting as a mid-point between the high-level business requirements
and more detailed solution requirements.

Architectural requirements 吀栀ese requirements explain what has to be done by iden-
tifying the necessary integration of systems structure and systems behavior, i.e., systems
architecture of a system. In SE, they are called architecturally signi昀椀cant requirements, which
is de昀椀ned as those requirements that have a measurable impact on a system’s architecture.

儀甀ality (non-functional) requirements A non-functional requirement is an a琀琀ribute of
or a constraint on a system [31]. 吀栀ey are usually detailed statements of the conditions under
which the solution must remain e昀昀ective, qualities that the solution must have, or constraints
within which it must operate. Examples include: reliability, testability, maintainability,
availability.

Functional (solution) requirements Usually detailed statements of capabilities, behavior,
and information that the solution will need. Examples include forma琀琀ing text, calculating a
number, modulating a signal. 吀栀ey are also sometimes known as capabilities.

♦

儀甀ality requirements, also known as non-functional requirements (Non-Functional
Requirements (NFRs)), have emerged as a crucial focus of study within the discipline of RE.
Numerous approaches to NFRs have been developed, and numerous empirical studies have
been conducted to assess di昀昀erent facets of these approaches [32]. 吀栀e terms NFR, quality
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aspects, and quality goals are used throughout this thesis. 吀栀e term quality aspects refers both
to NFRs and to aspects that relate to or compose NFRs. For ease of understanding, I consider
quality goals as the quality aspects that are agreed upon for system quality within a project,
which can be stated and re昀椀ned as NFRs.

2.1.4 Shared Understanding

RE is not only a process of discovering and specifying requirements, it is also a process of
facilitating e昀昀ective communication of these requirements among di昀昀erent stakeholders [23].
In heterogeneous groups, shared understanding is both a key factor and a challenge since
group members might be using the same words for di昀昀erent concepts or di昀昀erent words for
the same concepts without noticing [33].

If individuals have equivalent mental models and can agree on how to understand some-
thing, then they have a shared understanding of it [34]. Shared understanding between
stakeholders and so昀琀ware engineers is a crucial prerequisite for successful development and
deployment of any system, being critical for e昀케cient communication and for reducing the risk
of stakeholder dissatisfaction and rework [26].

Shared understanding can be 1) explicit, when the explicit documentation (e.g., require-
ments, manuals, conceptual architecture) is understood in the same way by all persons; or
2) implicit, when there is a common agreement regarding non-speci昀椀ed knowledge, such as
assumptions, opinions, needs, goals, and values. Achieving shared understanding by explicit
documentation should be done as far as needed and relying on implicit shared understanding
should be done as far as possible [26].

According to Glinz and Fricker [26] some practices tied to artifacts can help to create and
improve shared understanding. Two of these practices were chosen because they serve as the
foundation for the 昀椀ve artifacts proposed in this thesis:

• Models (of domains, problems, or solutions) help infer and properly interpret non-
modeled or only coarsely modeled concepts and increase the probability of interpreting
them correctly, thus contributing to the creation of proper implicit shared understand-
ing.

• Glossaries and ontologies provide explicit de昀椀nitions of terminology for the system
to be built and its domain. As this constitutes again a conversion of implicit shared
understanding into explicit shared understanding, the same arguments as given formod-
els apply: explicitly shared terminology reduces the probability of misunderstandings
when concepts using this terminology are not speci昀椀ed or only loosely speci昀椀ed.

11



吀栀ree artifacts can be considered models: the conceptual model, the knowledge catalogue,
and the process reference model. 吀栀e de昀椀nition is classi昀椀ed as a glossary because it relates
to terminology, and the framework can be classi昀椀ed both as a model and an ontology. 吀栀e
proposed artifacts help to achieve a shared understanding by transforming implicit shared
understanding into explicit shared understanding.

2.2 Explainability and Related Concepts

Incorporating explainability in a system can mitigate so昀琀ware opacity, thereby helping users
understand why the system produced a particular result and supporting them inmaking be琀琀er
decisions. Explainability is going through a new wave of hype due to the recent surge in pop-
ularity of machine learning (Machine Learning (ML)) models and the increasing investment
in arti昀椀cial intelligence (Arti昀椀cial Intelligence (AI)). More recently, terms like interpretable
machine learning or explainable arti昀椀cial intelligence (Explainable Arti昀椀cial Intelligence
(XAI)) have emerged and proposals aimed at improving the intelligibility of ML algorithms
have become a trending topic [35], [36], [14].

However, explainability is not a novel concept and the idea of embedding explanations
in systems is not new. In fact, explainability has been already intensely investigated in
the domain of knowledge-based systems (Knowledge-Based System (KBS)) [37], and by the
human-computer interaction (Human-Computer Interaction (HCI)) community [38]. Accord-
ing to Xu [39], the 昀椀rst work on XAI was found in the literature forty years ago ([40]). Since
the beginning of AI research, scientists have argued that intelligent systems should explain
the AI results, particularly when it comes to decisions. 吀栀e use of explanations in this area
typically focuses on understanding the mechanics of the learned models during decision mak-
ing [41], [42], on visualizing the learned model [43], [44], [45] or, in the case of KBS, on
supporting users to gain knowledge of a domain [46], [47].

吀栀e common terminological confusion surrounding explainability was one of the motiva-
tions for this work. As already discussed in subsection 2.1.4, NFRs are still challenging for
practice and there is o昀琀en ambiguity and confusion with respect to their meaning. 吀栀is ambi-
guity is also present in the case of explainability, where there are di昀昀erent terms to de昀椀ne the
same idea or di昀昀erent de昀椀nitions and ideas for the term explainability. 吀栀e terms explainabil-
ity, interpretability, understandability, and transparency are o昀琀en used interchangeably.

According to Lipton [48], transparency can be informally de昀椀ned as the opposite of opacity
or blackboxness. Blackboxness refers to the notion that some of these ML models can be as
mysterious as black boxes to us [49], since their inner workings are opaque and di昀케cult to
interpret and explain. 吀栀erefore, transparency means “seeing through”, to understand the
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inner mechanisms by which an algorithm works or what was learned by a model (in the case
of ML-based applications). But why is transparency important? 吀栀e ubiquitous in昀氀uence of
such “black-box systems” has induced discussions about the transparency and ethics ofmodern
systems [50]. Cysneiros et al. [51] discussed transparency as a modern requirement, stating
that it is considered to be a key requirement for self-driving cars. 吀栀ey presented transparency
as a requirement for developing more robust systems and increasing the rate of adoption of
new technologies.

Interpretability is de昀椀ned in di昀昀erent ways. It can be de昀椀ned as the level to which the user
understands and can make use of the explanations given by the system and the information
provided [52]. It is also de昀椀ned as the ability to explain or to present information in under-
standable terms to a human [53]. 吀栀e terms interpretability and explainability are o昀琀en used
to refer to the same thing. 吀栀is second de昀椀nition of interpretability overlaps with the concept
of explainability, which can be de昀椀ned as the level to which a system can provide explanations
for the cause of its decisions or outputs [52]. I consider the earlier de昀椀nition of interpretability
to be the correct one because it is more closely related to the subjective aspects of how users
interpret the information that is being presented. Explanations, by conveying information,
can in昀氀uence the system’s interpretability and understandability, which are rather subjective
factors.
De昀椀nition 2.2.1 (Explainability)

Explainability is the ability or act of disclosing information that is necessary for an addressee
to understand a particular aspect of a system in a given context, which can be accomplished by
providing explanations.

Despite this naive distinction, there is still a need to specify more precisely what explain-
ability is, and what makes a system explainable, especially since it is an NFR that must
be understood and speci昀椀ed in terms of a system’s functions. 吀栀erefore, a de昀椀nition of
explainable systems will be provided in chapter 6.

2.2.1 What are Explanations?

Explanations, in general, must serve a purpose. Logic or causal constraints have typically been
imposed on what quali昀椀es as an explanation by theories of explanation from the philosophy
of science. Philosophically speaking, a common view is that an explanation is an answer to a
prede昀椀ned question of why something is or happens, comparing two or more possibilities [54,
55].

Explanations are also de昀椀ned as arguments showing how what is being explained (the
explanandum) is a deduction from natural laws and empirical conditions [56]. Explanations
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Figure 2.2: Expected behavior versus observed system behavior (extracted and adapted from [2])

either show the explanandum to be an example of a general pa琀琀ern or they identify all or a
portion of its causes [57, 58]. According to Schank [59], explanations 昀椀ll in knowledge gaps
and contribute to understanding by addressing states of confusion and deviation that occur
when a person encounters a situation that does not conform to her internalized model of the
system – her mental model (Figure 2.2). As a result, explanations can help to correct or adjust
the user’s mental model.

Achinstein [60] focuses on explanations as a process of communication between entities.
Here, the purpose of an explanation is to ful昀椀ll a recipient’s request for information from a
designated sender. 吀栀erefore, according to this view, if an entitiy does not require a detailed
explanation, then something does not necessarily need to be explained. 吀栀is interpretation
goes in the same direction of Rosenfeld and Richardson’s [61] discussion on what makes a
proper explanation. Explainability is viewed by Rosenfeld and Richardson as a passive pro-
cess based on user understanding that also determines whether an explanation is a proper
explanation. 吀栀e authors give an example of a neural network that has been trained to com-
pare two images and output a score, but most people do not understand how it arrived at this
score. 吀栀e authors contend that o昀昀ering the user the images so they can examine them and
determine whether they are similar can serve as an explanation. As a result, the very de昀椀nition
of an appropriate explanation depends on the recipient and the circumstances surrounding the
sender and the receiver’s interaction. 吀栀ese two perspectives ([60, 61]) are concerned with the
same issue: the need for and usefulness of an explanation is dependent on the receiver and
their understanding.

Köhl et al. [62] have a similar view and consider that the intended target group G, or the
type of stakeholder, and the explanatory context C determine what quali昀椀es as an explanation
of what for whom. 吀栀ey build a de昀椀nition based on the ideas of Achinstein [60] and Van
Fraassen [54]: “E is an explanation of explanandum Xwith respect to aspect Y for target group
G, in context C, if and only if the processing of E in context C by any representative R of G
makes R understand X with respect to Y”. 吀栀is de昀椀nition of explanation quali昀椀es explanation
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based on the information receiver’s understanding and relevance (depending on the context).
As a result, for the purposes of this thesis, I condense the above viewpoints into the following
concise de昀椀nition:
De昀椀nition 2.2.2 (Explanation)

An explanation is a piece of information that contributes to the addressee’s understanding of an
explanandum in a given context.

2.3 Artifacts in So昀琀ware and Requirements Engineering

According to Ghazi and Glinz [63], an artifact is “any kind of textual or graphical document
with the exception of source code”. Artifacts may have di昀昀erent forms, such as textual require-
ments documents, graphic models (including Uni昀椀ed Modeling Language (Uni昀椀ed Modeling
Language (UML)) diagrams), glossaries, charts, frameworks, or quality models. Artifacts can
also have any size and granularity, ranging from comprehensive documents to user stories, use
cases, bug reports or diagrams. Artifacts can be both used, reused and produced. Require-
ments engineers typically use or reuse artifacts as guidance during so昀琀ware (or requirements)
engineering activities. 吀栀ey may also create artifacts to gather knowledge that will be used
and reused (e.g., catalogues), or they produce artifacts as a form of documentation (e.g.,
requirements speci昀椀cation or story cards).

吀栀is work proposes 昀椀ve di昀昀erent artifacts: a de昀椀nition, a conceptual model, a knowledge
catalogue, a process reference model, and a quality framework. 吀栀ese artifacts are all linked
to one quality aspect: explainability. 吀栀ey were created with the intention of being reused to
achieve shared understanding and to provide guidance during RE activities. In the remainder
of this section, I will look at how artifacts can support RE for both “regular” or explainable
systems.

2.3.1 Definitions

De昀椀nitions are the 昀椀rst important step in facilitating communication and providing support
regarding a given topic, concept, or aspect in SE. De昀椀nitions help to delineate the scope of a
given concept, o昀琀en providing variables that represent components and actors that compose
the concept. In SE, de昀椀nitions provide so昀琀ware engineers with a preliminary guideline on
the scope and elements of something. A de昀椀nition of the meaning of a quality aspect, for
example, aids so昀琀ware engineers in understanding the quality aspect and what makes it what
it is during RE and quality assurance.
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For instance, Penzenstadler [64] proposes a de昀椀nition for sustainability for SE. 吀栀e pro-
posed de昀椀nition highlights the important variables of sustainable systems in the context of
SE. According to the author, these variables can help to de昀椀ne the scope of analysis and to
guide discussion around requirements. Wixon [65] explores the importance of a de昀椀nition for
usability and discusses how essential it is for development teams to agree on its de昀椀nition. For
instance, for some developers, usability could mean ease of use; for others, it could mean long-
term e昀케ciency. Failure to reach an agreement on a de昀椀nition results in wasted development
time and products with no systematic design focus.

De昀椀nitions tend to evolve and change over time, as new insights about the concept to be
de昀椀ned emerge. Usability is an example of a quality aspect whose de昀椀nition evolved over
time [66]. De昀椀nitions also tend to vary according to the focus of the 昀椀eld of study. In the
literature, de昀椀nitions of explainability vary considerably: the 昀椀eld of AI might focus more on
models’ aspects, while philosophy might focus on types of explanations. As a result, one could
argue that there is no one true de昀椀nition of explainability, but rather several complementary
ones. To achieve shared understanding, de昀椀nitions should be agreed upon between individuals
(e.g., so昀琀ware engineers) in a given context. In chapter 3, I will discuss in detail other aspects
in which de昀椀nitions of explainability di昀昀er.

2.3.2 Models

Models assist the RE process by allowing so昀琀ware engineers to gain a su昀케cient understanding
of a subject (such as a domain, a quality aspect, or a process). Since a model is an abstraction
of reality, it eliminates all but the most fundamental aspects of reality in order to serve the
model’s intended purpose [67]. 吀栀erefore, a model deliberately focuses on some of aspects
while excluding others [68]. Models can be created from scratch or they can be modi昀椀ed
versions of already existing models. 吀栀is thesis proposes three kinds of models: a concep-
tual model, a reference model, and a framework. Although they can all be seen as models, I
distinguish between the three in the context of this work.

Conceptual Models

Conceptual models are models that provide a high-level overview of a 昀椀eld or topic by cat-
egorizing it into broad categories. During requirements analysis, conceptual models can be
used to understand the taxonomy or characteristics of a speci昀椀c quality aspect. Conceptual
models can be used as references in various projects because they document knowledge about
a speci昀椀c domain, concept, or NFR (in the case of this work, a conceptual model about the

16



impact of explainability on system quality). Taxonomies are well-known examples of concep-
tual model. Typically, the knowledge required to develop conceptual models is derived from
literature, prior experiences, and domain expertise.

Nunes and Jannach [69] propose a taxonomy for explanations in recommender systems
based on results from a literature review. 吀栀e taxonomy is composed of general facets asso-
ciated with explanations such as their generation approach, and interface aspects such as
explanation content and presentation form. 吀栀e authors also investigated how explanations
are generated, presented to the users, and evaluated. Arrieta et al. [70] proposed a taxonomy
that maps machine learning models to the explanations they produce. 吀栀e taxonomy should
serve as an artifact that supports professionals in the implementation of AI methods in orga-
nizations. 吀栀e authors also investigated the relationships between di昀昀erent concepts related
to the 昀椀eld of XAI.

Reference Models

A reference model consists of a minimal set of unifying concepts, axioms and relationships
within a particular problem domain, and is independent of speci昀椀c standards, technologies,
implementations, or other concrete details [71]. A reference model brings together the main
entities of the knowledge area and the relationships between them, as well as related methods
of research and practice [72] (in the case of this work, a process reference model that serves
as a blueprint for a potential development procedure).

吀栀e Open Systems Interconnection model (OSI) [73] is a reference model that divides
network protocols into seven abstraction layers. 吀栀e layers help to separate concepts and
network aspects into abstraction levels, helping to compartmentalize the development of net-
work applications. 吀栀e OSI model is widely used by network engineers to describe network
architectures, even though it is informal and does not correspond perfectly to the protocol
layers in widespread use. In fact, this is precisely the reason of their wide adoption: reference
models can be seen as templates for understanding signi昀椀cant relationships among the entities
of some environment or domain (e.g., computer networks or, in this thesis, the development
process of explainable systems); this abstract nature gives them 昀氀exibility, making them eas-
ily adaptable. Reference models can also be used to standardize or describe processes [74].
A prominent example is the Requirements Engineering Reference Model (REM) [75] which
pursues the goal of an e昀케cient “RE organization and process”.

Other works also focus on the development process of explainable systems. Mohseni et
al. [76] propose an iterative process to develop explainable systems. Schoonderwoerd et al. [77]
present a user-centered design (User-Centered Design (UCD)) approachwith reusable pa琀琀erns
for explanations. 吀栀ese pa琀琀erns cover domain analysis, requirements elicitation, the design
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of the system, and the evaluation of interactions. While both works recommend some tech-
niques, the process reference model proposed in this thesis speci昀椀cally proposes practices and
associated techniques.

Frameworks

A framework is more detailed and contains all the elements that must be observed. A frame-
work will outline the steps or phases that must be followed in order to implement a solution
without going into speci昀椀cs about what activities are performed in each phase [78].

Simkute et al. [79] propose a framework to support the design of explainable systems
based on the cognitive needs of expert users. It pinpoints the three key dynamics that have
the greatest impact on the style and nature of the explanations needed and o昀昀ers illustrative
ideas for how designers might approach the problems. 吀栀e framework is domain-independent
and can be used to inform explainability researchers and guide interface designers by outlin-
ing important decision-making processes and associating relevant contextual factors with the
appropriate explanation strategies.

Sokol and Flach [80] propose a framework that compiles the criteria and desiderata that
other authors have proposed or implicitly used in their research. 吀栀e framework links explain-
ability algorithms to criteria that are used to guide their development and evaluation methods.
吀栀e framework is in form of fact sheets that should enable researchers and practitioners alike
to quickly grasp capabilities and limitations of a particular explainability method, guiding the
development of new explainability approaches. It also allows to compare and contrast explain-
ability approaches, helping to understand their capabilities and to identify discrepancies
between theoretical characteristics and properties of implementations.

More related work will be presented when I discuss the framework in chapter 8. Although
there are di昀昀erent frameworks for the integration of explanations, most of the publications
are focused on speci昀椀c domains and do not address explainability for information systems in
general. To the best of my knowledge, no contribution has yet been made that speci昀椀cally
addresses RE.

2.3.3 Knowledge Catalogues

Catalogues document knowledge about a given topic (e.g., a speci昀椀c domain or about quality
aspects, in the case of information systems). Some researchers developed catalogues for spe-
ci昀椀c domains based on the premise of the NFR framework. Serrano and Serrano [81] developed
a catalogue speci昀椀cally for the ubiquitous, pervasive, and mobile computing domain. Torres
and Martins [82] propose the use of NFR catalogues in the construction of Radio-Frequency
Identi昀椀cation (RFID) middleware applications to alleviate the challenges of NFR elicitation in
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autonomous systems. 吀栀ey argue that the use of catalogues can reduce or even eliminate pos-
sible faults in the identi昀椀cation of functional and non-functional requirements. Carvalho et
al. [83] propose a catalogue for invisibility requirements focused on the domain of ubiquitous
computing applications. 吀栀ey emphasize the importance of so昀琀ware engineers understand-
ing the relationships between requirements in order to select appropriate strategies to satisfy
invisibility and traditional NFRs. Furthermore, they discovered that invisibility might impact
other essential NFRs for the domain, such as usability, security, and reliability.

Leite and Capelli [84] discussed and de昀椀ned transparency in the context of system engi-
neering, but also as a broader concept, applied to processes and organizations. 吀栀e authors
created a graph to illustrate how transparency interacts with other quality aspects. 吀栀e
graph comprises 33 quality aspects (called so昀琀goals) arranged in three levels according to
the dependency relationship between the nodes. Transparency occupies the higher level of
decomposition, and the second level consists of 昀椀ve derived quality aspects which in昀氀uence
directly on the satisfaction of a degree of transparency, being those: accessibility, usability,
informativeness, understandability, and auditability. One way to achieve transparency is by
satis昀椀cing these quality aspects at the lower level of decomposition.

Mairiza et al. [17] conducted a literature review to identify con昀氀icts among existing NFRs.
吀栀ey constructed a catalogue to synthesize the results and suggest that catalogues can assist
so昀琀ware developers in identifying, analyzing, and resolving con昀氀icts between NFRs. Car-
valho et al. [85] identi昀椀ed 102 NFR catalogues in the literature a昀琀er conducting a systematic
mapping study. 吀栀ey found that the most frequently cited NFRs were performance, security,
usability, and reliability. Furthermore, they found that the catalogues are represented in dif-
ferent ways, such as in the form of so昀琀goal interdependency graphs, matrices, and tables.
吀栀e existence of so many catalogues illustrates their importance for RE and so昀琀ware design.
Although these catalogues present knowledge about 86 di昀昀erent NFRs, none of these works
addresses explainability.

♦

By making knowledge available in artifacts such as de昀椀nitions, models, and catalogues,
so昀琀ware engineers can 1) draw on know-how beyond their own 昀椀elds and use this knowledge
to meet the needs of a particular project, and 2) have a comprehensive picture of the system’s
requirements. Essentially, so昀琀ware engineers can use these artifacts to facilitate the RE and
so昀琀ware design process.
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吀栀is chapter discussed concepts and terminology that are needed to understand this thesis.
Although some of the related work on artifacts approach SE, RE, or explainable systems, none
of them is speci昀椀cally focused on SE or RE for explainable systems.

20



3
吀栀e 儀甀ality Landscape

So昀琀ware quality is a multidimensional concept and, like any concept, has levels of abstraction,
and can be conceptualized in a broad or speci昀椀c way [86]. I introduce four concepts in this
chapter to help readers be琀琀er understand the signi昀椀cance and complexity of system quality:
quality landscape, quality spectrum, stakeholders in the landscape, and quality dimensions.
In order to understand the proposed theories and artifacts, these concepts will be useful to
this thesis both in terms of jargon and in terms of theory, so they will be used throughout the
remainder of this text.

3.1 吀栀e Composition of the 儀甀ality Landscape

Quality Lanscape Quality DimensionQuality Spectrum Quality Aspecthas1 1 has1 N hasN N

Figure 3.1: The composition of a quality landscape

The research described in this chapter is partially based on two publications ([12] and [87]), performed
in collaboration with three researchers: Wasja Brunotte, Timo Speith, and Kurt Schneider.
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Boruszewski [88] de昀椀nes requirements landscape as the structure of a project with respect
to its requirements artifacts and their links. 吀栀is de昀椀nition focuses on elements and their rela-
tionships. I apply and adapt this concept, viewing landscape as a collection of links and roles
of elements between system quality aspects. A quality landscape is composed by a quality
spectrum, quality dimensions, and quality aspects. 吀栀ese concepts form the landscape com-
position, presented in Figure 3.1. Besides, stakeholders are the actors that create, change, and
experience this landscape (cf. section 2.1).

吀栀erefore, to understand the quality landscape, the 昀椀rst and most basic de昀椀nition is that
of quality aspect:
De昀椀nition 3.1.1 (儀甀ality Aspect)

A quality aspect is an abstract real-world aspect that re昀氀ects the perceived or desired quality
of a system by a speci昀椀c stakeholder. A quality aspect can be translated into quality goals and
stated and re昀椀ned as NFRs.

Di昀昀erent quality dimensions need to be taken into account during the requirements engi-
neering process in order to successfully identify the quality aspects of a system, how they
translate to requirements, and to comprehend how these requirements a昀昀ect system qual-
ity. 吀栀e word dimension, per de昀椀nition, is “a way of considering something”, or “one of the
elements or factors making up a complete entity”[89]. 吀栀erefore:
De昀椀nition 3.1.2 (儀甀ality Dimension)

A quality dimension is a conceptual layer in the quality spectrum that groups quality aspects
that make up a system. A quality dimension also represents a perspective fromwhich to consider
the quality of the system.

吀栀e external/internal quality concept based on the ISO 25010 [22] and proposed by
Freeman[90] is another important factor to understand the concept of quality dimensions.
One way to assess the quality of systems is by using so昀琀ware measures that evaluate the qual-
ity from two di昀昀erent perspectives: 1) internal quality, referring to “static” quality aspects of
the so昀琀ware related to its architecture (e.g., number of lines of code and level of coupling);
2) external quality and quality in use, referring mostly to quality evaluated according to the
perceived system’s behavior or to howwell the so昀琀ware meets user needs in a speci昀椀c context
(e.g., e昀케ciency and satisfaction).

I consider the external quality characteristics as the ones which are more related to the
users or the quality in use, and the internal as the ones which aremore related to the developers
or the system itself. 吀栀is concept brings the idea of a continuous spanning from internal to
external quality. 吀栀erefore, in the classical sense, the dimensions represent “positions” or
“directions” in a quality spectrum that ranges from internal to external.
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De昀椀nition 3.1.3 (儀甀ality Spectrum)
A spectrum is “a range of di昀昀erent positions between two extreme points” [91]. In this work, the
system quality spectrum is a range between two extreme points: internal and external quality.

As pointed out by McConnel [92], the di昀昀erence between internal and external char-
acteristics is not completely clear-cut and a昀昀ects several dimensions. 吀栀erefore, I do not
assign clear-cut internal or external dimensions to the dimensions and quality aspects of the
conceptual model, but rather acknowledge a continuous shi昀琀 from external to internal.

Finally, the aforementioned concepts compose a quality landscape:
De昀椀nition 3.1.4 (儀甀ality Landscape)

A quality landscape is a collection of the existing quality aspects, their relationships (interac-
tions with other quality aspects), and their taxonomy (dimensions and position on the spectrum),
being that on a real system project or on a conceptual level.

For instance, it is possible to discuss the quality landscape of a speci昀椀c system or domain,
concerning all the identi昀椀ed quality aspects for this system or domain; or the quality landscape
conceptually speaking, concerning all existing quality aspects. In the context of this work, I
will present the quality landscape formed by the quality aspects that are in昀氀uenced by explain-
ability. 吀栀is quality landscape is intended to be conceptual and generic, representing the
potential impact of explainability on system quality in general. 吀栀e landscape is represented
by a conceptual model that summarizes the quality aspects in昀氀uenced by explainability, which
are divided into seven dimensions (that are summarized in four), each of which is discussed
in relation to its position on the spectrum and in relation to the relevant stakeholders.

Quality Dimension Quality Dimension

Quality Aspect

Quality AspectQuality Aspect

Quality Dimension

Quality Aspect...

Quality Spectrum

Quality Landscape 

A B

Figure 3.2: A conceptual illustration of a quality landscape

Figure 3.2 illustrates the concept of quality landscape and all related concepts: A quality
landscape has a spectrum that ranges between two extreme points (A, B). 儀甀ality aspects
compose quality dimensions that are situated in given points of the spectrum. 儀甀ality aspects
can sometimes belong to di昀昀erent dimensions at the same time.
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3.2 Stakeholders in the Landscape

A person or organization that is a昀昀ected by a project, service, or decision is referred to as a
stakeholder. 吀栀erefore, stakeholders are also those who are impacted by a system’s quality.
End users, project sponsors or clients, architects, developers, testers, quality engineers, project
managers, regulators, product managers, operators, and maintainers are examples of typical
stakeholder roles in an average so昀琀ware project [93].

Individuals di昀昀er in their background-knowledge, values, experiences, and many further
respects. Accordingly, they also di昀昀er in what is required for them to understand certain
aspects of a system. Langer et al. tackle explainability from the perspective of the persons
who demand explanations [94]. 吀栀ey hold that some persons are more likely to be interested
in a certain quality aspect than others. For instance, a developer may be more interested in
the maintainability of a system than a user.

吀栀ey categorize quality aspects that are in昀氀uenced by explainability according to so-called
stakeholder classes and distinguish the following ones for the case of explainable systems: users,
developers, a昀昀ected parties, deployers, and regulators. According to them, these classes should
serve as a reference point when it comes to implementing explainability since the interests of
those di昀昀erent stakeholder classes may in昀氀uence the quality goals in a system or even con-
昀氀ict [94]. As a result, stakeholders have an impact on a quality landscape in terms of both the
quality aspects to be addressed and how these quality aspects interact and are implemented.

3.3 Seven 儀甀ality Dimensions

儀甀ality aspects are not mere descriptions of the quality characteristics of the system. 吀栀ey are
central to understanding how these quality characteristics translate into functional require-
ments and constraints that must prevail and are fundamental aspects for the design of a
system [95]. According to Cysneiros et al. [96], dealing with NFRs from the start of so昀琀-
ware development and integrating this knowledge with functional conceptual models leads to
cost savings and higher customer satisfaction.

儀甀ality aspects have three main characteristics that should be considered during require-
ments engineering: 吀栀ey can 1) be subjective in nature, because some solutions aimed at
achieving a quality aspect may be considered accomplished by some people but not by others;
2) be relative in nature, because the degree to which they are perceived as met also varies
depending on the person and the context; and 3) be interacting, because a琀琀empts to achieve
one quality aspect can harm or help the achievement of another [97].
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In addition to these challenges, various factors contribute to system quality and must be
considered during the RE process. 吀栀ese factors can be seen as quality dimensions that will
have an impact on the analysis process, either while a requirements engineer is still consid-
ering the relevance of a given quality aspect within a system, or later when making design
decisions toward the necessary operationalizations to achieve this quality aspect. To iden-
tify relevant quality dimensions, I manually reviewed the existing literature by searching
for papers on quality aspects published in two key requirements engineering sources: the
Requirements Engineering Journal and the proceedings of the IEEE Requirements Engineering
Conference. For a be琀琀er coverage, I also looked for papers of interest in the listed references.
I combined the 昀椀ndings of this search with the 昀椀ndings of the survey (that will be discussed
in chapter 4) and knowledge from the explainability literature.

I identi昀椀ed seven dimensions that a昀昀ect the elicitation and analysis of quality aspects [12]:
the needs and expectations of users, cultural values, corporate values, laws and norms, domain
aspects, project constraints, and system aspects. 吀栀ese dimensions in昀氀uence the identi昀椀cation
of relevant quality aspects within a system, the impact of a quality aspect on system quality,
and design choices toward the operationalization of a given quality. In the text that follows, I
will discuss the seven dimensions through the lens of explainability.

Users’ Needs and Expectations

儀甀ality is shaped by social and human factors as well as context-dependent aspects. Di昀昀er-
ent groups of users have di昀昀erent expectations, experiences with technical systems, personal
values, preferences, and needs. Such aspects also mean that individuals can perceive quality
di昀昀erently and have di昀昀erent needs and expectations with regard to explanations.

吀栀ese individual expectations need to be balanced with a number of other factors: cultural
values, corporate values, laws and norms, domain aspects, as well as with project constraints
and system aspects [98, 99].

Cultural Values

Culture is the collective mindset that distinguishes the members of one group of people from
another. Di昀昀erent cultures might require di昀昀erent types of information, process it di昀昀erently,
and require di昀昀erent designs of information systems [100]. Systems are in昀氀uenced by the
respective national environments in which they are deployed, such that the respective culture
strongly in昀氀uences their design [101].

Cultural values refer to the ethos of a group or society [102]. 吀栀ey in昀氀uence the need
for a given system quality and how it should be operationalized [101]. 吀栀e European Ethics
guidelines for trustworthy AI [103] are an example of values that represent the common vision
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of a group. Such values vary between cultures. For instance, while some cultures are more
concerned with data privacy and the ethics of systems, the largest proportion of internet users
in some emerging economies claim to trust the internet [104]. Hence, the need for explanations
and what is expected in terms of explanations can be perceived di昀昀erently among cultures.

Corporate Values

Corporate values refer to the strategic vision and values of the organization [105]. With the
omnipresence of information systems and the age of AI, the importance of integrating human
values into so昀琀ware becomes more evident. Organizations have made considerable e昀昀orts
to de昀椀ne their public values statements, including values such as corporate integrity, respect
and honesty [106]. However, integrating such values in the systems we produce is not a task
embedded in the everyday routine of a project. As Whi琀琀le [106] observes, even in cases in
which companies consider values during so昀琀ware development, the approach is limited to
creating a values-driven culture instead of having it integrated in so昀琀ware.

While explainability can be a means of providing greater transparency in information sys-
tems, if there are no clear laws requiring the company to satisfy a certain level of explainability,
having explainability as an NFR would depend on the company’s own values and interests. In
the case of self-driving cars, according to Cysneiros et al. [51], di昀昀erent car manufacturers are
likely to prioritize NFRs according to speci昀椀c selling points of their brands. For instance, the
decision of achieving explainability within a system may stem from a corporate interest in
achieving more transparency, to improve the users’ trust in the system, or to provide a be琀琀er
user experience.

Laws and Norms

Cultural values resonate in the conception of laws and norms. 吀栀e European Union
has adopted a speci昀椀c data protection legislation (General Data Protection Regulation
(GDPR)) [107] to protect citizens’ data. A certain degree of explainability is also required
under this law. Other countries either have their own separate data protection law, or no
speci昀椀c legislation.

Laws and norms may impose constraints that have to be met despite the corporate val-
ues. Information systems are required to comply with them, or face sanctions. 吀栀ese laws,
regulations, and policies need to be analyzed and accommodated during the de昀椀nition of
requirements for a new system [108]. 吀栀ey have a direct impact on how companies prioritize
quality goals and can in昀氀uence the system architecture [109].

26



Domain Aspects

Domain aspects are an essential aspect on the analysis of NFRs, since needs change depending
on the domain [110]. Each domain has quality characteristics that are of particular impor-
tance and may deserve more a琀琀ention. 吀栀e relative priority among NFRs may change as the
characteristics of the environment in which the system operates di昀昀er [111].

Domain aspects determine whether explanations are more urgent and how they should
be designed. Explainability may be an optional requirement in some areas, being a way of
improving user experience, whereas it may be a fundamental quality in others. 吀栀e degree
and extent to which an explanation is required to support or justify a decision varies with the
domain’s criticality. When compared to non-critical systems, critical systems impose a di昀昀er-
ent set of NFRs. In more critical domains such as medical, 昀椀nancial, and autonomous systems,
explainability may be more urgent. In the case of a simple navigation system, for example,
explanations that inform the user about the chosen route or the reasons for a route change
can be viewed as an additional feature that in昀氀uences user experience and product satisfac-
tion. However, in the case of systems that support medical diagnosis, the lack of explanations
of the reasons for a given diagnosis can have a much more dramatic impact, with ethical
consequences [112].

Project Constraints

Project constraints are more practical aspects (also known as non-technical aspects [113]), such
as available resources (e.g., time, money, technologies, manpower). Such aspects have a strong
in昀氀uence during RE, and may take precedence over others [114].

During the elicitation and analysis of explainability, the project constraints must be consid-
ered. In the end, all dimensions need to be balanced considering these non-technical aspects.
Every project has resource constraints that must be balanced against the desired level of qual-
ity. 吀栀e need for explainability and the e昀昀ort required tomeet it must be balanced against what
it represents in terms of resources for the company. Excessive quality can lead to unnecessary
costly design of the information system, unnecessary use of the resources needed to operate
the system, and trade-o昀昀s where other important quality goals are negatively a昀昀ected [115].

System Aspects

吀栀is dimension is related to quality aspects of the code or the system itself, such as e昀케ciency
and testability. 吀栀ese aspects are also related to speci昀椀c characteristics of the system: physical,
architectural, logical. 吀栀e system aspects are related to the practical and technical aspects in
which the requirements are implemented. 吀栀is in昀氀uence many decisions because some of
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these aspects restrict the range of possible solutions or imply a lot of work. System aspects
are similar to the project constraints in terms of practicality and are also more related to the
internal quality and the way that the system is constructed.

Some requirements can impact, for example, the e昀케ciency or the testability of a system. In
the case of explainability, an algorithm to provide explanations could have a negative impact
on system e昀케ciency, or the architectural decisions for an explainable system could have a
negative impact on code complexity. Alternatively, explanations may aid in the detection of
bugs, thereby facilitating debugging, and having a positive e昀昀ect on the system itself.

吀栀e concept of quality landscape is essential for understanding so昀琀ware quality and the
research presented in this thesis. In the following chapter, I will look at the 昀椀rst step toward
understanding the role of explainability in the quality landscape: a survey of end users to
identify challenges and needs related to explainable systems.
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4
吀栀e Need for Explanations: A Survey

吀栀e incorporation of explanations into so昀琀ware has frequently been discussed as a solution
to provide more transparency and reduce system opacity. But, before proposing any new
solutions or delving deeper into this topic, it was critical to 昀椀rst hear fromusers and understand
their perspectives on explainability.

As common in scienti昀椀c research, my research questions were driven by real-world
questions based on anecdotal evidence. I started researching explainability in an e昀昀ort to
comprehend it from the standpoint of RE, but I began to doubt the value of carrying out more
research. I was also seeking to 昀椀nd out if, from a users’ point of view, the premise that explain-
ability would promote so昀琀ware transparency would hold true. When discussing the subject
with other academics, it was commonly debated as to whether users would 昀椀nd receiving
explanations to be really interesting or useful, or if they would 昀椀nd it annoying and useless.
It is important to note that the “renaissance” of the explainability trend∗ started with a total
focus on providing explanations for so昀琀ware developers and data scientists who needed to
understand the outputs of ML models, perceived as way more urgent and complicated. 吀栀e
focus until then was neither on any user nor in any so昀琀ware.

∗Although the topic of explainability is not new, there has recently been a revival in interest in it,
which is why I use the term renaissance (cf. section 2.2).

The research described in this chapter was performed in collaboration with two researchers: Oliver
Karras and Kurt Schneider. The results were published in [116], on which this chapter is based. As a
result, I occasionally use the pronoun “we”.
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吀栀erefore, it was clear for me that the 昀椀rst step in this research was to comprehend user
requirements in terms of explainable so昀琀ware behavior: Are users really interested in so昀琀-
ware transparency and can explanations be considered as an appropriate way to achieve it?
To get more insights into these questions, I conducted a survey with 107 participants to assess
their opinion on the current level of transparency in so昀琀ware systems and what they con-
sider to be the main advantages and disadvantages of embedded explanations. Based on their
answers, I assessed the relationship between explanations and transparency and analyzed its
potential impact on so昀琀ware quality. More speci昀椀cally, I obtained an initial overview of the
interrelationships between explainability and some other quality aspects in the quality land-
scape. More precisely, understandability, usability, auditability, and the relationship between
user and system. Furthermore, with the help of this survey, it was possible to identify four
research needs that guided the rest of the research and culminated in this thesis.

4.1 Research Design

Explainability has been addressed as a key requirement for so昀琀ware-supported decisions and
a means of promoting transparency [117]. Although some studies investigated the impact
of explanations on user experience [37, 118] and others have investigated in which situa-
tions some kinds of explanations are more appropriate [119, 47], there was a lack of studies
investigating the relationship between explanations and transparency at the level of NFRs.
Furthermore, it was not clear whether end users actually see explanations as a way to be琀琀er
understand a system and improve transparency.

Since users are an essential source of requirements, it is fundamental to understand their
views and what they expect from explanations. 吀栀erefore, the goal of this study was to inves-
tigate and understand the users’ views and expectations, as these are important steps towards
addressing explainability as an NFR. I also wanted to explore the interaction of explainability
with NFRs related to transparency, and what has to be considered to meet the users’ needs.
吀栀is knowledge can assist so昀琀ware engineers in determining potential trade-o昀昀s, costs, and
implications of integrating explanations into so昀琀ware systems.

I addressed this by asking users about the need for explanations in applications that they
use on a daily basis. I conducted an online exploratory questionnaire with 107 participants. To
analyze the data and understand whether and how explanations a昀昀ect transparency, I inves-
tigated whether aspects of participants’ responses could be linked to transparency-related
NFRs described in Leite andCapelli’s Transparency So昀琀goal InterdependencyGraph. (So昀琀goal
Interdependency Graph (SIG)) [84]. We used this graph in the later iterations of the coding
process to identify requirements in the participants’ discourse.
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I applied the goal de昀椀nition template by Wohlin et al. [120], to formalize the goal of this
research:

Goal de昀椀nition: We analyze end-users’ perspectives about the need for explanations in
so昀琀ware for the purpose of investigating which non-functional requirements are impacted
by explanations and how they relate to so昀琀ware transparency from the point of view of
end-users in the context of an online questionnaire.

吀栀is goal was derived into three research questions:

Research 儀甀estion A
What do end users currently think about the need for explanations?

吀栀is question was meant to assess users’ perceptions about the importance of explana-
tions. Particularly if users perceive a need for explanations in scenarios involving confusion
and deviation from expected behavior (cf. subsection 2.2.1), such as when users expect some-
thing from their interactions with the system but do not receive it. A navigation scenario
was provided to address this issue (cf. Appendix A). Participants were asked whether they
would be interested to receive an explanation in the hypothetical situation. 吀栀ose who showed
interest were asked for suggestions on what would be a good explanation in this situation.
吀栀e goal was to discover what information users deem relevant while obtaining explanations,
which is essential knowledge for the operationalization of explainability. A question was also
posed to determine whether explanations were generally required. 吀栀e participants were then
asked when explanations should be provided: never, whenever they requested it, only when
something unusual occurred, or both.

Research 儀甀estion B
Which non-functional requirements related to transparency can be impacted by the problems
described by the participants?

吀栀is question was designed to 昀椀nd out whether and how participants experienced issues
with the so昀琀ware applications they frequently use. Participants were asked to report situa-
tions where they were unable to understand something while using an information system.
Analyzing their responses helped to understand how current concerns can have a negative
impact on transparency and which NFRs are a昀昀ected by the reported issues.
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Research 儀甀estion C
What are the advantages and disadvantages of receiving explanations and how do they relate
to transparency?

吀栀is question was designed to examine the perceived advantages and disadvantages of
receiving explanations. 吀栀is was useful for determining: 1) the NFRs a昀昀ected by explanations;
2) the bene昀椀ts and drawbacks to be taken into account when considering explainability as a
quality goal; and 3) whether the identi昀椀ed NFRs can have a positive or negative impact on
system transparency.

4.1.1 Survey Design

Based on the research questions, an online questionnaire was designed using LimeSurvey.
吀栀e questionnaire contained 16 questions (11 multiple choice, 昀椀ve open-ended): three on
demographics, one self-assessment question on so昀琀ware skills, four on so昀琀ware use, three
on problems with so昀琀ware use, three on explanation needs, one on the frequency and one on
the presentation of explanations.

Figure 4.1 summarizes the process of survey design and data analysis. 吀栀e questions were
reviewed beforehand, using the checklist provided by Lessmann [121]. 吀栀is was followed by
four rounds of pilot-tests, two of these with members of the target population and two with
research colleagues (indicated by the di昀昀erent symbols in Figure 4.1). In each pilot-test, the
respective participant completed the survey and we discussed how the questionnaire could be
improved. 吀栀e full instrument can be found in Appendix A.

Survey Design

Elaboration of questions

Checklist-based question review

Pilot-Tests

Analysis Process

First cycle: In Vivo coding

Pattern code Transparency
SIG Group

Second cycle: Pattern coding and grouping

D
at

a 
C
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ct
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n

Figure 4.1: Survey design and data analysis process

32



4.1.2 Data Collection

In late 2018, I shared the questionnaire using di昀昀erent channels: LinkedIn, Twi琀琀er, Facebook,
and academic mailing lists. 吀栀e questionnaire was widely disseminated via social connections.
In order to reachmore people, I also encouragedmy colleagues to share the questionnaire with
their connections. Since the goal was to learn what end users from various backgrounds had
to say about the topic, the target population included adults of all ages and occupations.

Based on this sampling strategy, I expected the majority of participants to be from Brazil
and Germany. As a result, the questionnaire was available in three languages: Portuguese,
German, and English. Participants had to sign an informed consent form and indicate that
they were at least 18 years old.

From the 171 that started the survey, 107 completed it. Only responses from those who
completed the questionnaire were analyzed. Because the qualitative questions were optional,
some respondents did not respond to all of them. In this situation, the replies to the quali-
tative questions that were answered could still be analyzed to gain insight into the research
questions.

4.1.3 Analysis Process

I examined the open-ended questions utilizing Saldaña’s open-coding approach [122]. It
involves two successive coding cycles for a qualitative data analysis. Each cycle consisted of
three phases, that can be iterated. For the 昀椀rst coding cycle, I employed in vivo coding [123],
a 昀椀rst cycle coding technique that is known for preserving participants’ points of view in
the codes. In their answers, I have noted the essential components pertinent to the research
questions. Depending on the length and signi昀椀cance of the response, a single response could
yield more than one code. A second researcher reviewed the codes independently to mitigate
subjectivity.

In the second cycle, we grouped the initial in vivo codes according to their similarities.
Next, we applied the Pa琀琀ern Coding approach by Miles and Huberman [124]. 吀栀is approach
is a way of grouping the initial codes into a smaller number of themes or constructs. 吀栀e main
theme expressed by the codes in each group was used to create categories. During this stage,
my colleague and I collaborated to identify the themes and discuss their implications. We tried
to keep the essence of what the participants said during the categorization process. So, even
though some categories appear to be quite similar to one another and could thus belong to the
same category, we kept them separate to preserve their original connotations.

A昀琀er that, groupswere created from the categories. If therewas any similarity between the
category and an NFR in the Transparency SIG, the category would be designated as belonging
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to this NFR, forming a group. In the absence of a match with a quality aspect listed in the SIG,
a new group would be created based on the meanings and connections of the codes. During
this phase, we coded the data independently into the 昀椀nal categories to guarantee consistency.
A昀琀er this, we compared the two coded data sets, discussed di昀昀erences in the coding process
and reached an agreement about the codes. 吀栀e degree of agreement was calculated using the
Cohen’s Kappa statistic [125]. 吀栀e calculated value of κ = 0.88 indicates an almost perfect
agreement [126].

4.2 Demographics

From the 107 valid responses, 90 (84.11%) came from Brazil and 17 (15.88%) from Germany.
On average, participants reported a good pro昀椀ciency in the use of so昀琀ware systems. To assess
this pro昀椀ciency, we included a self-assessment question in which respondents had to indicate
which of the tasks they were able to complete. It also included tasks corresponding to certain
skill levels. 吀栀e majority of respondents claimed to have a high level of pro昀椀ciency, including
participants who work with computers, are programmers or have programming skills. 吀栀is
shows that, in general, participants are comfortable with the use of so昀琀ware systems. A clear
limitation is that our results do not represent the population of unskilled users or people who
struggle with technology. In any case, our demographic represents a representative subset of
all information system users: end users of various ages who are technologically literate.

When askedwhether they use so昀琀ware applicationsmore for work or for personal reasons,
43% of the respondents a昀케rmed they use an equal amount for both work and private life, while
43% responded that they use themmore for work, and 14% more in private life. 吀栀is highlights
the ubiquitous nature of so昀琀ware systems in the lives of these individuals.

4.3 Need for Explanations

吀栀ree aspects of the need for explanations were examined: the questions that need to be
answered by explanations, the situation-speci昀椀c need based on a hypothetical scenario with
variable context, and the overall need for explanations.

4.3.1 Situation-specific need

A hypothetical scenario was presented based on the device and applications that the partic-
ipant identi昀椀ed as being used frequently. In the hypothetical scenario, users would utilize a
navigation system while driving on a familiar route, and the system would suggest a di昀昀er-
ent route than normal. We asked participants whether they would like an explanation for the
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route change. 吀栀is question had two variations to assess the problem from two separate angles,
where the need for explanations may di昀昀er: 1) one in which the user is in a car using an on-
board navigation system (On-Board Navigation System (OBNS)) to navigate, and 2) another
in which the user is a pedestrian utilizing public transportation and relying on the navigation
system in the smartphone to consult be琀琀er routes and alternative transportation.

吀栀e goal of this question was to examine the need for explanations in scenarios where
there is a mismatch between the users’ goals and what the system presents, such as when the
users’ expectations are not satis昀椀ed. It is thus a need in a speci昀椀c context: if what the user
expects di昀昀ers from what is displayed in the system. 吀栀is notion is also addressed in Doshi-
Velez and Kim’s work [53]. 吀栀e authors examine why and when explanations are essential
and bene昀椀cial. 吀栀ey claim that an explanation need stems from a lack of completeness in the
information presented, and that people may require explanations to 昀椀ll gaps in understanding.
吀栀is break of expectations is one of the triggers for the explanation need. 吀栀is trigger will be
discussed in chapter 7.

All participants answered the question with the smartphone scenario, since they indicated
that they had access to this type of device. 20 of the 107 participants also indicated using OBNS
and, therefore, also answered the question corresponding to this scenario. Of the resulting
127 responses, 71.6% (91) answered that they would be interested or extremely interested in
receiving an explanation about the obscure situation. 吀栀ere was a variation in the expressed
degree of interest according to the type of device: 95.0% (19) of OBNS users answered they
would be interested or extremely interested, while one would not be interested at all. 67.3%
(72) of smartphone users answered they would be interested or extremely interested, 18.7%
(20) slightly interested, 11.2% (12) indi昀昀erent and 2.8% (3) not interested at all. 吀栀is could
imply that OBNS users have a higher demand for explanations, tied to the type of system they
use: When driving, users have less time to make a decision, resulting in a greater need for
explanations.

4.3.2 Questions that should be answered by explanations

We asked participants to suggest a good explanation to be presented in the hypothetical sit-
uation. We looked for speci昀椀c elements in the responses, such as references to speci昀椀c data
(e.g., time, route) or the level of abstraction of the suggested explanation. 87 participants com-
pleted this question, which resulted in 103 codes. During the coding process, we identi昀椀ed
three main questions to which the participants want answers: what, why, or how.

35.0% (36) of the codes refer to the what question. 吀栀e what question is related to the
explanandum. Participants expressed desire in knowing which speci昀椀c piece of information
supported and in昀氀uenced the decision: data-related aspects contained in that information and
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used during decision-making. Some code examples include “which information led the so昀琀ware
to take this decision”, and “which variables are in昀氀uencing the choice”. Some answers referred
to speci昀椀c data, such as in this participant’s statement: “If there is some kind of incident, show
me the route, time, possible accidents, etc.”.

In 11.6% (12) of the codes, participants refer to the how question. It re昀氀ects the users’ desire
to understand the inner reasoning process of the algorithm. Users also expressed the wish to
be able to audit or verify the behavior of the system or to 昀椀nd out more about the internal
model the system built about the user. Some examples are “evaluate the capacity of the system
of generating be琀琀er routes” and “to see how the algorithm detected the changes”.

In 53.4% (55) of the codes, participants refer to the why question. Participants expressed
willingness to understand why something happened, i.e., to be琀琀er understand the reasons
behind a decision or event, or the existing policies. Answering this question usually requires
knowledge about what data are considered and how the information was inferred. To under-
stand exactly how this question must be answered, the level of abstraction of the explanation
needs to be assessed. Explaining why something happened may either need a more speci昀椀c
answer, considering many variables or a very general answer, with a higher abstraction level.
Some code examples are “why the route is not being suggested”, and “bene昀椀ts of the new route
when compared to the usual”.

吀栀ese results resonate with the empirical investigation of Kuhnke [127] about how end
users express the need for explanations in app reviews. Kuhnke identi昀椀ed that the explicit
need for explanations frequently manifests itself in connection with the use of one or more of
these words: who, what, when, where, why, and how (the author refers to these words as the
FiveWs and How (5W1H)).吀栀e author analyzed 253 sentences from app reviews and discovered
that at least one of the 5W1H words occurs with a frequency of approximately 52.2% in the
analyzed sentences.

4.3.3 Overall Need

We asked the participants about when explanations should be presented. 66.4% (71) answered
that explanations should be presented only on demand. 吀栀is re昀氀ects that users are interested
in explanations, but want to have total control about when to receive it. It also imposes a
new challenge, since systems must have the ability to explain much of their behavior in order
to provide explanations by request. 28.0% (30) answered that explanations should be shown
just when something exceptional happens (e.g., in the case of mismatched objectives). 3.7% (4)
answered that they would like to receive explanations in both situations (automatically, when
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something exceptional happens and by request) and only 1.9% (2) answered that explanations
should never be presented.

Answering RQ A (Finding 1)
Results indicate that a number of factors need to be properly understood and transformed on
requirements in order to design relevant explanations. 吀栀ese factors include the overall need for
an explanation (if and when an explanation is needed), the user’s circumstance, and the type of
question that has to be answered.

4.4 Perceived Problems in Understanding So昀琀ware

To answer this question, we asked respondents if they remembered having trouble understand-
ing the behavior of any so昀琀ware they had previously described as being in regular use. 吀栀en
we inquired if they could report an incident like this. 24 participants answered the open-ended
question, which resulted in 19 valid answers. We interpreted each answer and tried to identify
whether they could be associated with a quality characteristic listed in the NFR framework.

68.4% (13) of the responses were related to usability, with explicit correspondences to a per-
ceived impact on its sub-dependencies uniformity, simplicity, intuitiveness, adaptability, and
user-friendliness. 31.6% (6) were related to informativeness, impacting on the sub-dependencies
clarity, completeness, correctness, and consistency. 吀栀ese sub-dependencies are NFRs that need
to be ful昀椀lled in order to achieve the requirements in the higher level, according to the
Transparency SIG [84].

While usability refers to the quality of presentation and interaction between the user and
the system, informativeness refers explicitly to the information presented. It is already well-
known that usability problems prevent a user from successfully completing a task. 吀栀ese
problems may have negative consequences and may result in the abandonment of the use
of the system [128]. Participants also reported problems while trying to obtain information
from a system. 吀栀ey reported situations where they could not understand the information
presented, being by lack of completeness, as evidenced in the following quote from one of the
participants: “吀栀e systemwas not explicit about the public transport routes, nor if it was necessary
to take more than one line” or clarity, as in “I tried to identify which transport I could take. 吀栀e
information usually comes a bit muddled. I can not always get the information I need”.

Answering RQ B (Finding 2)
吀栀e issues pointed by the participants are related to usability and informativeness. 吀栀e majority
of the issues found are usability-related.
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4.5 Advantages and Disadvantages of Explanations

We asked participants to list three advantages and three disadvantages of receiving expla-
nations. 吀栀e question about the advantages of receiving explanations produced 214 valid
responses from 91 participants. As one answer can generate more than one code (as explained
in section 4.1), their responses resulted in 231 codes. 吀栀e disadvantages questionwas answered
by 85 participants, producing 164 valid responses. A昀琀er coding, their responses yielded 177
codes.

Table 4.1 and Table 4.2 list the advantages and disadvantages, respectively, organized in
groups and the underlying categories. Each category is followed by the number of codes and
its respective percentage relative to the total number of codes.

NFR Category Number of Codes Percentage (n = 231)

Informativeness
Understandability

Facilitate understanding 47 20.35%
Reduce obscurity 15 6.49%
Support decision making 12 5.19%
Others 4 1.73%

Usability

Facilitate the use 25 10.82%
Guide the use 16 6.93%
Proficiency in system operation 13 5.63%
Time efficiency 12 5.19%
Prevent mistakes 5 2.16%
Others 2 0.87%

Relationship
Positive feelings 30 12.99%
Trust 17 7.36%
User in control 9 3.90%

Auditability
Technical aspects 8 3.46%
Data transparency 7 3.03%

Others 9 3.90%

Table 4.1: Advantages of explanations according to the participants

By analyzing the participants’ responses, we could identify associations with the usabil-
ity, informativeness, understandability and auditability requirements in the Transparency SIG.
吀栀ese associations show how explainability can a昀昀ect these NFRs and hint at explainabil-
ity’s in昀氀uence on transparency. To compile all categories of responses in which participants
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NFR Category Number of Codes Percentage (n = 177)

Informativeness
Understandability

Unnecessary information 48 27.12%
Impair understanding 24 13.56%
Add obscurity 3 1.69%

Usability
Impair the use 28 15.82%
Time consuming 16 9.04%
Use of computational resources 6 3.39%

Relationship
Negative feelings 35 19.77%
Loss of control 11 6.21%

Others 6 3.39%

Table 4.2: Disadvantages of explanations according to the participants

expressed their individual thoughts regarding the potential impact of explanations on their
relationship with the system, either positively or negatively, we created the relationship group.

4.5.1 Informativeness and Understandability

吀栀ese two qualities are grouped together because their concepts occasionally overlap. Infor-
mativeness is related to the quality of the provided information and can also be de昀椀ned as
the ability to provide or convey information in order to help with understanding. To be
understandable, this information must be properly stated (in understandable language).

Advantages

Participants mentioned that explanations can be a way to facilitate the understanding of
a system by conveying information. 吀栀is understanding can be either speci昀椀c, related to the
current situation or a piece of data; or more general, related to the whole context of the system.
Some sample quotes are: (understanding) “how the so昀琀ware works”, “what is being shown”.

Participants also mentioned that explanations can reduce obscurity or clarify doubts.
吀栀is category encompasses responses where participants explicitly see explanations as a way
of mitigating system’s obscurity, providing clearer information. Some participants also believe
that explanations can support during decision making. Both codes could be identi昀椀ed
in this participant’s statement: “(Explanations) allow my decisions to be made on the basis of
clear information”. 吀栀e results illustrate how participants believe that explanations can be琀琀er
convey information and lead to a be琀琀er understanding of system elements. Explanations may
have a favorable impact on a system’s informativeness and, therefore, on its transparency level.
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Disadvantages

Participants believed that explanations could only be a source of unnecessary information.
吀栀ey a昀케rmed that explanations may be too lengthy, repetitive, irrelevant or useless. One
participant stated: “Explaining what is already knownmakes information boring and irrelevant”.

Participants were also concerned that explanations may actually, rather than facilitate,
impair understanding. 吀栀is can be the case if explanations are poorly worded or not given
in a language appropriate to the user. 吀栀is can be noted in the following statement: “If the
explanation comes in a very technical language, the user may not understand it”. Some partic-
ipants expressed concerns that explanations could add obscurity instead of reducing it. All
these categories have a direct impact on understandability since information must be concise
and comprehensible in order to be fully understood.

4.5.2 Usability

Advantages

Participants considered receiving explanations as a way to facilitate the use of a system:
“(explanations) increase the usability of the device”. Some participants believe that explana-
tions are a way to guide the use of a system, enabling faster familiarization or working as a
tutorial. Some participants referred to the possibility that explanations help the user to become
pro昀椀cient in system operation, knowing all available features and mastering its operation.
Participants also express the belief that explanations may support time e昀케ciency, assist-
ing the user in making faster decisions or having more agility while operating the system.
Some also mentioned the possibility that explanations might be a way to prevent users from
making mistakes, supporting them during decision-making situations.

Disadvantages

Participants expressed worry about explanations impairing the use of a system. Users were
concerned that the user interface becomes polluted with the excess of explanations or noti昀椀-
cations, with the interruption of the work昀氀ow, and with explanations being too distracting.
Some participants expressed concern with the use of computational resourceswhen incor-
porating explanations into a system, consuming storage space, memory and CPU resources, or
data volume. 吀栀e risk that receiving explanations would be time consuming or “a waste of
time” was also brought up by some participants, as users may have to invest time to consume
explanations.
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4.5.3 Relationship

Advantages

Participants also expressed their positive feelings toward explanations. Some stated that
explanations improve the experience of using a system and avoid frustrations. Some stated
that receiving explanations may help to establish a relationship of trust with the user.
A participant a昀케rmed that explanations may help to “increase con昀椀dence in so昀琀ware and its
developers”. Other participants see explanations as a way to put the user in control.

吀栀is argues in favor of the bene昀椀cial e昀昀ects of explanations for users. Explanations might
help users to feel more comfortable and satis昀椀ed in using a system. 吀栀ey can also be used to
foster a feeling of trust in the system by, for example, revealing the rationale behind a decision.
Some participants a昀케rmed that explanations could allow them to decide whether the system
decision can be accepted. 吀栀e responses also indicated the desire of the participants to have
control during system use (locus of control). 吀栀is is a phenomenon in psychology [129] that is
o昀琀en taken into account by usability designers to give users a sense of control. It is also an
important aspect on the human-computer interaction that impacts on the perceived quality of
the system [130].

Disadvantages

Some of the responses re昀氀ected negative feelings about receiving explanations in a system.
Explanations may harm the relationship with the users and trigger negative emotions (e.g.,
feeling annoyed). A poor relationship with the system may prompt them to stop using it. For
instance, participants expressed concerns about explanations being annoying, inconvenient,
tiring, or boring.

Participants also stated that receiving explanations may result in loss of control. 吀栀ey
perceive as negative if they do not have the option to disable explanations when these are
not desired. 吀栀is can be observed in the following statement: “It would be interesting if I
could request the explanation just when I wanted. If it is not requested, makes it inconvenient”.
吀栀is conclusion contrasts with the feeling of being in control, previously discussed. It is also
supported by the 昀椀ndings presented in subsection 4.3.3, when participants expressed the desire
to receive explanations whenever they request them.

4.5.4 Auditability

Some responses address the possibility of explanations leading to a be琀琀er understanding of
the technical aspects of the system. 吀栀is category includes answers in which participants
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relate explanations with the ability to understand the internal process of the algorithm, as
well as being a way to check its behavior. 吀栀ey also consider explanations as a way to 昀椀nd
out more about the internal model that the system has created of the user. Some participants
also associated explanations to more data transparency.

Seven of the 11 codes are about data transparency. Participants expressed concern about
what is happening to their data. To mitigate this, explanations could be used to inform users
about how their data is being processed and why it is being collected. Some participants
explicitly mentioned transparency as an advantage. 吀栀is is yet another strong indicator of
the signi昀椀cance of explainability in achieving transparency.

Answering RQ C (Finding 3)
Explanations can have an impact on quality aspects that are related to transparency. Impacts
on usability, informativeness, understandability, and auditability were identi昀椀ed.

4.6 Limitations and 吀栀reats to Validity

吀栀ere were some limitations as a result of the participant selection strategy. To reach more
respondents, the questionnairewasmade available online. 吀栀erefore, participants have likely a
good level of technologically literacy to respond to an online survey. 吀栀is was con昀椀rmedwhen
respondents indicated that they had a high level of technological pro昀椀ciency. Furthermore, we
only got responses from Germany and Brazil which also threatens the global generalizability
of our 昀椀ndings.

吀栀e results might not re昀氀ect the needs and perceptions of those who have trouble using
so昀琀ware systems and are more likely to have di昀昀erent requirements on explanations. Due to
these facts, neither Brazil’s nor Germany’s overall populations are represented by this sam-
ple. Clearly said, it only represents a small portion of the technologically literate end users.
Although I do not claim generalizability of the 昀椀ndings beyond the group of participants, they
represent the perspectives of a part of this population, which may give us a hint about the
overall perspective.

Due to sample size restrictions, some of the 昀椀ndings may have been compromised. Even
though there were over a hundred participants, there could have been more to yield more
trustworthy results. Some of the conclusions also might have been a昀昀ected by limitations
due to a small sample size. Although over a hundred participants provided a substantial body
of responses, an even higher number could have led to more reliable results. However, the
analysis process involved labor-intensive coding. 吀栀erefore, a sample size of 107 participants
is a good place to start when examining this subject. To explore the need for explanations in
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the context of people with low or no technological literacy, however, more research needs to
be done. 吀栀e participants did, however, express a need for explanations despite having a high
level of technological knowledge.

吀栀e use of a questionnaire as an instrument, as well as the use of qualitative analysis, causes
a mono-method bias. 吀栀e impact of the questionnaire on this bias is that it is a single source
of data and allows only a limited explanation of the 昀椀ndings. Further experiments need to be
conducted, where the same questions can be evaluated in the context of a deployed system.
Regarding the qualitative analysis, its subjective nature may have a昀昀ected the 昀椀ndings. To
mitigate this, we used in vivo coding to adhere closely to the language of the respondents. In
addition, during the second cycle, two researchers coded the data into the 昀椀nal categories to
ensure consistency. Both coders compared and discussed the results of their coding process
in order to reach an agreement on the assigned codes, thus increasing the reliability of the
昀椀ndings.

Another potential threat was the use of a hypothetical scenario to ask questions. It may
have resulted in reactions that do not re昀氀ect what people would do in the same situation
in the real world. To mitigate this, the questions had a high level of psychological realism
and the participants faced a scenario that they would most likely encounter in their daily
lives [131]. 吀栀e questions focused on common everyday applications because the goal of this
study was to understand the needs of the average end user. As a result of the applications we
discussed, another concern is that the 昀椀ndings may not re昀氀ect the e昀昀ect of explanations in
more sensitive scenarios (e.g., using so昀琀ware recommendations to make business decisions or
decisions with critical/ethical consequences). In fact, the results cannot be generalized to the
complex context of such systems. However, the desire for explanations even in the context of
lightweight systems suggests that they can be useful in more complex contexts as well.

To guarantee good question wording and good instrumentation, layout guidelines for sur-
vey design were followed and pilot-tests were conducted. Yet, the order of questions in the
questionnairemay have had an impact on the participants’ understanding of whether the ques-
tions were about the need to receive explanations in a general context or related to the more
speci昀椀c contexts of previous questions. However, this was used to help participants who may
have trouble imagining other scenarios in which they might need explanations.

4.7 Usability through and despite Explanations

吀栀erewas a time when usability was a secondary concern: when computers were so expensive
and used by only a small amount of people who mostly performed very specialized tasks. 吀栀e
popularization of computers shi昀琀ed this perception, as then all sorts of consumers had access
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to personal computers. Nowadays, user interfaces are a major way to di昀昀erentiate products
in the market and it is what adds value to a so昀琀ware product [5].

Usability is a quality aspect that assesses how easy user interfaces are to use [132] and is
rated as one of the most important NFRs by practitioners [114]. In an empirical study which
investigated the importance of quality requirements in the industry, usability was among the
top 昀椀ve in importance for product managers, project leaders and developers, for all types of
projects in various domains [133]. According to a study by Groen et al. [134], it was one
of the most frequently identi昀椀ed so昀琀ware qualities in the feedback of users from app stores.
Usability also has an impact on trust since it fosters a be琀琀er understanding of the contents
and tasks that the user must do in order to reach a goal and minimizes the risk of error [135].
According to ISO/IEC 25010 [22], trust is regarded as a critical aspect of user satisfaction and
has a signi昀椀cant impact on system acceptability and continuity of use.

In this survey, it was possible to see that, on the positive side, explanations may potentially
help to improve key quality aspects such as usability and understandability. However, if not
correctly elicited and analyzed, explanations may have a negative impact on the same quality
aspects. 吀栀erefore, I looked through the participants’ responses regarding the disadvantages
of explanations and selected the problems they mentioned in order to be琀琀er understand the
negative impact of explanations and how to avoid them. More speci昀椀cally, my goal was to
identify the most prevalent problems and determine whether existing principles could help to
avoid these problems.

I found that, by using well-known usability heuristics, as suggested by Nielsen [5], most of
the negative e昀昀ects reported by the participants can be prevented. 吀栀is 昀椀nding is summarized
in Table 4.3. 吀栀e perceived disadvantages are classi昀椀ed as a problem class. 吀栀en, each class is
associated to a usability heuristic that can minimize this problem.

Negative Effect Usability Heuristic [5]

Informativeness /
Understandability

Unnecessary
Information

Explanation: Repetitive, Unnecessary,
Inopportune, Lengthy, Lack of Objectivity

Simple and Natural
Dialogue

Information: Unnecessary, Excessive,
Redundant, Useless, Irrelevant

Hinders
Understanding

Confusing, Misinformation
Speak the Users’

Language
Language: Difficult, Complicated,
Technical, Incomprehensible

Adds Obscurity Vague, Obscure, Unclear, Ambiguous

Usability
Impairs the Use

Distractive, Lack of Focus

Simple and Natural
Dialogue

Disrupts Flow, Interruption
Excessive Information on Screen,
Polluted user interface

Time Consuming
Loss of Time, Time Consuming
Decreases Dynamism and Speed

Table 4.3: Negative e昀昀ects identified in participants’ answers and the correspondent usability heuristics that
may mitigate them, following Nielsen’s usability principles [5]
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Usability Heuristic “Simple and Natural Dialogue”: 吀栀e participants mentioned both
the possible negative characteristics of the explanations and the undesirable aspects of the
information provided by the explanations. Explanations may be repetitive, unnecessary, inop-
portune, long, and verbose; while information may be redundant, useless, irrelevant, and
excessive.

吀栀ese characteristics are contrary to the idea of presenting only essential content to
the user, as recommended by the principle of simple and natural dialogue. According to this
principle, user interfaces should be simpli昀椀ed as much as possible presenting exactly the infor-
mation the user needs, when it is needed. One of the elements included in this principle is
the concept of less is more. 吀栀is concept recommends to identify the information that is really
important for the user and that will help the user to perform the task, avoiding unnecessary
extra information.

Participants also pointed to some aspects that may negatively impact usability. 吀栀ey men-
tioned that receiving explanations may be distracting, interrupting, or may pollute the user
interface with excessive noti昀椀cations. In this case, the interface should be kept as clean as pos-
sible, avoiding clu琀琀ered information. 吀栀e amount of information will also have an in昀氀uence
on user performance. Any piece of information is something that users will have to look at
while navigating, so their performance will be slowed down and they can perceive it as being
time consuming.

Usability Heuristic “Speak the Users’ Language”: Participants also mentioned negative
aspects of explanations that may hinder understanding. In their perspective, the informa-
tion presented may lead to confusion or misinformation, while the language in which the
information is presented may be too di昀케cult, complicated, technical, or incomprehensible.
吀栀ese aspects suggest that the language used is not an accessible language, something that
is recommended by the usability principle of speaking users’ language.

吀栀e identi昀椀cation of an appropriate vocabulary for the interface must take into account
aspects such as the needs and expectations of di昀昀erent users, cultural factors and the vocabu-
lary used in the domain. Following this heuristic, it is necessary to avoid the use of technical
terms that may be unfamiliar to the user and to pay a琀琀ention to how the explanation is
designed so that there is no ambiguity or vagueness.

4.8 Summary

吀栀is study helped to have a 昀椀rst overview of explainability as a quality aspect. By investigating
the need for explanations, the 昀椀rst 昀椀nding was that there are many factors that need to be
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be琀琀er understood to design relevant explanations (Finding 1). 吀栀erefore, there is a need for
a more in-depth analysis of how the design of explainability would work in practice and the
challenges involved, as well as on how to specify requirements for explanations. Plus, studies
need to be conducted to evaluate the e昀昀ect of explanations in deployed systems.

Although impacts on usability, understandability, auditability, and the relationship with
the user could be identi昀椀ed (Finding 3), further research is still required to fully comprehend
the relationships between explainability and other quality requirements, as well as their inter-
actions and taxonomy. Usability is an essential NFR for system quality and strongly in昀氀uences
factors such as user experience, user satisfaction, and trust. 吀栀e results indicate that usability
is a common source of problems when understanding so昀琀ware (Finding 2) and explanations
could be a way to mitigate these problems.

吀栀is discovery ledme tomake one assumption: that explainability and usability are inextri-
cably intertwined, and explainability can have both a positive or negative impact on usability.
To avoid the negative impact of explanations on usability, I investigated the relationship
between explainability and usability in further depth and recommend the use of well-known
usability heuristics for reconciling explanations with usability. 吀栀ese heuristics are suitable
for preventing the potentially negative e昀昀ects of explanations in a system without the need
for unknown new methods. 吀栀erefore:

Assumption A: Since explainability and usability are strongly intertwined, existing
usability-related practices and techniques could also be useful for explainability.

Summing up, this chapter discusses the results of a survey that aimed at understanding
the perception of end users on explainability. It provides a 昀椀rst analysis of explainability as
a quality aspect and of its impact on the quality landscape, shedding light on research needs
that must be explored. In the next chapter, I go into detail about how the 昀椀ndings up to this
point contributed to the identi昀椀cation of research needs, and how these needs translated into
research goals, questions, and the theories proposed in this thesis.
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5
吀栀e Research Methodology

吀栀e theories proposed in this thesis have an empirical foundation. An empirically-based the-
ory is a theory that uses empirical means through which one may generalize analytically to
explain processes or phenomena [136]. Empirically-based theories enable generalization from
situations in which statistical generalization is not desirable or possible, such as from case
studies, across populations, and from experiments in the social and behavioral sciences, with
which experiments in empirical so昀琀ware engineering o昀琀en share essential features [3].

吀栀eories can support both research and practice (Figure 5.1). In a way, every theory is also
practical because it interprets a phenomenon, realizes a phenomenon, or distinguishes one
phenomenon from another. For research, theories o昀昀er common conceptual frameworks that
allow the organization and structuring of facts and knowledge in a concise and precise manner,
thus facilitating the communication of ideas and knowledge. In the industry, theories can give
input that is useful to decision-making with respect to choice of technologies, approaches, or
to help understand and predict phenomena in a given se琀琀ing [137].

Gregor [137] has classi昀椀ed theories into four main types: analysis, explanation, prediction,
and design and action. In the context of this research, three of these types are relevant:

1. Analysis theories: include descriptions and conceptualizations of what is. Some
examples are taxonomies, classi昀椀cations, and ontologies.

2. Explanation theories: theories that explicitly explain why something is or happens.
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3. Design and action theories: describe how to do things, that is, they are prescriptive.

supportsTheory

Research

Facilitates communication of ideas and knowledge

Helps develop and consolidate common research agendas

Industry

Gives input to decision-making regarding choice of technology and resource mgmt.

An adapted theory helps understanding and prediction in a given setting

Figure 5.1: Usefulness of theory for research and industry, according to Sjøberg et al. [3]

In this thesis, I combine elements of two frameworks for my research methodology: the
framework for SE theories [3] and the information systems research framework [4]. 吀栀e goal of
the 昀椀rst framework is to support the development of theories in SE by o昀昀ering an archetype
model, guidelines, and a list of criteria to evaluate theories. 吀栀e second framework pro-
vides a methodology for research execution and emphasizes that information systems research
is based on real-world needs that are based on people, organizations, and their existing or
planned technologies. 吀栀e frameworks are used as follows:

Framework for SE theories: A theory that has at least one construct that is unique to SE
is said to be an SE theory. An SE theory is supposed to analyze, explain, predict, or pre-
scribe phenomena occurring in SE. In SE, an [actor] applies [technologies] to perform
certain [activities] on a (existing or planned) [so昀琀ware system]. Sjøberg et al. [3] call
these high-level concepts archetype classes. To help shape useful theories, the authors pro-
pose that the constructs of an SE theory should typically be connected to these archetype
classes, their respective subclasses, or any a琀琀ributes of those classes. Table 5.1 lists how I apply
these archetype classes in the context of this work: so昀琀ware engineers [actors] applying the
de昀椀nition, conceptual model, knowledge catalogue, process reference model, and quality frame-
work [technologies] to perform activities of the requirements engineering or design process
[activities] on an (existing or planned) explainable system [so昀琀ware system].

Framework for information systems research: As mentioned in chapter 1, according to
Hevner’s model [4], research that creates theories and artifacts to achieve a human goal must
be integrated with both the application domain and the scienti昀椀c and domain body of knowl-
edge in order to be relevant and rigorous. 吀栀is integration process, like the creation of the
theories and artifacts themselves, can be iterative, alternating between theory and artifact
building, and evaluation and incorporation of gathered knowledge.
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Archetype class Subclasses In this work

Actor Individual, team, project, organization or industry Requirements engineers and software practitioners

Technology Process model, method, technique, tool or language
Definition, conceptual model, knowledge catalogue,
quality framework, reference model

Activity Plan, create, modify or analyze (a software system)
Activities of the requirements engineering process
and design choices

Software system
Classified according to size, complexity,
application domain, etc.

Explainable systems (existing or planned)

Table 5.1: Framework for SE theories [3]: Archetypes and subclasses in the context of this work

Figure 5.2 shows how the two frameworks (framework for SE theories and the information
systems research framework) were mixed and applied to this research. I used the archetype
classes [3] to help de昀椀ne the environment constructs. 吀栀e user survey and existing literature
assisted me in identifying the practice’s needs. 吀栀e existing body of knowledge helped to iden-
tify relevant concepts in the 昀椀elds of RE, so昀琀ware quality, and explainability to be applied to
the research. All studies employ a multi-method approach that triangulates data frommultiple
sources to augment the reliability of the 昀椀ndings [138]. As a result, a wide range of methods,
such as qualitative studies, user studies, quasi-experiments, systematic literature reviews, and
quantitative data analysis are used to evaluate the proposed theories and artifacts. 吀栀e speci昀椀c
methods are described along with the studies.

Software Engineers

Assess

Develop/Build 
Definition, conceptual

model, knowledge
catalogue, quality

framework, reference
model

Refine

Evaluate 
literature reviews and
studies, workshops,

case study, interviews 

Existing body of
knowledge 

software quality,
quality models,

knowledge catalogs,
explainability, etc.

Scientific Methods

Challenges
and 

Needs

Applicable
Knowledge

Environment IS Research Knowledge Base

Contributes to the knowledge
base

Application in the appropriate
environment

Organizations

Explainable
Systems

Figure 5.2: Information systems research framework applied to the research in this thesis, adapted from [4]

More speci昀椀cally, the previous chapters’ research steps (knowledge gained from the lit-
erature on quality aspects and explainability, as well as the survey 昀椀ndings) aided in the
identi昀椀cation of four explainability-related research needs that had to be addressed: N1 吀栀e
need for a deeper understanding of explainability in the context of so昀琀ware engineering;
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N2 吀栀e need for an expanded view of the e昀昀ects of explainability on so昀琀ware quality; N3 吀栀e
need for recommendations on how to structure the so昀琀ware cycle for the development of
explainable systems; N4 吀栀e need for guidelines to support practitioners during RE.

吀栀ese research needs guided subsequent research, motivating the research goals that were
pursued. To ful昀椀ll these needs, this thesis presents two empirically-based theories and pro-
poses 昀椀ve artifacts to support (primarily) RE for explainable systems. 吀栀ese theories will be
explored in detail in chapter 6, chapter 7, and chapter 8.

5.1 Research Needs

While explainability has become an important so昀琀ware quality concern, it was still under-
speci昀椀ed [62]. In section 2.2, we saw that there is o昀琀en terminological confusion regarding
explainability and other similar concepts such as interpretability and understandability. 吀栀is
is usual for NFRs because they are typically not as well understood as the functional aspects of
the so昀琀ware. Terminological inconsistency frequently exists with relation to the meaning and
characteristics of a certain quality aspect, frequently resulting from di昀昀ering interpretations
of the same term [114]. In the case of explainability, a common terminology needs to be
investigated in order to create shared understanding and simplify discussion and analysis of
this NFR during RE and SE. 吀栀erefore, the following research need has been identi昀椀ed:
Research Need 1
N1: 吀栀e need for a de昀椀nition of explainability for the context of so昀琀ware engineering.

Besides their terminological complexity, NFRs are also complex in other ways. In the
survey study, I explored whether explainability can help to achieve transparency, and what
are the possible advantages and disadvantages of built-in explanations according to the end
user perception. It was possible to observe that explainability might not only be a means of
achieving transparency and building trust, but is also linked to other important NFRs. 吀栀e sur-
vey results helped to identify possible impacts of explainability on usability, informativeness,
understandability, and auditability.

However, even though I was able to pinpoint these extremely relevant relationships
between explainability and other NFRs, these were just preliminary 昀椀ndings. Going beyond
transparency, there was still a need to look into the relationships between explainability
and other requirements more thoroughly in order to comprehend their interactions and tax-
onomies. More importantly, it was crucial to comprehend the ways in which explainability
can a昀昀ect quality and its di昀昀erent quality dimensions (cf. section 3.3). 吀栀erefore, the following
research need has been identi昀椀ed:
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Research Need 2
N2: 吀栀e need for an expanded view of the e昀昀ects of explainability on so昀琀ware quality.

Usability is one of the NFRs that can be either positively or negatively a昀昀ected by explain-
ability and it is an essential NFR for system quality that strongly in昀氀uences factors such as user
experience, user satisfaction and trust. 吀栀erefore, given the importance of usability for so昀琀-
ware quality, I explored the relationship between explainability and usability in more detail.
I found that existing usability engineering techniques can help to prevent negative e昀昀ects
of explanations on usability (cf. section 4.7). I assumed that existing usability-related prac-
tices and techniques could be helpful for explainability and could guide so昀琀ware engineers
through the development process of explainable systems while also assisting them in estab-
lishing requirements that are in line with the de昀椀ned quality goals, users’ needs, and context.
Because doing so would “only” require the incorporation of current methods and approaches,
it could ensure that the designed explanations adhere to essential usability principles while
also avoiding the traditional issue of aligning research and practice. 吀栀is assumption, how-
ever, required to be studied further in order to determine whether these practices are seen
as appropriate by so昀琀ware professionals. As a result, the following research need has been
identi昀椀ed:
Research Need 3
N3: 吀栀e need for recommendations on how to structure the so昀琀ware lifecycle for the develop-
ment of explainable systems.

Furthermore, each of the discussed NFR interactions emphasizes the importance of paying
close a琀琀ention to the requirements for explainability. For instance, the survey results pointed
to the possibility of receiving unnecessary information as a disadvantage. 吀栀is indicates that
so昀琀ware engineers must pay a琀琀ention to what is to be explained, how it needs to be explained,
and if the user really needs to receive an explanation about it. 吀栀is highlights the value of
RE because requirements can not only assist in identifying needs and comprehending a con-
text, but they can also direct and in昀氀uence how explanations are designed and implemented,
a昀昀ecting whether explainability has a positive or negative e昀昀ect on the system. As a result, a
more in-depth investigation of the speci昀椀cs of RE for explainable systems is required. 吀栀e key
purpose is to develop more comprehensive guidelines for practice. 吀栀erefore, the following
research need has been identi昀椀ed:
Research Need 4
N4: 吀栀e need for guidelines to support practitioners during requirements engineering.

吀栀ese research needs guided the research goals, questions, and the scienti昀椀c methodology
employed, which will be further explored in the following sections.
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5.2 Research Goals

Understanding explainability be琀琀er and coming upwith strategies to support the development
of explainable systems is crucial given its growing relevance. 吀栀erefore, the main goal of this
thesis is to guide the requirements engineering process for explainable systems. 吀栀is
goal is re昀椀ned into two other goals in accordance with the four identi昀椀ed research needs:

Goal 1 –De昀椀ne andunderstand explainability as a quality requirement: addresses N1
and N2 , focusing on the theoretical background that is needed to comprehend explainability
as a quality requirement. 吀栀is information makes it easier to communicate, contributes to
the development of a shared understanding of explainability, and supports the analysis and
speci昀椀cation of explainability requirements.

Goal 2 – Assist practitioners during the requirements engineering process for explain-
able systems: addresses N3 and N4 , investigating how to assist so昀琀ware engineers
(mainly) during the requirements engineering process when developing explainable systems.

To achieve the two aforementioned goals, each research need was translated into a corre-
sponding research question, resulting in four main research questions (RQ): RQ1–RQ4. Next,
each research question was investigated using a research method. RQ1 and RQ2 were elabo-
rated to achieveGoal 1 and address N1 and N2 , respectively. RQ3 andRQ4were elaborated
to achieve Goal 2 and address N3 and N4 , respectively. 吀栀e answers to these research ques-
tions helped to build the two theories (T1 and T2) and 昀椀ve artifacts (A1 - A5) that result from
this research and address the identi昀椀ed research needs (N1−N4). Figure 5.3 depicts the cor-
relation between research needs, research goals, research questions, resulting theories (and
respective artifacts), and the applied research methods.

Goal 1

RQ1: What makes a system
explainable?N1

RQ2: How can explainability impact
software quality?N2

Systematic  
Literature Review Workshops

Research Method

Goal 2 RQ4: How can software engineers be
practically assisted during RE for

explainable systems?

N3
RQ3: What practices and techniques
can be used to develop explainable

systems?

N4 Literature Study 

Literature Study 

Definition

Conceptual Model

Quality Framework

Process Model

Theories

T1

T2

Knowledge Catalogue

Research QuestionsGoalNeed 

Interviews

C
as

e 
St

ud
y

A1

A2

A3

A4

A5

Figure 5.3: Correlation between research needs, goals, questions, methods, and theories
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5.3 Research 儀甀estions

RQ1 - 吀栀e Meaning of Explainability in the Context of Information Systems

To understand the role of explainability for information systems, a 昀椀rst important step is to
de昀椀ne explainability in the context of information systems and, consequently, for the so昀琀ware
engineering context. Although de昀椀nitions of explainability exist in other domains, it is essen-
tial to de昀椀ne explainability particularly in the context of so昀琀ware engineering. Moreover, to
be able to de昀椀ne requirements for explainable systems, it is important to 昀椀rst de昀椀ne what
constitutes an explainable system. Hence, RQ1 was formulated to address N1 and achieve
Goal 1:
Research 儀甀estion 1

What makes a system explainable?

Since other disciplines have a long history working on explainability, RQ1 focuses on
harnessing the work of other sciences in the 昀椀eld of explainability to compile a de昀椀nition that
is useful for the area of so昀琀ware and requirements engineering. A de昀椀nition facilitates the
discussion around the topic, contributing to a shared understanding among stakeholders. 吀栀e
answer to this research question resulted in a de昀椀nition for explainable systems (A1).

RQ2 - Impact of Explainability on So昀琀ware 儀甀ality

During requirements engineering, there are key steps that need to be taken toward a successful
outcome in terms of quality. One of these steps is to understand how exactly a de昀椀ned quality
goal can impact the quality of a system (e.g., if and how explainability impacts the system’s
external quality). To do this, it is important to identify inter-dependencies as well as poten-
tial con昀氀icts and trade-o昀昀s between quality aspects that need to be identi昀椀ed, negotiated, and
solved. 吀栀erefore, in addition to a de昀椀nition, the following research question (RQ2) was for-
mulated to investigate the potential impact of explainability on so昀琀ware quality, addressing
N2 and achieving Goal 1:
Research 儀甀estion 2

How can explainability impact so昀琀ware quality?

As such, this question focuses on understanding the impact of explainability on so昀琀ware
quality and on achieving a detailed overview of the quality aspects that might be impacted
by explainability. 吀栀e answer to this research question was documented in two artifacts: a
conceptual model (A2) and a knowledge catalogue (A3). Artifacts such as conceptual mod-
els [139], knowledge catalogues [17], and quality models [140] help to analyze and specify

53



quality requirements [141] and are usually adopted by requirements engineers to deal with
quality aspects during RE. Such artifacts compile and document knowledge about speci昀椀c
quality aspects (and might also document their interactions with other quality aspects), help-
ing to make decisions and to solve con昀氀icts between requirements. In addition, two challenges
in terms of quality aspects can explain their relevance: 1) information concerning quality
aspects is rather tacit, distributed, and based on experience [139, 142], which poses di昀케cul-
ties to standardization and reuse; 2) because there are so many di昀昀erent quality aspects, it is
challenging to keep track of all the potential interactions and trade-o昀昀s.

RQ3 - Development Process of Explainable Systems

When discussing explainability with so昀琀ware engineers, they frequently voiced concerns
about the costs associated with developing these systems, as well as the deadlines and novel
methodologies that would need to be implemented into the so昀琀ware lifecycle. 吀栀is anecdotal
evidence was combined with the motivation behind N3 and motivated the research on how to
proceed in this ma琀琀er to achieve Goal 2: Are new activities really necessary? What practices
and techniques are appropriate? 吀栀ese questions are summarized in RQ3:
Research 儀甀estion 3

What practices and techniques can be used to develop explainable systems?

RQ3 thrives for an overview of activities and practices that can be helpful in the devel-
opment of explainable systems and should be incorporated into the development process of
explainable systems. A literature study and interviews with so昀琀ware engineers were con-
ducted to investigate RQ3. A4 emerged as a result of this investigation: a process reference
model consisting of a set of practices and techniques that can be integrated into the lifecycle
for the development of explainable systems.

RQ4 - Explainability Requirements

Because explainability is an emergent NFR, there is li琀琀le guidance and information to sup-
port RE for explainable systems, and guidelines and frameworks that support it are especially
lacking. 吀栀erefore, in addition to a de昀椀nition, the following research question (RQ4) was
formulated to address N4 and achieve Goal 2:
Research 儀甀estion 4

How can so昀琀ware engineers be practically assisted during requirements engineering for explain-
able systems?

吀栀e RE process goes from abstract to concrete, since requirements originate 昀椀rst as
an abstract vision and are subsequently re昀椀ned until the level of concrete and measurable
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requirements. According to Boehm [140], mapping abstract aspects to quanti昀椀able elements
facilitates the evaluation of so昀琀ware products and helps to propose concrete solutions (i.e.,
operationalizations) for achieving a desired quality goal. 吀栀e answer to this research ques-
tion formed a quality framework (A5) that consists of three abstraction levels and links the
dependencies (abstract), characteristics (concrete), and evaluation paradigms (measurable) for
explainability requirements. To construct each of the levels appropriately, RQ4 is divided in
three further research questions, each corresponding to one of the abstraction levels:
Research 儀甀estion 4.1

What external factors in昀氀uence the requirements for explanations?

吀栀e goal of this research question was to identify external factors that might in昀氀uence the
requirements on explanations. 吀栀ese external factors are “real-world” factors such as cultural
values, domain aspects, and project constraints that need to be considered during the RE pro-
cess [12]. 吀栀ese factors either in昀氀uence the consideration of explainability as a necessary NFR
within a system, or the design choices toward its operationalization.
Research 儀甀estion 4.2

What characteristics of explanations need to be observed in the design of explanations?

吀栀e goal of this research question was to identify the characteristics of explanations tied
to design options. 吀栀ese characteristics are an essential part of understanding how high-
level requirements can be “translated” into concrete explanations’ a琀琀ributes or aspects such
as aspects of demand, content, and presentation.
Research 儀甀estion 4.3

How to evaluate the impact of an explanation on system quality?

吀栀e goal of this research question was to identify existing evaluation methods for measur-
ing or estimating the impact of explanations on the quality of a system, with regard to di昀昀erent
quality aspects (e.g., usability, security). It also helped to compile a list of possible strategies
for the evaluation of explanations and explainable systems.

5.4 Two Proposed 吀栀eories

By studying and investigating the research questions, I devised two theories and 昀椀ve associated
artifacts (depicted in Table 5.2).

• 吀栀e 昀椀rst theory, T1, is a mix of two types of theory: on the one hand, it is an analysis
theory that describes and conceptualizes explainability as a quality requirement, and
on the other hand it is an explanation theory that explains the role of explainability as
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a quality requirement based on the collected empirical evidence. T1 comprises three
artifacts: a de昀椀nition of explainability (A1) a conceptual model (A2) and a knowledge
catalogue (A3).

• 吀栀e second theory, T2, is more practical, being a design and action theory aimed at pro-
viding not only purely theoretical concepts, but also recommendations and guidelines to
more actively support RE for explainable systems. 吀栀is theory comprises two artifacts:
a process reference model (A4) and a quality framework (A5).

Scienti昀椀c theories are collections of models that include assertions about how various
worldly objects adhere to the models’ assumptions. Models are thus frequently essential to
theory, are the theory itself, or the two terms are used interchangeably [143]. 吀栀e artifacts are
a way of modeling the theories. 吀栀e artifacts, in fact, shape the theories. 吀栀e theories and arti-
facts contribute to the RE process for explainable systems by assisting in scope delimitation,
facilitating shared understanding, and guiding RE activities.

Theory type Theory Artifacts

Analysis theory

T1: Explainability in the quality landscape

Definition

Explanation theory
Conceptual model

Knowledge catalogue

Design and action theory T2: Explainability in practice
Process reference model

Quality framework

Table 5.2: Theories and artifacts in this work classified according to theory type

5.4.1 T1: (The Role of) Explainability in the Quality Landscape

T1 is a theory that explores the role and impact of explainability on the quality landscape
of systems. T1 emerged from the answers to RQ1 and RQ2. A systematic literature review
(Systematic Literature Review (SLR)) and two workshops were conducted to answer these
two research questions. RQ1 resulted in a de昀椀nition for explainable systems (A1) that aims
at facilitating communication between so昀琀ware professionals and delineating the scope of
explainable systems. RQ2 resulted in a conceptual model (A2) and a knowledge catalogue (A3)
that provide knowledge on the role, taxonomy, and e昀昀ect of explainability, helping to achieve
shared understanding and identify requirements and trade-o昀昀s between requirements.
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5.4.2 T2: Explainability in Practice

T2 focuses on guidelines to support explainability in practice, focusing on how to develop
explainable systems, primarily through RE. T2 emerged from the answers to RQ3 and RQ4.
Literature studies, interviews, and a case study were conducted to answer these two research
questions. As discussed earlier in this chapter, design and action theories are prescriptive.
More speci昀椀cally, the process reference model (A4) provides recommendations on how to
organize the requirements engineering process, including practices and techniques that can
be integrated to the classic activities. 吀栀e quality framework (A5) goes one step further and
structures this knowledge to provide a more systematical support for the elicitation and inter-
pretation of requirements, negotiation, and the planning of strategies for veri昀椀cation and
validation.

In summary, this chapter discussed the research structure of this thesis, including the con-
nection between research needs, research questions, methods applied, as well as the resulting
theories and artifacts. 吀栀e research that produced the two theories will be presented and
discussed in the chapters that follow.
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6
Explainability in the 儀甀ality Landscape

Since quality aspects are grounded in the real world, they have an abstract essence that has
to be well understood in order to be correctly speci昀椀ed. To properly develop a system that
satis昀椀es a speci昀椀c quality aspect (e.g., a usable system, an explainable system), the so昀琀ware
teammust share a common understanding of themeaning, taxonomy, and value of that quality
aspect, and how this quality aspect will impact the quality landscape of the system to be devel-
oped. 吀栀is chapter investigates the meaning and role of explainability in the so昀琀ware quality
landscape. I describe a multi-method research approach that consisted of an SLR and two
workshops. 吀栀is research allowed me to answer research questions RQ1 and RQ2, forming
theory T1, that explores the meaning and role of explainability in the quality landscape, and
includes three artifacts that aim to advance the 昀椀eld and foster shared understanding among
stakeholders: a de昀椀nition, a conceptual model, and a knowledge catalogue.

In both traditional and agile development projects, shared understanding is accomplished
by eliciting requirements and formalizing them in requirements speci昀椀cations, stories, up-
front test cases, or other design artifacts [26]. Clarity about possibilities and challenges, as
well as the resolution of communication problems, are supported by a shared understand-
ing of a given requirement. One way to establish shared understanding among and between

The research described in this chapter was performed in collaboration with two researchers: Wasja
Brunotte and Timo Speith. The results were published in [87], on which this chapter is based. As a
result, I occasionally use the pronoun “we”.
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stakeholders and so昀琀ware developers is to ensure that all parties involved perceive the terms
and jargon being used in the same way [144]. In the case of quality aspects, this means that
all stakeholders should understand the same when they mean, e.g., that the system should be
usable or explainable. 吀栀erefore, the de昀椀nition is one of the proposed artifacts. To answer
RQ1, I harnessed the work of other sciences in the 昀椀eld of explainability to compile a def-
inition that is useful for the area of so昀琀ware and requirements engineering. 吀栀is de昀椀nition
should contribute to be琀琀er understand the concept of explainability in practical terms and to
provide a shared understanding of the topic for so昀琀ware engineers.

Another way to establish shared understanding is to gain a deeper knowledge of a
quality aspect, both theoretically, by understanding the taxonomy of an aspect and its inter-
dependencies, and practically, by understanding its technical implications and trade-o昀昀s. So,
in addition to the de昀椀nition and as an answer to RQ2, I propose a conceptual model and a
knowledge catalogue. Existing works propose to build such artifacts to capture and structure
knowledge that is sca琀琀ered among several sources [17, 139, 81, 85]. 吀栀e explainability con-
ceptual model presented in this chapter is a taxonomy of explainability’s impact on so昀琀ware
quality and shows how explainability a昀昀ects other quality aspects in the quality landscape.
吀栀is knowledge is supplemented by the knowledge catalogue, which documents the polarity of
explainability’s in昀氀uence (if positive or negative) on other quality aspects. So昀琀ware engineers
can use conceptual models and catalogues in negotiations with stakeholders, while discussing
the necessary quality requirements for the system [145], and as a support during trade-o昀昀
analysis. Furthermore, this theoretical foundation enables the knowledge generated about the
relevance and role of explainability in so昀琀ware quality to be documented and structured for
reuse and knowledge sharing.

6.1 Methodology

吀栀e research used a multi-method approach, combining two qualitative techniques to increase
the reliability of the data: systematic data collection and qualitative data analysis through an
SLR and throughworkshops. I collaborated with two other academics to carry out the research
that is discussed in this chapter. For the data collection, we conducted an interdisciplinary SLR
that resulted in a total of 229 papers. 吀栀e gathered data was coded by using an open coding
approach [122] (the same approach used in chapter 4). 吀栀e resulting codes were analyzed
for de昀椀nitions of explainability (RQ1), and for relationships between explainability and other
quality aspects (RQ2). To validate and complement the 昀椀ndings, a second qualitative method
was employed: two workshops with experts. Finally, we framed the obtained knowledge in a
model by structuring and grouping the quality aspects impacted by explainability along four
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dimensions, and documented the polarities in the catalogue. An overview of the research
design is depicted in Figure 6.1.

Data Validation

Workshop with Philosophers

Workshop with Req. Engineers

RQ1

RQ2

Data Collection and Analysis

Systematic Literature Review

Coding and Analysis

Initial 

Coding

Pattern 

Coding

Protocol 

Coding 

Knowledge Extraction and Structuring

Summarizing the Findings

Framing the Findings

Figure 6.1: Overview of the research design related to RQ1 and RQ2

6.1.1 Systematic Literature Review

To conduct the SLR, guidelines from Kitchenham et al. [146] and Wohlin [147] were followed.
吀栀e search strategy for the SLR consisted of a manual search followed by a snowballing pro-
cess. Both the manual research and the snowballing processes comprised two selection phases
that entailed observing and applying pre-formulated inclusion and exclusion criteria.

Table 6.1 shows the inclusion (IC) and exclusion (EC) criteria that were applied to 昀椀lter
and select the publications. For a publication to be included, all inclusion criteria had to be
met. A publication was rejected if at least one of the exclusion criteria was met. Our selection
procedure was divided into two phases. We chose candidate publications in the 昀椀rst round
based on title, abstract, and keywords. Plus, we examined the conclusion section in cases
where the aforementioned elements did not provide enough information. EC3 did not apply
in this phase, since at this point the text was not fully analyzed. In the second phase of the
selection process, we thoroughly examined the content and considered EC3.

Table 6.1: Inclusion (IC) and Exclusion Criteria (IC)

Criterion Description

In
cl

u
si

on IC1 Publications that address one or more of our research questions

IC2 Publications that were published between 01/1984 03/2020

IC3 Publications that are a peer-reviewed journal, conference, or workshop paper

E
x
cl

u
si

on

EC1 Publications that are not written in English

EC2 Tutorials, Proposals, and other non-peer reviewed publications

EC3
Publications exploring or proposing raw algorithmic techniques

without further discussion about the theoretical background of explainability

吀栀e time period investigated in the literature review is from 1984 to 03/2020 (when we
started the SLR). We de昀椀ned 1984 as the start of the search period since it was the year that
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the 昀椀rst major work on explainability was published (namely, [148]). Despite the fact that 36
years is a long time, we wanted to get as broad an overview of the subject as possible. When
it comes to explainability, it is important to remember that this topic was already important
in the 1980s [149].

吀栀emanual search also took into account sources from other disciplines because the objec-
tive was to conduct an interdisciplinary SLR. In addition to computer science, the disciplines of
philosophy and psychology were also considered. Philosophy is concerned with the meaning
of concepts and terminology, as well as the nature of knowledge and reality, whereas psychol-
ogy is concerned with human cognitive elements. As a result, both disciplines are essential to
explainability. Moreover, both disciplines have decades of experience in explanation research.

To help us identify the most relevant sources, we consulted researchers in the relevant
areas. 吀栀e limitations of this approach include the limited number of disciplines chosen and
the sources evaluated, as the list of disciplines and sources was not exhaustive, resulting in
a limited and partial picture of the topic. However, we believe that the snowballing strategy
allowed us to broaden the scope of our review and 昀椀nd relevant publications from a variety of
昀椀elds and sources. A detailed list of all the sources and the number of retrieved publications
is presented in Appendix B (Table B.1).

Manual Search

During manual searches, a昀琀er identifying the relevant sources giving the research questions
and purposes, an investigator starts by retrieving all the publications in speci昀椀c sources such as
proceedings or journals. 吀栀is 昀椀rst step in the manual search yield a total of 19595 publications.
We 昀椀ltered these publications by title, abstract, and keywords, selecting a total of 217 publi-
cations. A昀琀er thoroughly examining the content of these 217 publications, 104 publications
were considered relevant.

We used Fleiss’ Kappa statistics [150] to assess the reliability of the selection process, i.e.,
to inspect the agreement rate between all three researchers during the inclusion and exclusion
of publications. 吀栀e calculated value of κ = 0.81 showed an almost perfect agreement [126]
between me and my colleagues.

Snowballing

A昀琀er the manual search, we used snowballing to supplement the search results. 吀栀e snow-
balling process includes backward and forward snowballing as described byWohlin [147]. 吀栀e
references of the chosen publications (in our case, 104 publications from the manual search)
and the publications that cite the chosen publications were examined, respectively, through
backward and forward snowballing. 吀栀e review process that we applied is partially based
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on a grounded theory approach for literature reviews proposed by Wolfswinkel et al. [151].
吀栀e goal of using this approach to reviewing the literature is to reach a detailed and relevant
analysis of a topic, following some of the principles of grounded theory.

According to Wolfswinkel et al. [151], a literature review is never complete but at most
saturated. 吀栀is saturation is reachedwhen no new insights or categories can be drawn from the
data (i.e., the publications that were inspected). We adopted this strategy to determine when
to end the snowballing process. While analyzing the last publications of the 昀椀rst snowballing
iteration, we noticed that no new insights were being gained, and we were rather 昀椀nding
con昀椀rmations of the insights and concepts we already had found before. We observed that the
insights were repetitive throughout the beginning of the second iteration. Since the partial
second iteration generated no new insights or thoughts, only one snowballing iteration was
completed. As a result, we only took into account the publications extracted during the 昀椀rst
completed iteration.

吀栀is snowballing iteration was also independently conducted by myself and my two col-
leagues. 吀栀e backward and forward snowballing process yielded a total of 11173 publications.
We 昀椀ltered these publications by title, abstract, and keywords, resulting in a total of 223 pub-
lications. A昀琀er thoroughly examining the content of these 223 publications, 125 publications
were considered relevant. 吀栀e calculated value of κ = 0.87 showed, once more, an almost per-
fect agreement. Overall, combining the selected publications from the manual search and the
snowballing, our SLR yielded a total of 229 publications. An overall summary of the number
of publications inspected and selected in the di昀昀erent phases of the SLR is shown in Figure 6.2.

Coding and Analysis

We followed an open-coding approach [122] for the qualitative analysis of the papers we
selected. 吀栀is approach consists of up to three consecutive coding cycles. For the 昀椀rst coding
cycle, we applied Initial Coding [123] to preserve the views and perspectives of the authors
in the code. In the second coding cycle, we clustered the initial codes based on similarities,
using Pa琀琀ern Coding [124]. 吀栀is allowed us to group the data from the 昀椀rst coding cycle into
categories. We then debated these categories until we came to a consensus as to whether or
not they accurately re昀氀ected the meaning of the codes. We were able to organize the data
using these categories in order to analyze and 昀椀nd pa琀琀erns in the data.

To answer RQ2, we conducted a third coding cycle to further classify the categories into
quality aspects. We applied Protocol Coding [152] as a procedural coding method in this cycle.
For this method, we used a pre-established list of NFRs from Chung et al. [139]. If any corre-
spondence between a category and an NFR was found, we assigned the corresponding code.
In the speci昀椀c cases where we could not assign a corresponding NFR from the list [139] to the
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Manual Search (19595 publications)

Computer Science 
(17790 publications)

Philosophy and Psychology 
(1805 publications)

Selection Phase 1: Filtered by title, abstract, and keywords (217 publications)

Selection Phase 2: Full-text analysis (104 publications)

Snowballing (11173 publications)

Backward Snowballing 
(3648 publications)

Forward Snowballing 
(7525 publications)

Selection Phase 1: Filtered by title, abstract, and keywords (223 publications)

Selection Phase 2: Full-text analysis (125 publications)

Startset: 104 publications

Final Set: 104 + 125 = 229 publications

Figure 6.2: Overview of the SLR

data, we talked about it and decided on a quality aspect that would adequately describe the
concept presented in the text fragment. My two colleagues and I worked independently on
all coding processes. We had regular consensus sessions to discuss discrepancies. A list of all
codes is available in Appendix B (section B.3).

6.1.2 Data Validation: Two Workshops

We held two workshops to augment and to validate the knowledge gathered during data
collection: one exclusively with philosophers and psychologists, and one exclusively with
requirements engineers. 吀栀e structure of the workshop is depicted in Table 6.2. Each of the
workshops lasted four hours. A week before the workshop started, we gave each participant
in both workshops preparation exercises to work on individually in order to get ready for the
discussions. We talked about the categories and other pertinent data that were found during
our coding in both workshops. We extracted various de昀椀nitions of explainability from the lit-
erature and divided them into categories for RQ1. For RQ2, the categories were the identi昀椀ed
quality aspects that are related to explainability, as well as the impact of explainability on each
of the extracted quality aspects.
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Workshop with Philosophers and Psychologists

We validated the data related toRQ1 in a workshop with philosophers and psychologists (two
professors, one postdoc, three doctoral candidates). All scholars except for one doctoral can-
didate do research in the 昀椀eld of explainability or explanations, one professor and the postdoc
even as a focus. Scholars in these 昀椀elds have a long history of investigating explanations and,
thus, explainability. We decided on an open discussion a昀琀er consulting with experts from
these disciplines on the workshop design.

Table 6.2: Structure of the two workshops

Workshop with... Preparatory Exercises Workshop Activities

Philosophers and Psychologists
Give a definition for

explainability

1. Open discussion on presented
categories from the SLR.
2. Compare presented categories with
definitions from the pre-workshop task.
3. Discuss important quality aspects
related to explainability.

Requirements Engineers
Select quality aspects

based on provided scenarios
and list of quality aspects.

1. Enter positive and negative impacts
of explainability on other quality aspects.
2. Compare results with the findings
from the SLR.

Suggest other quality
aspects related to explainability.

3. Cluster the found quality aspects
into groups.

Preparatory Exercise 吀栀e philosophers and psychologists were asked to write down a de昀椀-
nition of explainability that took into account their own background knowledge on the subject.
吀栀e plan was to collect these de昀椀nitions prior to the discussion so that we could compare them
and avoid bias from our preliminary results and the debate.

Workshop Activities 吀栀ere were three activities in the workshop. In the 昀椀rst activity,
we presented the RQ1-related categories found in the literature for discussion. We debated
whether these categories accurately re昀氀ected the participants’ perceptions on the meaning
of explainability. 吀栀e idea behind the second activity was to compare the de昀椀nitions found
in the literature with the participants’ own de昀椀nition of explainability, which was submit-
ted prior to the workshop. To reach a consensus, we compared the de昀椀nitions and identi昀椀ed
and discussed the di昀昀erences. Finally, we brie昀氀y discussed the inter-dependencies between
explainability and other quality aspects.
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Workshop with Requirements Engineers

Wevalidated the data related toRQ2 in aworkshopwith requirements engineers (three profes-
sors, two postdocs, one practitioner, one doctoral candidate). All three professors do research
in the 昀椀eld of RE and two of them also in direct relation to explainability, as do the two post-
doctoral researchers. 吀栀e practitioner works as a product owner in an international company,
and the doctoral candidate studies the interaction between RE and agile development. Two
RE experts with experience in the topics of NFRs and so昀琀ware quality were consulted about
the workshop design, which is also depicted in Table 6.2.

Preparatory Exercise We asked participants to list quality aspects that can be impacted by
explainability. To assist them with the task, we created four hypothetical scenarios in which
explainable systems should be designed and sent them a list of quality aspects resulting from
our coding process (without the identi昀椀ed polarities, to avoid bias). 吀栀e scenarios took the
form of brief stories that described a domain and a business problem connected to the need
for explainability. 吀栀e goal was to help participants be琀琀er understand situations in which
explainable systems might be considered necessary. We asked participants to specify desirable
quality aspects for each system based on their expertise, and to analyze how explainability
would interact with each of these identi昀椀ed aspects, based on the scenarios (positively or
negatively). 吀栀e four hypothetical scenarios are described in the appendix (cf. Appendix B,
section B.4). We also welcomed participants’ suggestions for additional quality aspects related
to explainability that were not included in our list.

Workshop Activities 吀栀is workshop also included three activities, each of which lasted
about an hour. In the 昀椀rst activity, we gave the participants a list of quality aspects without
polarities and asked them to set the polarities. We devised a strict structure for this activity, in
which each participant would 昀椀rst de昀椀ne the polarity, then justify their decision, and then all
participants could discuss each other’s choices at the end of the round. 吀栀e goal was to spark
debate and reach a consensus. In the second activity, we compared the polarities provided by
participants to the results of our coding process. Again, we compared the results and held an
open discussion to discuss di昀昀erences and reach consensus. Experts could agree or disagree on
all polarities that they had not previously mentioned but were discovered in the literature. In
the third activity, we collaboratively clustered the quality aspects based on their relationship
and discussed their e昀昀ects on the system.
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Knowledge Structuring

吀栀e last step of our research consisted of making sense of and structuring the knowledge
collected in the previous stages.

Summarizing the Findings: De昀椀nition and Knowledge Catalogue To produce a de昀椀ni-
tion, we used Kohl et al. [62] de昀椀nition as a basis, and included insights from the literature
and the 昀椀rst workshop. 吀栀is de昀椀nition was re昀椀ned through several iterations and discussed
with other peers until we arrived at the 昀椀nal version, presented in the next section.

Additionally, we compiled the 昀椀ndings regarding the polarity of the impacts in a knowl-
edge catalogue. Overall, we extracted 57 quality aspects that could be in昀氀uenced by
explainability. We list these quality aspects and how explainability a昀昀ects them in Figure 6.5.
In addition, for each positive and negative in昀氀uence listed in the catalogue, a representative
example from the literature is presented in section 6.3 to demonstrate how this in昀氀uence may
occur. 吀栀ese examples also help to demonstrate the semantic meaning of various quality
aspects.

Framing the Findings: Conceptual Model Next, we built a conceptual model to frame the
knowledge catalogue. 吀栀is model illustrates the impact of explainability on several quality
dimensions in the quality landscape (see Figure 6.4). During the workshop with requirements
engineers, we discussed possible ways to classify the di昀昀erent quality aspects. 吀栀e participants
made some suggestions in this area. We searched the literature and found three promising con-
cepts to help classify the results (more details section 6.3). 吀栀ese three concepts are similar to
the suggestions made by workshop participants and helped us develop the conceptual model.

6.2 Explainable Systems: A De昀椀nition

吀栀e domain of so昀琀ware engineering does not need a mere abstract de昀椀nition of explainability,
but one that focuses on requirements for explainable systems. Before requirements engineers
can elicit the need for explainability in a system, they have to understand what explainability
is in a system context and what makes a system explainable.

Explainability is tied to disclosing information, which can be done by giving explanations.
In this line of thought, Köhl et al. hold that what makes a system explainable is the access to
explanations [62]. More speci昀椀cally, the authors propose the following de昀椀nition for explain-
able systems: A system S is explainable by meansM with respect to aspect Y of an explanandum
X for target group G in context C, if and only if M is able to produce an E in context C such that
E is an explanation of X with respect to Y, for G in C.
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Köhl et al.’s de昀椀nition, however, includes many variables and is still rather complex. 吀栀e
de昀椀nition also leaves it unclear as to what needs to be explained and who or what will explain
it. As a result, the de昀椀nition presented here focuses on the most signi昀椀cant and noteworthy
components discovered during the research. Based on Köhl et al.’s de昀椀nition, the de昀椀nitions
we found in the literature, and results from ourworkshopwith philosophers and psychologists,
we were able to develop a de昀椀nition of explainability applied to the context of explainable
systems that can be adjusted according to project or 昀椀eld of application.

Answering RQ1
A system S is explainable with respect to an aspectX of S relative to an addresseeA in context
C if and only if there is an entity E (the explainer) who, by giving a corpus of information I
(the explanation of X), enables A to understand X of S in C.

吀栀e de昀椀nition above summarizes the main characteristics of explainable systems in a sim-
pler and more concise way. 吀栀e proposed de昀椀nition also focuses on the explanation receiver
and their understanding, making it the essence of what makes a system explainable. 吀栀e liter-
ature provided numerous concrete examples for the important characteristics of explainable
systems (or constituent elements). 吀栀ese characteristics were grouped and summarized in the
de昀椀nition. In other words, the de昀椀nition focuses on the important constituent elements of an
explainable system that are relevant for requirements and so昀琀ware engineers: aspects of a sys-
tem that should be explained, contexts in which to explain, the entity that does the explaining
(the explainer), the information that constitutes an explanation, and the addressees that receive
the explanation.

Figure 6.3: The definition of “explainable system”, illustrated

In conclusion, the de昀椀nition provides a summary of the factors that should be considered
in explainable systems. Understanding these elements and their meaning is critical for require-
ments engineers to elicit the appropriate level of explainability for a project and specify the
appropriate requirements on explanations. In particular, the use of our de昀椀nition to support
requirements engineering in practice is demonstrated in chapter 7 and chapter 9.
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6.2.1 Aspects to be explained

吀栀e aspects of a system that must be explained are the object of explanation, and what lies
behind the need for explanation. Simply put, it is what needs to be explained. Identifying the
aspect to be explained is fundamental so that the information presented is relevant. 吀栀e follow-
ing examples of aspects that frequently require explanation were discovered in the literature
and discussed in the workshop with philosophers and psychologists: the system in general
(e.g., global aspects of a system) [153], and, more speci昀椀cally, its reasoning processes (e.g.,
inference processes for certain problems) [154], its inner logic (e.g., relationships between the
inputs and outputs) [62], its model’s internals (e.g., parameters and data structures) [155], its
intention (e.g., pursued outcome of actions) [156], its behavior (e.g., real-world actions) [157],
its decision (e.g., underlying criteria) [50], its performance (e.g., predictive accuracy) [158],
and its knowledge about the user or the world (e.g., user preferences) [157].

6.2.2 Contexts and Explainers

A context is set by a situation consisting of the interaction between a person, a system, a task,
and an environment [159]. Plausible in昀氀uences on the context are time-pressure, the stakes
involved, and the type of system [94].

Explainers refer to a system or speci昀椀c parts of a system that supply its stakeholders with
the needed information. For instance, in the de昀椀nition of Köhl et al., an explainer is “a means
M to produce an explanation of some aspect Y and does not have to be part of the system
S but may be provided by someone or something detached from S”. In short, this de昀椀nition
makes the boundaries of what can be considered an explainable system very abstract and
fuzzy. Semantically, the de昀椀nition presented in this thesis also allows this fuzziness by refer-
ring broadly and simply to an explainer, which could also imply that explainers do not have to
be technical entities or components of the system itself (such as algorithms or hardware ele-
ments). In this sense, an explainer could also be an intermediate instance, a kind of external
mediator. 吀栀is mediator acts as an interface between the system and the addressee, explaining
something and helping the addressee to understand the aspect of the system [94]. Although
the individual applying the de昀椀nition may be the one who determines where the boundaries
of an explainable system are set, the focus of this work is on self-explainable systems:
systems that are able to explain themselves directly to the intended user or addressee.

Consider the following example. A patient (addressee) is in a hospital and has been exam-
ined by a physician using a medical diagnosis system (context). 吀栀e medical 昀椀ndings (aspects)
are processed by the system and presented directly to the patient in an electronic dashboard.
Patients, however, are unable to interpret and understand these 昀椀ndings because they lack the
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necessary medical domain knowledge. 吀栀erefore, the physician intervenes as a mediator and
explains the results of the examination to the patient in a way that is understandable for the
patient. 吀栀is system could be considered explainable following Köhl et al.’s de昀椀nition since it
communicates results to the physician, who understands them, and the physician, in turn, is
able to explain the output of the system to the patient based on the received explanations.

However, because the focus is on self-explainable systems, the system in the example
above is only deemed explainable if the physician is the intended end user and addressee for
explanations. In the case that the patients are the intended addressees, the system would be
considered explainable if the system explains itself directly and comprehensively to the patient
(since the patient is the intended end user) without the need for a physician to intervene as
a mediator. 吀栀us, if necessary, no medical terminology may be used and the results of the
examination must be presented in a way that is clear and understandable to laypersons. In
this sense, I consider that the target audience of explanations determines whether or not a
system is explainable. If a medical diagnostic system is designed for physicians (who are the
end users in this situation), the delivered explanations should be understood by physicians so
that they perceive the system as explainable.

6.2.3 Addressee’s Understanding

To reiterate: the proposed de昀椀nition emphasizes the explanation receiver and their compre-
hension, which is the essence of what renders a system explainable. A vast number of papers
in the literature make reference to the addressee’s prior understanding as important factor for
the success of explainability (e.g., [35, 61, 70, 153, 160]). Framing explainability in terms of
understanding provides the bene昀椀t of making it measurable, as there are established meth-
ods of eliciting a person’s understanding of something, such as questionnaires or usability
tests [12].

6.3 Explainability as a Means to an End

Explainability can be seen as an enabler or as ameans to an end, since it can be a way to achieve
particular quality aspects in a system, which means that other quality goals can be satis昀椀ed
by specifying and ful昀椀lling explainability requirements.

RQ2 focuses on providing an overview of the quality aspects that may be impacted by
explainability, much like the work of Leite and Capelli [84], who looked into the interaction
between transparency and other quality aspects. 吀栀is section will examine the concept of
explainability as a means to an end, presenting its in昀氀uence on the quality landscape through
favorable and unfavorable interactions with di昀昀erent quality aspects, and discussing why this
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is the case. 吀栀e conceptual model presented in this thesis represents the impact of explain-
ability on quality aspects in the quality landscape, considering three concepts: the concept of
the perspective of the persons who demand explanations (i.e.stakeholders, presented in sec-
tion 3.2); the concept of the seven dimensions (presented in section 3.3); the concept of the
quality spectrum (presented in chapter 3).

吀栀e seven dimensions were partially grouped and formed four dimensions in the concep-
tual model: 1) user’s needs, 2) cultural values & laws and norms, 3) domain aspects & corporate
values, and 4) project constraints & system aspects. Each dimension is linked to classes of stake-
holders: 1) users, 2) regulators & a昀昀ected parties, 3) deployers & domain experts, 4) developers.
吀栀e quality aspects identi昀椀ed in this study were framed along these four dimensions. Dur-
ing this framing process, it was also possible to identify quality aspects that are present in
all dimensions. In particular, there are three quality aspects that form a foundation for the
four dimensions: transparency, informativeness, and understandability. 吀栀is means that,
without the in昀氀uence of explainability on these foundational qualities, many other quality
aspects would not be in昀氀uenced. Furthermore, it was also possible to identify so-called super-
ordinated quality aspects. 吀栀ese superordinated quality aspects are in昀氀uenced by all other
aspects, sometimes being described as the ultimate goals of explainability (e.g., trust, system
acceptance).

吀栀e dimensions and their respective quality aspects (presented in alphabetical order) are
illustrated in Figure 6.4. I will go over the catalogue and the model’s quality aspects in the
paragraphs that follow. To this end, I will analyze them, whenever possible, based on the
three concepts that were considered in the conceptual model: the stakeholders involved, the
quality dimensions, and the quality spectrum. Some of the 昀椀ndings presented here overlap
with and are consistent with those from the survey, further validating the survey 昀椀ndings.

6.3.1 Foundational Qualities

Explainability can in昀氀uence three quality aspects that have a crucial role: informativeness,
transparency andunderstandability. 吀栀ese quality aspects provide a foundation for all four
dimensions, thereby having an in昀氀uence on the other aspects inside these dimensions. Giving
explanations about a system, its processes and outputs can contribute to the informativeness
of the system and, consequently, facilitate understanding on many levels [161]∗. Furthermore,
explanations contribute to a higher system transparency [162]. Informativeness, understand-
ability, and transparency are required, for example, both on an external dimension so that

∗Informativeness can be seen as the ability to provide useful information. I consider that understand-
ability aspects are tightly related to informativeness (and vice versa), since understandability is the ability
to understand the provided information.

70



users understand the outputs of a system, which may positively impact user experience, and
on an internal dimension, where they can contribute to understanding aspects of the code,
facilitating debugging and maintainability.

Essentially, by laying this foundation, it is possible to in昀氀uence all other quality dimensions
of the system, thereby in昀氀uencing a variety of other quality aspects.

6.3.2 User’s Needs

Most papers concerning stakeholders in XAI state users as a common class of stakeholders
(e.g., [70, 163, 164]). 吀栀is, in turn, also coincides with the view from requirements engineering,
where (end) users also count as a common class of stakeholders [93]. Users take into account
recommendations of systems to make decisions [165]. Members of this stakeholder class can
be medical doctors, loan o昀케cers, judges, or hiring managers. Users can di昀昀er in many levels:
their level of expertise, in their cultural background, in their goals and physical needs. Hence,
di昀昀erent user groups will undoubtedly have di昀昀erent needs, expectations, personal values, and

Users' Needs

Guidance

Human-Machine Cooperation

Knowledge Discovery

Learnability

Mental Model Accuracy

Perceived Usefulness

Perceived Value

Privacy Awareness

Scrutability

Support Decision-Making

Usability

User Awareness

User Control

User Effectiveness

User Efficiency

User Experience

User Performance

User Satisfaction

Cultural Values
Laws and Norms

Accountability

Auditability

Compliance

Decision Justification

Ethics

Fairness

Validation

Domain Aspects
Corporate Values

Customer Loyalty

Persuasiveness

Predictability

Privacy

Reliability

Robustness

Safety

Security

Trade Secrets

Project Constraints
System Aspects

Accuracy

Adaptability

Complexity

Correctness

Debugging

Development Cost

Effectiveness

Efficiency

Extensibility

Maintanability

Model Optimization

Performance

Portability

Real-Time Capability

Testability

Transferability

Verifiability

Informativeness, Transparency, Understandability

System Acceptance, Trust, Trustworthiness

Foundational Aspects

Superordinated Aspects

External Internal

Figure 6.4: The conceptual model illustrating the impact of explainability across di昀昀erent quality dimensions
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Quality Aspect Literature Expert Quality Aspect Literature Expert Quality Aspect Literature Expert

Accountability + + Knowledge Discovery + + Support Decision Making + +

Accuracy +  - + Learnability + + System Acceptance + +

Adaptability - Maintainability +  - Testability +

Auditability + + Mental Model Accuracy + + Trade Secrets - -

Complexity - Model Optimization + + Transferability +

Compliance + + Perceived Usefulness + + Transparency + +

Confidence in the System + - +  - Perceived Value + + Trustworthiness + +

Correctness + + Performance +  - - Understandability +  - +

Customer Loyalty + + Persuasiveness + + Usability +  - +  -

Debugging + + Portability +  - User Awareness + +

Decision Justification + + Predictability + User Control + +

Development Cost - - Privacy +  - - User Effectiveness +  - +

Effectiveness + Privacy Awareness + User Efficiency +  -

Efficiency - Real-Time Capability - User Experience +  - +  -

Ethics + + Reliability + + User Performance +

Extensibilty - Robustness + + User Satisfaction +

Fairness + + Safety + +  - Stakeholder Trust +  - +

Guidance + + Scrutability + Validation + +

Human-Machine Cooperation + + Security +  - - Verifiability + +

+ positively influenced by explainability          - negatively influenced by explainablilty

Figure 6.5: The knowledge catalogue for explainability: how explainability impacts other quality aspects.

preferences regarding explainability. As a result, quality can also be perceived di昀昀erently by
each individual.

吀栀is dimension occupies a more external position in the spectrum. 吀栀e quality aspects
associated with users are mostly external. To be more precise, they depend mostly on the
expectations and the needs of the person who uses the system.

On a general level, the user experience can both pro昀椀t and su昀昀er from explainabil-
ity. Explanations can foster a sense of familiarity with the system [166] and make it more
engaging [167]. In this case, user experience pro昀椀ts from explainability. On the other side,
explanations can cause emotions such as confusion, surprise [168], and distraction [160],
harming the user experience. Furthermore, explainability has a positive impact on the
mental-model accuracy of involved parties. By giving explanations, it is possible to make
users aware of the system’s limitations [158], helping them to develop be琀琀er mental models
of it [168]. Explanations may also increase a user’s ability to predict a decision and calibrate
expectations with respect to what a system can or cannot do [158]. 吀栀is can be a琀琀ributed to
an improved user awareness about a situation or about the system [15]. Furthermore, expla-
nations about data collection, use, and processing allow users to be aware of how the system
handles their data. 吀栀us, explainability may be a way to improve privacy awareness [70].
Explainability can also positively impact the perceived usefulness of a system or a recom-
mendation [169], which contributes to the perceived value of a system, increasing users’
perception of a system’s competence [170] and integrity [171] and leading to more positive
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a琀琀itudes toward the system [172]. Finally, all of this shows that explainability can certainly
positively impact user satisfaction with the system [168].

Explainability can also in昀氀uence the usability of a system. On the positive side, expla-
nations can increase the ease of use of a system [69], lead to more e昀케cient use [15], and
make it easier for users to 昀椀nd what they want [173]. On the negative side, explanations
can overwhelm users with excessive information [174] and can also impair the user interface
design [12]. Explanations can help to improve user performance on problem solving and
other tasks [171]. Another plausible positive impact of explainability is on user e昀昀ective-
ness [175]. With explanations, users may experience greater accuracy in decision-making
by understanding more about a recommended option or product [176]. However, user
e昀昀ectiveness can also su昀昀er when explanations lead users to agree with incorrect system
suggestions [13]. User e昀케ciency is another quality aspect that can be positively and neg-
atively in昀氀uenced by explainability. Analyzing and understanding explanation takes time and
e昀昀ort [177], possibly reducing user e昀케ciency. Overall, however, the time needed to make
a judgment could also be reduced with complementary information [175], increasing user
e昀케ciency. Furthermore, explanations may also give users a greater sense of control, since
they understand the reasons behind decisions and can decide whether they accept an output
or not [61]. Explainability can also have a positive in昀氀uence on human-machine coop-
eration [35] since explanations may provide a more e昀昀ective interface for humans [178],
improving interactivity and cooperation [85], which can be especially advantageous in the
case of cyber-physical systems.

Explainability can have a positive in昀氀uence on learnability, allowing users to learn about
how a system works or how to use a system [176]. It may also provide guidance, help-
ing users in solving problems and educating them about product knowledge [179]. As these
examples illustrate, explanations can support decision-making processes for users [69]. In
some cases, this goes as far as enabling scrutability of a system, that is, enabling a user to
provide feedback on a system’s user model so that the system can give more valuable outputs
or recommendations in the future [69]. Finally, explainability can help knowledge discov-
ery [61]. By making the decision pa琀琀erns in a system comprehensible, knowledge about the
corresponding pa琀琀erns in the real world can be extracted. 吀栀is can provide a valuable basis
for scienti昀椀c insight [158].

6.3.3 Cultural Values & Laws and Norms

Although I distinguished Cultural Values and Laws and Norms as two separate dimensions
and Langer et al. [94] did the same for the related stakeholder classes (regulators and a昀昀ected
parties), the concepts were combined into one dimension because they are complementary and
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in昀氀uence each other. 吀栀e dimensions form a kind of symbiosis since, e.g., legal foundations
are grounded, among others, on the basis of the cultural values of a society. 吀栀is combination
of dimensions that form a symbiosis also happen in subsection 6.3.4 and subsection 6.3.5.

吀栀e same symbiosis concept applies for the related stakeholders: Regulators commonly
envision laws for people who could be a昀昀ected by certain practices. In other words, regulators
stipulate legal and ethical norms for the general use, deployment, and development of sys-
tems. 吀栀is class of stakeholders occupies an extraordinary role, since they have a “watchdog”
function concerning the systems and their use [94]. Regulators can be ethicists, lawyers, and
politicians, who must have the know-how to assess, control, and regulate the whole process
of developing and using systems.

吀栀e restrictive measures by regulators are necessary, as the in昀氀uence of systems is con-
stantly growing and key decisions about people are increasingly automated – o昀琀en without
their knowing [94]. A昀昀ected parties are (groups of) people in the scope of a system’s impact.
吀栀ey are stakeholders, as for them much hinges on the decision of a system. Patients, job or
loan applicants, or defendants at court are typical examples of this stakeholder class [94].

In this dimension, cultural values represent the ethos of a society or group and in昀氀uence
the need for speci昀椀c system qualities and how they should be operationalized [102, 101]. 吀栀ese
values resonate in the conception of laws and norms, which enforce constraints that must be
met and granted in the design of systems. Explainability can in昀氀uence key aspects on this
dimension.

A clear a琀琀ribution to the position in the spectrum is not possible. Rather, the qual-
ity aspects appear to occupy a hybrid position. Whether or not they are present is rather
dependent on general conventions (e.g., legal, societal) that are in place.

On the cultural side, explanations can contribute to the achievement of ethical decision-
making [180] and, more speci昀椀cally, ethical AI. On the one hand, explaining the agent’s choice
may support ensuring that ethical decisions are made [61]. On the other hand, providing
explanations can be seen as an ethical aspect itself. Furthermore, explainability may also
contribute to fairness, enabling the identi昀椀cation of harms and decision biases to ensure fair
decision-making [61], or helping to mitigate decision biases [158].

On the legal side, explainability can promote a system’s compliance with regulatory and
policy goals [181]. Explaining an agent’s choice can ensure that legal decisions are made [61].
A closely related aspect is accountability. We were able to identify a positive impact of
explainability on this quality that occurs when explanations allow entities to be made account-
able for a certain outcome [182]. In the literature, many authors refer to this as liability [182]
or legal accountability [183].
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In order to guarantee a system’s adherence to cultural and legal norms, regulators and
a昀昀ected parties need several mechanisms that allow for inspecting systems. One quality aspect
that can help in this regard is auditability. Explainability positively impacts this quality
aspect, since explanations can help to identify whether a system made a mistake [13], can
help to understand the underlying technicalities and models [156], and allow users to inspect
a system’s inner workings to judge whether it is acceptable or not [184]. In a similar man-
ner, validation can be positively impacted, since explainability makes it possible for users to
validate system knowledge [176] or assess if a recommended alternative is truly adequate for
them [69]. Exactly the la琀琀er aspect is essential for another quality that is helped by explain-
ability, namely, decision justi昀椀cation. On the one hand, explanations are a perfect way to
justify a decision [182]. On the other hand, they can also help to uncover whether a decision
is actually justi昀椀ed [50].

6.3.4 Domain Aspects & Corporate Values

People who decide where to employ certain systems (e.g., a hospital manager decides to bring
a special kind of diagnosis system into use in her hospital) are deployers. Other possible
stakeholders in this dimensions are specialists in the domain, known as domain experts [70].
People have to work with the deployed systems and, consequently, new people fall inside the
range of a昀昀ected people [94].

吀栀is dimension is shaped by two aspects: 1) the corporate values and vision of an organi-
zation [105], and 2) the domain aspects that shape a system’s design since explanations may
be more urgent in some domains as in others.

吀栀is dimension is more internal in the spectrum, as it includes quality aspects related to
the domain or the values of the corporation or team. In general, the incorporation of such
aspects has an architectural impact on the design of a system.

Explainability supports the predictability of a system by making it easier to predict
a system’s performance correctly and helping to determine when a system might make a
mistake [185]. Furthermore, explainability can support the reliability of a system [153].
In general, explainability supports the development of more robust systems for critical
domains [186]. All of this contributes to a positive impact on safety, helping to meet safety
standards [61], or helping to create safer systems [187]. On the negative side, explanations
may also present safety risks by distracting users in critical situations.

Explanations are also seen as a means to bridge the gap between perceived security and
actual security [154], helping users to understand the actual mechanisms in systems and adapt
their behavior accordingly. However, explanations may disclose information that makes the
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system vulnerable to a琀琀ack and gaming [49]. Explainability can also in昀氀uence privacy pos-
itively, since the principle of information disclosure can help users to discover what features
are correlated with sensitive information that can be removed [188]. By the same princi-
ple, however, privacy can be hurt since one may need to disclose sensitive information that
could jeopardize privacy [15]. Explainability can also threatenmodel con昀椀dentiality and trade
secrets, which companies are reluctant to reveal [70].

Explainability can contribute to persuasiveness, since explanations may increase the
acceptance of a system’s decisions and the probability that users adopt its recommenda-
tions [69]. Furthermore, explainability in昀氀uences customer loyalty positively, since it
supports the continuity of use [166] and may inspire feelings of loyalty toward the sys-
tem [173].

6.3.5 Project Constraints & System Aspects

Individuals who design, build, and program systems are, among others, developers. 吀栀ey
count as stakeholders, as without them the systems would not exist in the 昀椀rst place. Gener-
ally, representatives of this group have a high expertise concerning the systems and a strong
interest in creating and improving them.

吀栀is dimension is shaped by two aspects: project constraints and system aspects. 吀栀e
project constraints are the non-technical aspects of a system [113], while system aspects are
more related to internal aspects of the system, such as performance and maintainability.

吀栀e quality aspects framed in this dimension are almost entirely internal in the classical
sense, since they correspond to the most technical aspects of a system or the process through
which the system is built.

Explainability can have both a positive and negative impact on maintainability. On the
one hand, it can facilitate so昀琀ware maintenance and evolution by giving information about
models and system logic. On the other hand, the ability to generate explanations requires new
components in a system, hampering maintenance. A positive impact on veri昀椀abilitywas also
identi昀椀ed, when explanations can work as a means to ensure the correctness of the knowledge
base [176] or to help users evaluate the accuracy of a system’s prediction [15]. Testability
falls in the same line, since explanations can help to evaluate or test a system or a model [61].
Explainability has a positive in昀氀uence on debugging, as explanations can help developers
to identify and 昀椀x bugs [50]. Speci昀椀cally, in the case of ML applications, this could enable
developers to identify and 昀椀x biases in the learned model and, thus, model optimization
is positively a昀昀ected [189]. Overall, all these factors can help increase the correctness of a
system, by helping to correct errors in the system or in model input data [182].
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吀栀e overall performance of a system can be a昀昀ected both positively and negatively by
explainability. On the one hand, explanations can positively in昀氀uence the performance of
a system by helping developers to improve the system [35]. In this regard, explainability
positively in昀氀uences system e昀昀ectiveness. On the other hand, explanations can also lead
to drawbacks in terms of performance [177] by requiring loading time, memory, and com-
putational cost [12]. 吀栀us, as the additional explainability capacities are likely to require
computational resources, the e昀케ciency of the system might decrease [50]. Another quality
that is impacted by explainability is accuracy. For instance, in the ML domain, the accuracy
of models can bene昀椀t from explainability through model optimization [189]. On the negative
side, there exists a trade-o昀昀 between the predictive accuracy of a model and explainability [50].
A system that is inherently explainable, for instance, may have to sacri昀椀ce predictive power
in order to be so [155]. Explainability may have a negative impact on real-time capability
since the implementation of explanations could require more computing power and additional
processes, such as logging data, might be involved.

Adaptability can be negatively impacted, for example, if lending regulations in a 昀椀nan-
cial so昀琀ware have changed and an explanation module in the so昀琀ware is also a昀昀ected. Next,
assume that a new module should be added to a system. 吀栀e quality aspect involved here
is extensibility, which in turn is negatively impacted by explainability. Merely adding the
new module is already laborious. If the explainability is also a昀昀ected by this new module, the
required e昀昀ort increases again. Depending on the architecture of the so昀琀ware, it may even be
impossible to guarantee the system’s explainability. Explanations a昀昀ect the portability of a
system as well. On the negative side, an explanation component might not be ported directly
because it uses visual explanations, but the environment to which the system is to be ported
to has no elements that allow for visual outputs. On the positive side, explainability helps
transferability [190]. Transferability is the possibility to transfer a learned model from one
context to another (thus, it can be seen as a special case of portability for ML applications).
Explanations may help in this regard by making it possible to identify the context from and to
which the model can be transferred [190].

Overall, the inclusion of explanation modules can increase the complexity of the system
and its code, in昀氀uencing many of the previously seen quality aspects. In particular, as an
explainability component needs additional development e昀昀ort and time, it can result in higher
development costs [62].

6.3.6 Superordinated Qualities

吀栀ere are aspects that are not speci昀椀cally tied to any of the dimensions, but to all at the same
time since they are commonly seen as some kind of superordinated goals of explainability. For
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instance, organizations and regulators have been lately focusing on de昀椀ning core principles
(or “pillars”) for responsible or trustworthy AI. Explainability has been o昀琀en listed as one
of these pillars [70]. Overall, many of the quality aspects found in the literature contribute to
trustworthiness. For instance, explanations can help to identify whether a system is safe and
whether it complies to legal or cultural norms. Ideally, trust in a system originate solely from
trustworthy systems. Although one could trust an untrustworthy system, this trust would
be unjusti昀椀ed and inadequate. For this reason, explainability can both contribute to and hurt
trust in a system [154, 15]. Regardless of the system’s actual trustworthiness, bad explanations
can always degrade trust [154]. Finally, all of this can in昀氀uence the system’s acceptance.
Many quality aspects (e.g., trustworthiness, user experience) can lead to system acceptance
and explainability is key to this [157].

6.4 吀栀e Double-Edged Sword E昀昀ect

One aspect that conveys the complexity and the challenges of dealing with quality aspects or
NFRs is that they can be interacting. 吀栀is means that the a琀琀empts to achieve one NFR can hurt
or help the achievement of another [97]. 吀栀e purpose of the study presented in this chapter
was to be琀琀er comprehend the role and in昀氀uence of explainability in the quality landscape.
吀栀e study showed that explainability can both help or hurt the achievement of other quality
aspects, indicating the existence of a double-edged sword e昀昀ect. It can act both as a synergistic
or as an antagonistic quality aspect.

吀栀is double-edged sword e昀昀ect was also discussed by Mairiza and Zowghi [17], who
named the antagonistic e昀昀ect as con昀氀ict. 吀栀ey identi昀椀ed three kinds of con昀氀icts between
NFRs: absolute con昀氀ict, when two NFRs are always in con昀氀ict; relative con昀氀ict, when a pair
of NFRs are sometimes in con昀氀ict depending on factors such as stakeholders agreement and
the architectural decision to operationalize the NFR; and never con昀氀ict, when a pair of NFRs
never con昀氀ict. Having con昀氀icts between NFRs mean that ful昀椀lling one requirement can a昀昀ect
another’s achievement. 吀栀e con昀氀ict between usability and security is o昀琀en pointed as a classic
example of such con昀氀icts [191, 192, 193]. A system module may require security mechanisms,
which may increase its complexity and, consequently, make the interaction with the system
more complex [194].

Explainability’s double-edged sword e昀昀ect indicates a general state of relative con昀氀ict
between explainability and other quality aspects. 吀栀e impact is determined by how explain-
ability is re昀椀ned to more 昀椀ne-grained requirements and how they interact with other NFRs.
On the positive side, explanationsmay potentially aid in the achievement of many crucial qual-
ity aspects. However, if explanations are not properly elicited and analyzed, they may have
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a negative impact on the same quality aspects. As a result, while considering the integration
of explanations in a system, the intention may be to improve transparency, so improving sys-
tem use and comprehension, but it may have the opposite e昀昀ect. 吀栀e outcome will be heavily
in昀氀uenced by the de昀椀ned requirements as well as the design decisions made to operationalize
these requirements. 吀栀is highlights the need for careful requirements analysis and design.

Furthermore, explainability can exhibit an impact on nearly all traditional quality aspects
that can be found in the ISO 25010 [22]: performance, e昀케ciency, usability, reliability, security,
maintainability, and portability. 吀栀e signi昀椀cance of explainability must therefore be further
acknowledged. 吀栀e conceptual model and the knowledge catalogue are two important arti-
facts that can be used as checklists both for elicitation and trade-o昀昀 analysis. 吀栀ey can help
so昀琀ware engineers be aware of and avoid con昀氀icts between quality aspects and choose the
best strategies for achieving the desired quality outcomes.

Answering RQ2
Explainability has the potential to in昀氀uence all dimensions of the quality landscape. Posi-
tive and negative in昀氀uences on 57 di昀昀erent quality aspects could be identi昀椀ed. 吀栀e impact of
explainability on the quality landscape is depicted in a conceptual model (Figure 6.4), and the
knowledge catalogue (Figure 6.5) documents the polarity of the impacts.

吀栀e answer to RQ2 brings to light the importance of explainability as a quality aspect and
how it can impact the entire quality landscape. But why is that so? What makes explainability
have this e昀昀ect on system quality? In the next section, I will explore this ma琀琀er to be琀琀er
understand the role of explainability.

6.5 Understanding the Role of Explainability

As information system is “an integrated set of components for collecting, storing, and process-
ing data and for providing information, knowledge, and digital products” [195]. 吀栀erefore, as
the name implies, information systems deal with processing and providing information
to other entities (such as users or even other information systems).

Since explainability is a quality aspect linked to information, and information is a cen-
tral aspect of information systems, explainability has a strong interaction and coupling with
the quality of these systems, as we could see in this chapter. And that is precisely why the
relationship between explainability, informativeness, understandability, and usability is even
stronger, since there is a strong interdependency betweeen these four aspects.

I will get to usability later on, since the relationship between explainability, informative-
ness, and understandability is more evident and easier to delineate. As discussed in chapter 4,
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explainability is a way of improving the understandability of a system by conveying qual-
ity information (informativeness), thus in昀氀uencing its understandability. 吀栀erefore, a system
could be described as explainable if it is informative and understandable. 吀栀e reverse is also
true: a system can be considered understandable and informative if it is explainable. Since
explainability is also about providing information, it is di昀케cult to draw the boundary between
explainability, informativeness, and understandability. 吀栀erefore, I argue that informative-
ness and understandability can be considered as components or a琀琀ributes of explainability
(cf. Figure 6.6).

Understandability

Informativeness

Explainability

Figure 6.6: The strong interplay between explainability, informativeness, and understandability

吀栀e relationship between explainability and usability is more di昀케cult to distinguish and
occasionally causes confusion. If a system provides information that helps a user understand
something, is the system explainable or is this just good usability? For example, if a navigation
so昀琀ware application informsusers via a symbol on the screen that the route is very congested
today, is this system explainable or is this simply good usability? If a system is easy to operate
because it provides information that assist the user in be琀琀er operating the system, is this just
good usability or is this system explainable? 吀栀ese questions all lead back to the same question:
What makes a system explainable?

If we consider the de昀椀nition given before, in simple terms, a system is explainable if the
system, by providing a piece of information through an explanation, helps a given user to
understand the system (or an aspect of it) in a particular context [87]. But where are the
boundaries? Since the essence of information systems is to provide information: Are all infor-
mation systems explainable because they provide information about aspects of the system?
吀栀erefore, to facilitate this delimitation of boundaries, one way to determine if a system is
explainable is by assessing the explainability of the system in terms of certain a琀琀ributes.

To understand be琀琀er this concept, we can start by drawing a parallel with usability and
ask the same question as before: What makes a system usable? According to Nielsen, usability
is not a single, one-dimensional property of a user interface [5]. Usability has many depen-
dencies and is traditionally associated with 昀椀ve quality (or usability) a琀琀ributes: learnability,
e昀케ciency, memorability, low error rate, and satisfaction. 吀栀ese a琀琀ributes are in essence, again,
related quality aspects. By de昀椀ning the abstract concept of usability in more concrete and
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measurable components (the a琀琀ributes) it is possible to systematically approach usability in a
system [5]†. 吀栀is is the same logic used in the Transparency SIG [84] (cf. subsection 2.3.3).

A system is considered usable if, among others, it is easily learnable, has error-proo昀椀ng
mechanisms, and assists the user in completing their tasks more e昀케ciently [5]. Follow-
ing the same train-of-thought, a system can be considered explainable if a琀琀ributes of (or
quality aspects related to) explainability are met. To help establish the a琀琀ributes of explain-
ability, I consider the work of Kahn et al. [7]. 吀栀e authors propose a reference model for
information quality (informativeness). According to this model, informativeness has many
quality a琀琀ributes that are grouped into four aspects: soundness, usefulness, dependability,
and usability (Table 6.3).

Table 6.3: A琀琀ributes of information quality, according to Kahn et al. [7]

Information Quality Aspect Dimensions/Attributes Definition. "The extent to which...

Soundness

Completeness
information is not missing and is of sufficient
breadth and depth for the task at hand"

Concise Representation information is compactly represented"
Consistent Representation information is presented in the same format"
Free-of-Error information is correct and reliable"

Useful Information

Appropriate Amount the volume of information is appropriate for the task at hand"
Relevancy information is applicable and helpful for the task at hand"
Understandability information is easly comprehended"

Intepretability
information is in appropriate languages, symbols,
and units, and the definitions are clear

Objectivity information is unbiased, unprejudiced, and impartial"

Usable Information

Believability information is regarded as true and credible"
Accessibility information is available, or easily and quickly retrievable"
Ease of Manipulation information is easy to manipulate and apply to different tasks"
Reputation information is highly regarded in terms of its source and content"
Value-Added information is beneficial and provides advantages from its use"

Dependable Information
Security information is restricted appropriately to maintain its security"
Timeliness information is sufficiently up-to-date for the task at hand"

Since explainability and informativeness are strongly intertwined, I recommend that these
a琀琀ributes also be considered for explainability. So by de昀椀ning explainability in these more
concrete a琀琀ributes that focus on providing good information, it is possible to systematically
approach explainability in a system. A昀琀er all, if an “explanation is an information about an
aspect of the system”, the explainability of a system can be assessed, among others, in terms of
information completeness, in terms of its relevance for the task, or in terms of its accessibility.

吀栀erefore, it is di昀케cult to separate explainability, informativeness, understandability, and
usability from each other, since they are all interrelated and in昀氀uence one another. 吀栀is
strong interaction clari昀椀es the role of explainability in the so昀琀ware landscape and helps to
understand why explainability a昀昀ects so many distinct quality aspects and, in essence, all
dimensions of the quality landscape. 吀栀is is because explainability impacts quality aspects

†This notion of decomposing one quality aspect in other related quality aspects or in concrete

requirements is a common practice in RE and will be explored in more detail in chapter 8.
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that are inextricably linked with the interface between the system and the human, as well as
with human-machine communication, and it in昀氀uences the very essence of communication:
information.

Summing up, in this chapter I presented three artifacts that can contribute to be琀琀er under-
standing the role of explainability in the quality landscape. De昀椀nitions, conceptual models and
catalogues can help to abstract, understand, and communicate information. 吀栀ese artifacts
may be used to turn explainability into a positive catalyst for other essential system qualities
in modern systems. I also discussed the role of explainability and why it has such a broad
impact on system quality. Explainability can have a positive impact on the quality landscape,
but it is highly dependent on the de昀椀ned requirements and the design choices made to oper-
ationalize these requirements. 吀栀is highlights the need for careful requirements analysis and
design. Furthermore, in order to accommodate the necessary steps toward creating explain-
able systems and to foster the positive impact of explainability on the quality landscape, the
RE community needs to investigate what kinds of activities, methods, and tools need to be
incorporated into the so昀琀ware lifecycle.
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7
A Process Reference Model for

Explainability

New quality requirements constantly bring with them new obstacles and doubts about how to
proceed or adapt system development. Recent study has focused heavily on the importance
of explanations and how they should be presented in a so昀琀ware application. (cf. [196, 94,
197]). However, it was yet unclear how explainable systems can and should be developed.
吀栀at is, how does a so昀琀ware process look like that speci昀椀cally supports the integration of
explanations? Are existing processes, activities, methods, practices, and techniques su昀케cient
for the development of these systems?

In this chapter, I discuss a study that aimed to provide more in-depth insights into how
to develop such systems. 吀栀is study combined the 昀椀ndings of a literature study, in which
80 papers were examined for activities, practices, and techniques for developing explainable
systems, with the feedback from 19 practitioners from an interview study. 吀栀ese insights were
synthesized into six practices that are crucial for the creation of explainable systems: 1) vision
de昀椀nition, 2) stakeholder analysis, 3) back-end analysis, 4) trade-o昀昀 analysis, 5) explainability
design, and (6) evaluation. Furthermore, the importance of user-centered practices could be

The research described in this chapter was performed in collaboration with three researchers: Merve

Balci, Jil Klünder, and Kurt Schneider. The results were published in [198] and [199], on which this

chapter is based. As a result, I occasionally use the pronoun “we”.
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observed since all participants advocated for a user-centered development strategy for the
development of explainable systems, con昀椀rming a previous assumption (A, cf. section 4.8).

7.1 Methodology

吀栀e research design followed amulti-method approach that combined a rapid literature review
and an interview study. While the literature study strives for a concise overview of already
existing approaches to develop explainable systems, the interview study was intended to col-
lect feedback on these existing ideas, which were synthesized in six practices. 吀栀e overall goal
of the research presented in this chapter is to provide recommendations on activities, practices,
and associated techniques to support the development of explainable systems, answering RQ3.

7.1.1 Literature Study

Due to time constraints, we chose to conduct a rapid literature review rather than an SLR.
Rapid reviews are a form of knowledge synthesis in which components of the systematic
review process are simpli昀椀ed or omi琀琀ed to produce information in a timely manner [200, 201].
We performed this review based in parts on the guidelines provided by Kitchenham et al. [202],
but deviated to some extent given our constraints. 吀栀is limits the generalizability of our 昀椀nd-
ings when compared to more comprehensive reviews, but we deemed this type of literature
review adequate to reach our research goal. Nevertheless, all steps required to get an overview
of existing literature were performed, namely 1) de昀椀nition of the search string, 2) de昀椀nition
of inclusion and exclusion criteria, 3) selection of the database(s), 4) de昀椀nition of the termina-
tion criterion, 5) execution, and 6) data analysis. Details on the de昀椀nition of the search string,
the inclusion and exclusion criteria, databases, and the termination criterion are presented in
Appendix C.

Execution

吀栀e literature search lead to 446 publications that were selected based on their titles. 吀栀ese
papers were subjected to the exclusion criteria, which resulted in the removal of 366 publica-
tions: 300 publications that were not related to the focus of our study (EC1), 11 publications that
were not peer-reviewed (EC2), 20 that were not accessible (EC3), 4 that were neither wri琀琀en
in German nor in English (EC4), and 31 publications due to the missing relation to computer
science (EC5). 80 papers were deemed relevant for the study since all had undergone peer
review and satis昀椀ed one of the two inclusion criteria.
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Data Analysis

吀栀e information from the 80 relevant papers about the practices as well as the reason for
implementing them during the development process was summarized in a concept matrix.
吀栀is information was grouped into categories, in a process that consisted of three steps: 1)吀栀e
extracted information was clustered to avoid duplicates and to produce a unique list of ele-
ments, with care taken to maintain the traceability between techniques, practices, and phases
or its purpose throughout the development process. 2) 吀栀e techniques and practices were
considered more or less relevant based on the number of papers that mentioned them. 3)
吀栀roughout our weekly iterations, we discussed the set of practices and techniques until we
came to a consensus on the 昀椀nal set.

吀栀e relevant data regarding the goals of the approaches and their use in the development
process were examined in order to create the set of practices. 吀栀e same three-step approach
was used to categorize this information as before. 吀栀e techniques were then divided into
the corresponding practices using the information from the literature. Finally, we assigned
each practice to the relevant steps in the so昀琀ware lifecycle or RE process. As a result, only
information from the literature was used to build the 昀椀rst iteration of the six practices (and
related techniques). For this 昀椀rst version, the practices were created using the most relevant
techniques from this concept matrix, which can be found in 40 publications from the review
(cf. Appendix C, Table C.2). 吀栀e practices and techniques were given as a reference to the
participants during the interview study.

7.1.2 Interview Study

We conducted an interview study with practitioners to get feedback on the applicability of
the process resulting from the literature review. We elaborated an interview protocol with
questions and tasks for the participants. 吀栀e interviews were semi-structured and helped us
to learn from the practitioners’ experiences. 吀栀e goal was to combine this feedback with the
昀椀rst version of the six practices, synthesized from the literature review.

Interview structure

One interviewer conducted the interviews. 吀栀e interviews were exploratory and consisted of
two prede昀椀ned tasks and a set of prede昀椀ned questions that could be adapted during the inter-
view ∗. A昀琀er asking the practitioners about the current so昀琀ware development process in their
companies, a short introduction to the topic of explainability was given, since it cannot be
assumed that everyone has the same understanding of what explainability means. 吀栀en, each

∗A more detailed structure of the interviews is also presented in Appendix C
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interviewee was asked to describe and draw the current development process in their com-
pany, including activities, methods, practices, and techniques. Using the think-aloud protocol,
the interviewees were asked to explain their thoughts. A昀琀erwards, the interviewer explained
the concept of explainability in more detail by using the de昀椀nition for explainable systems
(cf. section 6.2). 吀栀e interviewer presented a scenario and asked the participants to imagine
themselves in the position of a process engineer working for a 昀椀ctional company that is trying
to create an autonomous vehicle. As process engineer, they should develop a process (includ-
ing activities, practices, and techniques) that explicitly considers explainability for a system
in a self-driving car. 吀栀e interviewer asked practitioners to sketch the process and explain
their rationale. A list of activities, practices, and techniques from SE and HCI was provided,
including those from the literature review, to help with this step. A昀琀er that, the interviewer
inquired the participants about their thoughts on the suitability of the suggested process in
the industry.

Participant selection

吀栀e goal of this study was to interview persons who have experience in so昀琀ware develop-
ment. 吀栀at is, we considered so昀琀ware engineers suitable interview participants. In addition,
product owners and requirements engineers were invited, as the literature on the develop-
ment of explainable systems put a strong focus on RE. 87 practitioners were contacted via
di昀昀erent channels including LinkedIn (43 invitations), personal contacts (35 invitations) and
via one contact person in a company (11 invitations). In total, 19 experts accepted the invi-
tation, resulting in a response rate of 22%. 吀栀e main reasons for not participating were time
constraints, holidays, or workplace policy that prohibited participation.

Setting

All interviews were performed online via BigBlueBu琀琀on† or Jitsi Meets‡. All participants
agreed upon recording the interview. Based on the recorded data, the interviews were
transcribed. In addition, the collaborative tool Miro was used as a virtual board for the tasks.

Pilot interviews

吀栀ree pilot interviews were performed with PhD students, which resulted in changes to the
interview and tasks’ structure.

†https://bigbluebutton.org
‡https://meet.jit.si
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Data Collection

In total, 19 interviewswere conductedwith participants from seven companies. 吀栀e interviews
had an average duration of 60 minutes and were mostly conducted in German. Two interviews
were conducted in English. A complete overview of the participants is presented in Table 7.1.
吀栀e participants had an average age of 32.2 years (min: 23 years, max: 41 years, SD: 4.6 years)
and an average of 6.6 years of experience (min: 2 years, max: 17 years, SD: 4.4 years). Almost
half of them work in small companies with less then 50 employees, 昀椀ve work in medium-sized
companies with less then 250 employees, and 昀椀ve work in large companies with more than
250 employees.

Table 7.1: Overview of the participants’ demographics

Years of Company
ID Role Age experience size
1 Requirements engineer 37 17 small
2 Product owner 32 5 small
3 Requirements engineer 27 2 small
4 Developer 23 3 small
5 Developer 32 7 small
6 Requirements engineer 31 5 small
7 Developer 27 2 small
8 Developer 33 9 small
9 Developer 25 4 small
10 Requirements engineer 35 8 large
11 Developer 34 10 medium
12 Developer 28 6 medium
13 Developer 35 3 large
14 Product owner 29 5 large
15 Product owner 41 16 large
16 Product owner 34 2 medium
17 Requirements engineer 35 8 large
18 Requirements engineer 35 2 medium
19 Product owner 39 12 medium

Data Analysis

吀栀e 19 interview transcripts resulted in almost 95K lines of text. 吀栀e statements were deduc-
tively categorized based on the guidelines presented by Mayring [203] to systematically
retrieve insights from qualitative data. Accordingly, we divided the interview data into these
categories using activities, practices, and methodologies from SE or HCI in consideration of
the study’s overall objective. In addition, we examined the process sketches provided by the
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respondents and contrasted them with the research from the literature. Over the course of
several sessions, we debated the distinctions and combined the data until we arrived at a 昀椀nal
version of a process reference model consisting of six main practices and related techniques
that are categorized under respective so昀琀ware lifecycle phases. I will explore this process
reference model in section 7.3.

7.2 Practitioners’ Feedback

To evaluate the insights of the literature review, we conducted an interview study. All par-
ticipants stated that they use an agile so昀琀ware development process: 吀栀e smaller companies
use Scrum, the larger ones apply the V-model extended with SAFe. 吀栀ere is a time frame for
testing or evaluation at the end of each iteration. Furthermore, at the conclusion of each loop,
there is a time limit for testing or review. Participants stressed the signi昀椀cance of this feed-
back loop repeatedly. We compared the participant recommendations to the 昀椀ndings of the
literature in order to validate the 昀椀ndings of the literature review.
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Figure 7.1: Recommended techniques per phase or activity (n=19)

Regarding the techniques that can be used for elicitation, interpretation, negotiation,
and documentation §, participants suggested: interviews (73.7%), focus groups and work-
shops (57.9%), personas (47.4%), questionnaires (42.1%), brainstorming with customers and
colleagues (36.8%), scenarios (31.6%), and/or end user observations (42.1%). During design or
implementation, participants suggested: low-昀椀delity prototypes (84.2%) (such as mock-ups

§For simplification purposes, I refer to these activities in this chapter as “requirements analysis”
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and paper prototypes) and/or high-昀椀delity prototypes (26.3%). Prototypes were o昀琀en men-
tioned as a practice useful for requirements prioritization. For the veri昀椀cation and validation
usability tests (68.4%), end user observation (63.1%), interviews (36.8%), questionnaires (57.9%)
and/or A/B tests (52.6%) were suggested. Because our interview study used a small, unrep-
resentative sample, it is important to treat the results with caution because they cannot be
generalized based on statistics. 吀栀e outcomes of a study based on a representative sample
might di昀昀er.

Overall, the suggestions made by the participants are consistent with the research’s 昀椀nd-
ings. 吀栀e need for a comparison between users’ expectations and the system’s performance
was stressed by the participants at various points, even though they did not explicitly men-
tion mental models in their statements. In addition, the interviewees recommended practices
such as brainstorming sessions with the team or with stakeholders, and also end user observa-
tion. 吀栀e following sections discuss the main points raised by the interviewees. 吀栀ese points
include the signi昀椀cance of using an iterative and user-centered approach, the impact of process
type, how realistic the identi昀椀ed practices and techniques are, and the potential challenges of
implementing them in practice.

7.2.1 Iterative and User-Centered Approach

In summary, the participants were unanimously in favor of developing explainable systems
through an iterative process. However, it is important to keep in mind that all participants
work in an agile environment and may not be familiar with plan-driven approaches, which
may have in昀氀uenced their recommendation. All participants recommend an agile develop-
ment process because [sic] “agile procedures are iterative and allow changes to be made in
an uncomplicated way”. But since explainability is still relatively unknown and thus not
explicitly addressed in existing so昀琀ware processes, participants advocate for a trial-and-error
iterative procedure to develop explainable systems. 吀栀is way, the users’ understanding can be
constantly assessed, and the design can be changed to improve the system’s explainability.

One participant mentioned that the development of explainable systems is relatively inde-
pendent of the so昀琀ware development process and that it is also possible within a waterfall
development process, though it may take longer than agile approaches. Another participant
agreed that the waterfall development process, due to its sequential nature, may be less suit-
able for developing explainable systems because a perfect solution is unlikely to be found
upfront. One participant emphasized the importance of feedback loops in the process because
they allow for design adaptation based on user feedback.

All participants recommended an end-user-centered process for the development of
explainable systems. Since all participants stated that the development of explainable systems
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would be possible using the current development methodology in their companies, and o昀琀en
used the process as a base for their recommendations, we asked the participants if they see
any need for optimization. All participants agreed that implementing more end-user-centered
practices and techniques can aid in the capture of end-user requirements and the evaluation of
design decisions. According to eight participants, including team members in the evaluation
phase and making them aware of user feedback can help team members be琀琀er understand
current challenges and design concerns.

7.2.2 Realism and Challenges

Four participants stated that even the best development process for explainable systems would
be useless if the team is unaware of the signi昀椀cance and value of explainability. As a result, the
motivation for incorporating explainability should be clear to the team, and the team should
be convinced and inspired by its value. Giving its importance, explainability must be kept in
mind whenever changes or adjustments are made, just as security and usability are constantly
considered.

Finally, participants were asked about the suitability of their recommendations in light of
their company’s context. As an example, the interviewer mentioned resources such as time,
cost, or the number of employees in a company as possible factors in昀氀uencing the practi-
cability of the suggested activities and practices. All participants agreed that the activities
and practices could be integrated. 吀栀ree participants noted that the choice of the activities
and practices depends on each company’s resources, the team, and the product. Seven par-
ticipants concurred that a trial-and-error process is necessary until an ideal strategy for the
activities and practices that are most appropriate in the company’s situation, as well as how
to integrate them into the company’s particular context, is identi昀椀ed.

7.3 A Process Reference Model

A process model is an abstract description of a process. A process is an instance of the process
model. In contrast to the process itself, which is what actually occurs, a process model could
be used to specify how things must/should/could be done [204].

A process model is essentially a prediction of how the process will or should look like
in reality. During the actual system development, the process will be concretely deter-
mined [204]. 吀栀erefore, even if this thesis (or any other publication) o昀昀ers a process model,
the focus is rather on the identi昀椀ed practices and techniques. 吀栀is o昀昀ers more 昀氀exibility,
since these practices and techniques can be more easily integrated into any so昀琀ware process
that implements the so昀琀ware lifecycle, being waterfall or agile. One of the main distinctions
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between waterfall and agile methodologies is how the lifecycle is conducted. Agile is an incre-
mental and iterative approach that repeats speci昀椀c phases of the lifecycle; whereas waterfall
is a linear and sequential approach that conducts the lifecycle once.
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Figure 7.2: Six practices for developing explainable systems, related to the respective activities of the
requirements engineering process or so昀琀ware lifecycle

In the 昀椀gure, the activities of the requirements analysis process (elicitation, interpretation,
negotiation, documentation, veri昀椀cation & validation (V&V)), and some activities of the com-
mon development process (design, implementation) are depicted. 吀栀is is due to the fact that
these practices can be integrated into both the traditional approaches (which o昀琀en consider
the classic RE process) and the agile process. 吀栀is di昀昀erence is especially noticeable in frame
two (Design/Implementation/V&V). 吀栀ese three activities are present because explainability
requirements can either be designed and implemented directly into the system, depending on
the development stage, or be integrated in a prototype for veri昀椀cation and validation of require-
ments. 吀栀e arrow at the top of Figure 7.2 indicates that the activities can be iterated as needed.
吀栀e activities in blue were only mentioned during the interview study. In the following I will
discuss each of these practices, drawing parallels with the respective activities in the RE (or
so昀琀ware lifecycle) process.

7.3.1 Elicitation

吀栀e elicitation focuses on establishing a vision for the system to be produced, as well as gather-
ing su昀케cient information by focusing on stakeholders’ needs, goals, domain, and context. 吀栀is
information helps to formulate high-level requirements (or raw requirements) and to de昀椀ne
the system boundaries to facilitate the requirements analysis process.

Vision De昀椀nition

Before requirements can be speci昀椀ed, broader visions are developed. A vision can refer to
the capabilities, features, or quality aspects of a system [180]. A vision establishes the long-
term objectives of a project, makes it easier to communicate, helps de昀椀ne the project’s scope,
and increases the likelihood that a successful system will be created. It is possible to clear up
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misunderstandings regarding the system’s goals and stakeholders’ expectations by creating a
shared vision and ge琀琀ing a handle on the crucial quality aspects that the system must take
into account [180, 26].

吀栀erefore, the 昀椀rst thing that needs to be determined when establishing a vision is if and
how explainability actually adds value for stakeholders. A昀琀er all, explainability should only be
considered if it is identi昀椀ed as a need [12] and if it aggregates value to the system since in some
cases the cost of explanationsmight outweigh their bene昀椀ts [118]. 儀甀alitative techniques (e.g.,
brainstorming sessions, focus groups) can be used to support this discovery [205].

Stakeholder Analysis

Understanding the user is one of the main aspects that in昀氀uence a positive impact of explain-
ability in a system. So昀琀ware engineers must understand the users, their cognitive behavior,
their a琀琀itudes and the characteristics of the tasks that they must perform [206]. Once again,
qualitative techniques such as interviews and ethnographic studies provide important infor-
mation on the actual needs and expectations of users with regard to the system and the
information to be received.

It is important to pay special a琀琀ention to understanding the existing stakeholder groups
in the case of explainable systems (cf. section 3.2). Identifying stakeholder groups is critical
for determining which interests and needs the relevant stakeholder groups have in terms of
explainability [23]. Di昀昀erent stakeholders have di昀昀erent goals and needs for the information
system, as well as other requirements for explanations. Again, qualitative approaches such as
interviews and end user observation provide valuable information on users’ genuine needs and
expectations regarding the system, where explainability may be required in the system, and
how explanations should be designed [207, 208]. 吀栀emost frequent techniques used to achieve
these goals are interviews, personas, scenarios, questionnaires, focus groups, and workshops.
A昀琀er vision de昀椀nition and stakeholder analysis, broad quality goals, explainability goals, or
raw requirements may be set, which can be further re昀椀ned over the subsequent practices and
activities.

7.3.2 Interpretation and Negotiation

Interpretation helps to make sense of all the data gathered during elicitation and helps to
achieve a deeper and more precise understanding of the raw requirements. 吀栀is data is
analyzed and classi昀椀ed into quality goals, functional requirements, design ideas, existing con-
straints, etc. 吀栀e raw requirements are re昀椀ned into requirements based on these categories.
Gaps, ambiguities, con昀氀icts, and dependencies are identi昀椀ed to be clari昀椀ed during negotiation.
Negotiation is used to resolve these con昀氀icts and to prioritize the requirements based on the
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de昀椀ned quality goals. 吀栀e project constraints and system aspects also need to be considered
within these activities, including what is feasible given budget, time, technology constraints
and other limitations.

Back-End Analysis

During back-end analysis, the logic of the algorithm is assessed or planned in relation to the
goals of explainability. 吀栀e 昀椀rst step in this activity is to establish whether the system compo-
nent that needs to be explained already exists (e.g., explainability must be integrated into an
existing system) or if the algorithm still needs to be developed (e.g., a system developed from
scratch). 吀栀e 昀椀rst thing to think about is whether the algorithm that needs to be explained
(from now on, referred to as “back-end algorithm”) is interpretable [209]. Consider the case
where the back-end algorithm is based on a ML model. Although ML models, particularly
deep learning, can produce accurate system outputs, they are frequently referred to as “black
boxes” because it is di昀케cult to comprehend their rationale [70]. Even data scientists frequently
have trouble understanding how algorithms produce the models and how the models generate
the results [210]. In the ML domain, a model is considered interpretable when it is possi-
ble to determine why it produces a speci昀椀c outcome. In a nutshell, the more interpretable a
model is, the easier it is to explain its rationale and outcomes. When the back-end algorithm
is comprised of an uninterpretable model, other explainability techniques (such as post-hoc
explanations) must be used to explain it [70]. Another example of a factor to consider during
back-end analysis is whether the desired explanations call for global or local interpretability,
since the algorithmic strategy to be used will also depend on it. Local interpretability refers
to explaining each individual prediction, whereas global interpretability frequently refers to
understanding how a model functions in general [211].

吀栀us, it is crucial to assess and specify which explainability approach is necessary and fea-
sible in light of the algorithm and the aspects that need to be explained [209]. Communication
among team members is crucial for determining whether there are any technical constraints
impeding or limiting the achievement of the explainability goals and for developing appropri-
ate solutions [158]. Suitable techniques are workshops, brainstorming sessions and interviews
with team members.

Trade-o昀昀 Analysis

During trade-o昀昀 analysis, it is important to evaluate how explainability interacts with other
quality aspects. In chapter 6, I explored the interaction between explainability and other qual-
ity aspects and how explainability can have both a positive or negative impact on the quality
landscape. 吀栀is negative or positive impact depends, in the end, on the design decisions toward
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explainability. During this activity, knowledge catalogues (such as the one proposed in this
thesis) are useful artifacts that can assist so昀琀ware developers in avoiding quality-related con-
昀氀icts and determining the best techniques for achieving the intended quality outcomes [12]. As
a result, practitioners should concentrate on design choices and interactions to make explain-
ability a powerful catalyst for other essential quality a琀琀ributes in contemporary systems. 吀栀e
same practices recommended for back-end analysis can be applied during this activity. Exist-
ing approaches and tools to support practitioners in the identi昀椀cation of con昀氀icts between
NFRs can be either experience, model or mathematically based [212, 213]. Requirements
catalogues can be used during various phases of so昀琀ware development projects, including
elicitation and architecture design [17], and also during trade-o昀昀 analysis to identify the
interdependencies between requirements [97].

For instance, it may be that what is needed to satisfy explainability is limited by the project
constraints, or that providing a speci昀椀c type of explanation is not in the interest of the com-
pany, as trade secrets may be revealed. Stakeholders such as executives, managers, developers,
usability designers, law scholars and system architects may be heard during requirements
negotiation in order to reconcile possible con昀氀icts between stakeholder objectives and to
prioritize requirements.

7.3.3 Documentation

吀栀e purpose of documentation is to persistently and e昀케ciently represent and store the knowl-
edge related to the requirements. 吀栀e needs of the stakeholders are converted into wri琀琀en
speci昀椀cations and diagrams that can be read, reviewed, and used for this purpose.

Requirements and Mental Models

To de昀椀ne requirements, it is necessary to compare and understand the goals of the various
stakeholders in the process, as well as how these goals result in what is expected from the
system in terms of communication with the user. 吀栀e concept of mental models [214] (which
has long been studied and discussed in particular in the HCI community [215, 216]), refers
to the mental image that users have of the behavior of a system. Mental models o昀昀er a deep
understanding of people’s motivations and thinking processes [217]. 吀栀e closer the system is
to the user’s mental model, the be琀琀er the usability and understandability of the system. Mental
models can be used to capture expectations regarding the understandability of a system [218,
208, 219], supporting the de昀椀nition of requirements.

Users typically have certain expectations for how a so昀琀ware system will behave when
they use it. 吀栀e users’ implicit mental models of the system are formed by these expectations.
Confusion arises whenever the system’s actual behavior di昀昀ers from the users’ implicit mental
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models. 吀栀is is critical because if users are dissatis昀椀edwith the results, theymay be dissatis昀椀ed
with the system as well. One way to mitigate this and plan around those expectations is to
develop explicit mental models that foretell users’ confusion in order to counteract it. By doing
so, it might be possible to provide appropriate explanations when they are required [2].

Figure 7.3 illustrates the process of confusion and creating explicit mental models to
counteract and predict confusion.

Figure 7.3: Implicit and explicit mental models (extracted from [2])

For instance, a昀琀er back-end and trade-o昀昀 analysis, an expert mental model can be de昀椀ned.
An expert mental model represents the planned behavior of the system, as de昀椀ned by the
designers (e.g., experts). Expert mental models can be used to capture how the system should
be understood and how an explanation can aid in understanding. When de昀椀ning or re昀椀ning
requirements, practitioners can use expert mental models as a reference. 吀栀ese expert mental
models can then be compared to the users’ mental models to assess the system’s understand-
ability or the quality of the explanations. Essentially, mental models can help de昀椀ne the right
requirements and make the right design decisions.

吀栀ink-aloud and other traditional methods of usability testing [5, 220] should be put in
place to evaluate the e昀昀ect of explainability. In addition, templates for writing requirements,
as well as frameworks and quality models can be developed to assist in the documentation and
to assist in the understanding of the requirements. 吀栀ese artifacts will be explored in more
detail in chapter 8.

7.3.4 Design, Implementation, V&V

吀栀e purpose of validation and veri昀椀cation is to examine the elicited and elaborated require-
ments formally and substantively. While veri昀椀cation examines whether elaborated require-
ments and elicited requirements are consistent, validation looks to see if the requirements are
in line with the established quality goals and the needs of the stakeholders. 吀栀e main goal of
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design and implementation is to translate these requirements into design solutions or in the
corresponding code that can be implemented in the system.

Explainability Design

So昀琀ware engineers must decide on the details of the explanations based on the requirements
during this activity. Design elements that are crucial for explanations should be speci昀椀ed
during this phase, including: whether explanations should be interactive or static, what lan-
guage to use (e.g., formal or informal), when to present explanations (e.g., before or a昀琀er
an event), and how to present the information (e.g., audio, text, and other user interface
aspects) [209, 69]¶. Prototypes, both low-昀椀delity and high-昀椀delity, are helpful for presenting
design concepts and di昀昀erent types of explanations during explainability design. 吀栀is enables
quick visualization and discussion of design concepts prior to implementation. Prototypes
can be tested for e昀케ciency and to see if they meet the explainability requirements. Once these
design decisions have been made, the project’s development culture can proceed as usual to
implement them.

Prototype review has been especially e昀昀ective in identifying usability issues and optimiz-
ing the design of users interfaces. Building prototypes allows the team to capture and validate
assumptions about the desired so昀琀ware characteristics [115]. Prototyping is widely used in
usability engineering and is a lightweight way to test a system [205]. It allows to collect
feedback from stakeholders to validate whether the requirements meet their expectations.
Prototypes can be validated with real user groups, assessing whether the explanations ful昀椀ll
their needs or hurt usability. 吀栀e use of mock-ups can help to identify design 昀氀aws and to
assess the e昀昀ect of explanations on user experience. It is also possible to compare whether the
represented model of the system (e.g., how the system is presented to the user) matches the
users’ mental models.

Evaluation

吀栀eevaluation determines whether the system is explainable, that is, whether the explanations
are adequate or should be improved. Because the e昀昀ectiveness and quality of an explanation
are subjective, the focus of this practice is on end-user feedback combined with prototype
or version testing (A/B tests) [221]. Evaluating the explainability of a system is challenging,
as each individual has di昀昀erent cognitive processes while understanding something [221].
Understanding the cognitive processes of end users is critical because explanations 昀椀ll knowl-
edge gaps. Mental models play, again, an important role, being an important aspect of the
evaluation since they provide a good way to capture cognitive processes [208]. 吀栀e users’

¶These elements will be discussed in-depth in chapter 8.
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mental models and the expert mental model can be compared during evaluation. When the
end-user model di昀昀ers from the expert model, it indicates misconceptions or issues with the
explanations or the requirements that need to be 昀椀xed by changing the system itself, the
requirements, or the explanations that are given [208, 76].

7.3.5 Limitations and Threats to Validity

Since the 昀椀ndings are based on information from 19 interviews and 80 publications, they
should not be overly interpreted. However, I believe the data is su昀케cient for this preliminary
analysis. Future studies are required to expand on these 昀椀ndings and create more in-depth,
precise results that increase the reliability of the conclusions.

吀栀e fact that the interviewer could think about questions on the 昀氀y may have jeopardized
the validity of the interview study. Because questions can be posed in a way that e昀昀ects the
answer, a researcher bias could have been introduced. To reduce this risk, I examined and
discussed the interview protocol with the interviewer before to the interviews to determine
the appropriate interview strategy and minimize threats.

A rigorous review procedure was followed. While one of the writers prepared and carried
out the two investigations, I reviewed each stage of the research. In addition, for the inter-
view study, we conducted pilot interviews, which resulted in minor changes to the questions
and interview structure. We carefully extracted and discussed relevant information from the
publications and from the interview transcripts throughout data analysis.

Because there are still very few development teamswith experience in creating explainable
systems, the insights collected from the interviews are based on a hypothetical situation. As
a result, it is probable that the concepts that arose from the interviews are not applicable in
industry. Future studies should consider a real-world environment. All interviewees also work
in an agile se琀琀ing, which in昀氀uences their views on plan-driven methodologies and limits the
scope of potential solutions obtained from the interview study. Furthermore, the 昀椀ndings do
not cover every stage of the so昀琀ware lifecycle equally.

7.4 Summary

吀栀e 昀椀ndings of a literature review were combined with the perspectives of practitioners gath-
ered through an interview study to compile a set of practices and corresponding techniques
for the development of explainable systems. Practitioners believe that existing user-centered
approaches and practices are e昀昀ective when dealing with explainability in a so昀琀ware project,
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which supports the 昀椀ndings of the literature. 吀栀e participants also expressed familiarity with
these practices and techniques. Based on this analysis, RQ3 can be answered:

Answering RQ3
I propose six practices that should be considered when developing explainable information
systems: vision de昀椀nition, stakeholder analysis, back-end analysis, trade-o昀昀 analysis, explain-
ability design, and evaluation. 吀栀ese practices can be supported by user-centered techniques
such as end user observation, interviews, questionnaires, personas, prototypes, focus groups,
workshops, brainstorming sessions, scenarios, storyboards, A/B and usability tests.

In section 4.7, I discussed how heuristics based on well-known usability principles can
avoid some of the possible negative e昀昀ects of explanations on usability and presented the
assumption that usability-related practices and techniques (which are mostly user-centered)
could help to prevent negative e昀昀ects of explanations on usability and be useful for explain-
ability in general. 吀栀e results in this study support this assumption. 吀栀is assumption had not
yet been validated beyond that survey and, more importantly, the feedback of so昀琀ware experts
on whether this approach is compatible with the reality of the industry was still missing. 吀栀e
research discussed in this chapter revealed that these user-centered practices and techniques
are also used in the works examined in the literature for the development of explainable sys-
tems. Additionally, the feedback from experts in the so昀琀ware industry indicate that these
practices and techniques are also applicable in practice, demonstrating alignment between
research and practice.

In fact, established UCD best practices and usability engineering methods should be a core
part of every so昀琀ware development activity [222]. Hehn and Uebernickel argue that usability
engineering should be integrated into the RE process, combining the human-oriented aspect of
the former with the more formal, technology-driven aspect of the la琀琀er [223]. Many authors
advocate for the incorporation of a user-centered development strategy in the development
of explainable systems (cf. [224, 219, 196, 12, 225]). By integrating more user-centered prac-
tices, there is a shi昀琀 of focus in systems development towards pu琀琀ing the goals, needs, and
wishes of the users or the addresses of explanations in the 昀椀rst place. 吀栀ere are two crucial
reasons for integrating UCD practices into the development process of explainable systems:
An explainable system o昀昀ers explanations to 昀椀ll in knowledge gaps that are highly personal
to each addressee. Additionally, explanations serve as a channel of communication between
humans and machines [226].

吀栀e results also point to the use of practices rather than methods. First, this goes in line
with 昀椀ndings from recent research on so昀琀ware development processes showing that practices
appear to be way more important than methods, as the use of practices does not depend on
the selected development process [227, 228], making the practices and techniques applicable
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in either waterfall or agile development environments. Second, there is evidence that many of
the research community’s contributions have not been adopted by practitioners, because it is
o昀琀en di昀케cult for practitioners to 昀椀nd a way to incorporate new research ideas into their busy
workdays [114]. 吀栀e major concern of so昀琀ware professionals is cost, both in terms of time
and money [229]. As a consequence, embracing existing practices and techniques rather than
introducing new ones that increase costs is a favorable option [12].

During the study, it was possible to identify a special emphasis on the requirements process
and on validating these requirements, both in the literature and in the interviews. 吀栀erefore,
I decided to focus on the RE activities. I contend that the development of explainable sys-
tems heavily relies on meticulous requirement analysis, as well as how those requirements
are implemented and transformed into explanations, and how those explanations are displayed
on the user interface. 吀栀erefore, requirements-related activities in the process (whether in a
traditional or agile se琀琀ing) should be given special a琀琀ention.

In this chapter, I proposed six practices that support the development of explainable sys-
tems systems as well as user-centered techniques to support these practices. In the next
chapter, I will explore how to facilitate these practices with help of a quality framework for
explainability.
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8
A 儀甀ality Framework for Explainability

儀甀ality aspects are abstract ideas that are o昀琀en di昀케cult to realize and transform in so昀琀ware
requirements. Since quality is so elusive, e昀昀ort must be made to make it as tangible and
measurable as possible. 吀栀erefore, according to Boehm [140], mapping abstract aspects to
quanti昀椀able elements during RE facilitates the evaluation of so昀琀ware products and helps to
propose concrete solutions (i.e., operationalizations) for achieving a desired quality goal. In
the case of explainability, these operationalizations essentially translate into explanations (the
means to achieve system explainability). 吀栀us, it is important to know what characteristics
the explanations must possess and how to evaluate their e昀昀ect on desired quality aspects.
Since explainability is a relatively new NFR, there is presently li琀琀le guidance to support RE
for explainable systems. In particular, guidelines and frameworks that o昀昀er an overview of
features of explanations are missing.

To bridge this gap, this thesis proposes a framework that links the dependencies, character-
istics, and evaluationmethods for integrating explanations in information systems, facilitating
RE. 吀栀e framework was constructed based on the results of a literature study, in which the
following three aspects were identi昀椀ed 1) the in昀氀uences on explanations (or dependencies), 2)
the characteristics of explanations, and 3) forms of evaluating explanations. 吀栀e framework

The research described in this chapter was partially performed in collaboration with three researchers:

Florian Herzog, Verena Klös, and Kurt Schneider. Some of the results were published in [230] and [231],

on which this chapter is based. As a result, I occasionally use the pronoun “we”.
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should support the creation of quality models for explainability and guide the speci昀椀cation of
explainability requirements for information systems.

儀甀ality aspects may become concrete and operational through re昀椀nement [16]. By spec-
ifying requirements, one can determine what a system should and should not do, which
allows so昀琀ware engineers to compare if a system is achieving the expected goals. Accord-
ing to Schneider [19], a step-by-step approach can be taken from abstract quality notions to
measurable quality requirements to facilitate the speci昀椀cation of quality requirements. 吀栀is
approach considers three abstraction levels: abstract goals, concrete characteristics, and mea-
sures or indicators [19, 232]. 吀栀e idea behind the approach is to work top down and closely
involve customers in the process. By following the approach, it is possible to derive qual-
ity models, since the framework supports the modeling of quality aspects, the derivation of
requirements, as well as the analysis and strategies to ful昀椀ll and measure these requirements.
吀栀ese “three abstraction levels” work as a foundation for the structure of the here proposed
quality framework.

While there have been several proposed models, taxonomies or frameworks for the inte-
gration of explanations (cf. chapter 2), most of the publications are focused on speci昀椀c domains
and do not address explainability for information systems in general. Furthermore, there is
still a lack of contributions regarding methods and concepts related to RE. 吀栀e framework
proposed in this thesis di昀昀ers from others in the two following ways. First, there are no spe-
ci昀椀c works focusing on quality frameworks for explainability. Second, the other works focus
on speci昀椀c types of systems such as AI or recommender systems. 吀栀e goal of this work is to
provide a quality framework that can be used as a basis and be generalized to more types of
systems.

8.1 Methodology

吀栀e proposed framework is a structured collection of 昀椀ndings and recommendations from
literature that focus on the design of explanations. To this end, seven works that present
models, taxonomies or frameworks for the integration of explanations served as a base for the
framework. 吀栀e concepts were combined and restructured based on the data obtained from
the other publications in the literature.

吀栀e research approach consisted of three steps, namely 1) the data collection through a
literature study, 2) the structuring of the collected data in a framework, and 3) the application
of the framework in a case study, combined with an experiment and a quasi-experiment (dis-
cussed in chapter 9). As a foundation for the framework, we used an existing structure that
takes three abstraction levels into account: abstract, concrete, and measurable [19]. 吀栀e goal

101



of the study was to answer research question RQ4, and its corresponding sub questions 4.1,
4.2, and 4.3.

To identify in昀氀uences on explanations, characteristics of explanations, and forms of eval-
uating explanations, a literature search in the 昀椀elds of explainability and HCI was performed,
with focus on relevant aspects for the design of explanations, their presentation on the user
interface, and their evaluation. All steps required to get an overview of existing literature were
performed, namely 1) de昀椀nition of the search string, 2) de昀椀nition of inclusion and exclusion
criteria, 3) selection of the database(s), 4) de昀椀nition of the termination criterion, 5) execu-
tion, and 6) data analysis. 吀栀e literature study took place in May 2021. Four databases were
searched, namely ACM Digital Library, IEEE Xplore, Science Direct, and Springer Link. 吀栀e
search led to 58 papers that were considered relevant with regard to our research questions.
More details on the literature study are provided in Appendix D.

8.1.1 Literature Study

吀栀e framework is a structured collection of 昀椀ndings and recommendations from literature in
the 昀椀elds of explainability and HCI. To this end, we derived data from the following seven
works that present models, taxonomies or frameworks for the integration of explanations,
and added insights from the other literature that were examined. An overview of the aspects
that were identi昀椀ed and their respective sources can be found in the list of references in
Appendix D. Below, I discuss the seven works that were used as a theoretical base for the
framework.

Nunes and Jannach [69] propose a taxonomy for explanations in recommender systems
based on results from a literature review. 吀栀e taxonomy is composed of general facets asso-
ciated with explanations such as their generation approach, and interface aspects such as
explanation content and presentation form. 吀栀e authors also investigated how explanations
are generated, presented to the users and evaluated. Ribera et al. [233], propose a four-step
approach to integrate user-centered explanations into AI systems. 吀栀e authors recommend
that explanation designers ask themselves what is the reason for the integration of explana-
tions (why?), de昀椀ne which part of a system should be explained (what?), and how explanations
should be presented to users (how?).

Arrieta et al. [70] proposed a taxonomy that maps ML models to the explanations they
produce. 吀栀e taxonomy should serve as an artifact that supports professionals in the imple-
mentation of AI methods in organizations. 吀栀e authors also investigated the relationships
between di昀昀erent concepts related to the 昀椀eld XAI. Sokol and Flach [80] proposed a framework
with 昀椀ve dimensions to compare and contrast explainability approaches, identify possible
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problems, and support in the choice of explainability methods for speci昀椀c cases. 吀栀ey discuss
key aspects such as the explainability goals and the target audience.

Chari et al. [234] propose an explanation ontology that models a琀琀ributes of explanations,
the role of explanations, user a琀琀ributes, di昀昀erent literature-derived explanation types, and
a琀琀ributes visible in the interface. 吀栀e goal of the ontology is to allow explanations to be
assembled automatically by AI tasks. Kouki et al. [235] de昀椀ne seven distinct dimensions for
the user interface design of explanations in recommender systems. 吀栀ese dimensions contain
six generally applicable categories including the presentation (e.g., text- or graphic based),
grouping, information density, abstraction level, and visualization. Van der Waa et al. [236]
de昀椀ne three sets of practical recommendations to improve user evaluations for XAI. 吀栀ey
categorize their recommendations into constructs, relations, use cases, experimental context,
and measurements. 吀栀e authors highlight the importance of appropriate use cases for user
evaluations in combination with the experimental se琀琀ing.

8.1.2 Data Analysis: Building the Quality Framework

To build the quality framework, three abstraction levels were de昀椀ned based on the adopted
structure: an abstract level that groups aspects that in昀氀uence the requirements on explana-
tions and help to elicit and de昀椀ne the desired quality goals and the existing constraints, one
concrete level that groups the characteristics of the explanations themselves and shape the
design choices toward explanations and the related functional requirements, and one measur-
able level that summarizes the evaluation methods and metrics that can be de昀椀ned to assess
if the concrete choices help to achieve the established quality goals. Next, the literature was
analyzed based on the research questions. In a 昀椀rst iteration, a researcher created the cate-
gories in the model under my supervision, based on the concepts extracted from the seven
publications listed in subsection 8.1.1. We discussed the categories, and I analyzed the ideas
and the papers in parallel. We discussed disagreements until we reached a consensus.

吀栀e categories were organized in each level and the 58 papers were investigated to identify
further information belonging to each of the three abstraction levels and re昀椀ne the categories.
A list of aspects based on the publications was compiled (cf. Appendix D). 吀栀is list was dis-
cussed and re昀椀ned over the course of several sessions until we produced a beta version of the
framework.

We gathered feedback on this version during a workshop in a case study (chapter 9). Based
on this feedback, we re昀椀ned the framework once more, mostly changing the visualization and
layout. Finally, the framework was adapted once more to include the concepts explored in
chapter 6, chapter 7, and to include feedback from a focus group with three requirements
engineers. During this focus group, I asked the participants to o昀昀er critical feedback on the

103



framework a昀琀er asking them to read the related publication (cf. [230]). 吀栀eir comments were
likewise mostly focused on visual elements. 吀栀ey suggested that the constraints should be
visually separated from the objectives, since the constraints restrict objectives (this motivated
me to separate both and highlight this in昀氀uence with a red arrow.). 吀栀ey also suggested that
each level be color-coded and related with the practices identi昀椀ed in the research. 吀栀e two
former versions of the framework are presented in section D.2 (Appendix D).

8.2 A 儀甀ality Framework for Explainability
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Figure 8.1: The explainability quality framework

Since the ability to translate real-world aspects into so昀琀ware requirements is essential to
so昀琀ware quality, the framework (Figure 8.1) is thought to assist in this process. 吀栀e practices
covered in chapter 7 are located to the right of the framework. In the 昀椀gure, it is possible to
see how each level of the framework supports the suggested practices. In chapter 9 we will
see how this happens in detail in practice, based on what was observed in the case study.
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吀栀e framework can have several applications. 吀栀e most general is to help requirements
engineers identify relevant aspects for explainability during RE. A more speci昀椀c application is
to use it as a basis for building quality models for explainability that can be used to guide the
speci昀椀cation of requirements from abstract quality aspects into more 昀椀ne-grained constructs
that can be measured in the lowest level of the model [237].

吀栀e framework is divided in three levels: dependencies, characteristics and evaluation. 吀栀e
former two levels are directly related to explainability requirements, while the la琀琀er summa-
rizes methodologies for evaluating the quality of explanations and their impact on a system.
Each level is further divided into categories that function as a collection of aspects that are
essential for that level. Six categories of aspects connected to the dependency and character-
istic levels were identi昀椀ed in the literature: the context where the system is used, the objectives,
the possible existent constraints that limit the and in昀氀uence the objectives, the demand, the con-
tent of explanations, and aspects of presentation. For instance, the demand, the content, and
the presentation are essential to determine the characteristics of the provided explanations.
Furthermore, the levels above have an e昀昀ect on the levels below: dependencies in昀氀uence the
characteristics of explanations (which are the design decisions) and both in昀氀uence the choice
of evaluation methods. Moreover, the e昀昀ects of explainability can be evaluated in two degrees
of granularity: one can evaluate the explanations as such or measure the impact of the expla-
nations on the system. To evaluate the quality, the method as well as the metrics or indicators
should be de昀椀ned.

Each category is explored in the following subsections. Note that some parts of the frame-
work are not intended to be complete, but show typical examples from the literature study. In
Figure 8.1, this is indicated by “e.g.”.

8.2.1 Dependencies

Dependencies are abstract aspects that impact the design of explanations, such as the objec-
tives, the constraints, and the context. 吀栀ey are related with “real-world” aspects that have
an impact on the system and on the explanations. In addition, the dimensions presented in
chapter 3 and applied in chapter 6 also have an in昀氀uence on the objectives, constraints and
context. 吀栀e context, for example, will be in昀氀uenced by users’ individual needs and expecta-
tions, which will then in昀氀uence the characteristics of explanations, such as the level of detail to
be provided. Similarly, laws and regulations might impose constraints that must be observed
and respected during system design and requirements de昀椀nition.
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Objectives and Constraints

Objectives are the pursued quality goals in a system. Constraints refer to a “requirement that
constrains the solution space beyond what is necessary for meeting the given functional, per-
formance, and speci昀椀c quality requirements” [93]. Objectives are established according to the
needs of each particular project and context, while constraints limit the solution space toward
these objectives. 吀栀ese objectives and constraints help to de昀椀ne the quality goals and help to
de昀椀ne the purpose of explanations in the system (i.e., explanation purpose). For instance, while
an objective can be to increase the system’s transparency through explanations, stakeholders
can be hesitant to explain certain aspects, because of existing trade secrets (a constraint). 吀栀e
process of se琀琀ing goals based on objectives and constraints involves a trade-o昀昀 between what
is desired and what is feasible.

吀栀e objectives are divided into three subcategories: business goals, users’ perception, and
explanation purpose. 吀栀ese three subcategories are an example of the aspects that should be
in focus when considering explainability from an SE point of view: 吀栀e goals associated with
explainability are established by focusing on the business and on the user. In chapter 6, I sum-
marized 57 quality aspects that can be a昀昀ected by explainability. 吀栀ese aspects are examples
of objectives or constraints for the integration of explanations in a system [87]. Some exam-
ples of the most common objectives for considering explainability in a system found in the
analyzed publications are: trust [87, 238], satisfaction [69, 174], scrutability [239, 240] e昀昀ec-
tiveness [239, 241], e昀케ciency [174, 173], transparency [239, 12] and persuasiveness [242, 243].
Please keep in mind that these are just examples based on the 昀椀ndings of the literature study,
and I do not claim that they are the only or most important goals to pursue in explainable
systems.

Business goals Business goals are the primary pursued quality goals in a system. In the case
of explainable systems, it is either true that explanations must contribute to the achievement
of these objectives, or explanations must at the very least not con昀氀ict with them. 吀栀ey are
developed from a corporate viewpoint in collaboration with the client, and can, in essence, be
any quality aspect that stakeholders want to meet or enhance and can be considered as the
“general quality goals” [19]. Common business goals are system acceptance and usage increase.

Users’ perception 儀甀ality is o昀琀en de昀椀ned in terms of the 昀椀tness of the product for its pur-
pose, considering di昀昀erent stakeholders [244]. Perception can be seen as a belief or opinion,
or the way that someone thinks and feels about a company, product, or service [245]. When
we discussed the de昀椀nition (cf. section 6.2), the importance of the interlocutors receiving the
explanation became clear. 吀栀erefore, the same idea applies here. 儀甀ality goals should also
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be founded on the user’s perception and on their needs. Explanations should have a positive
impact on how users perceive the system. 吀栀is subcategory includes quality objectives that are
related to user perception and can be in昀氀uenced by providing explanations. It considers the
quality of the explainable system in light of the user’s expectations and needs [246]. 吀栀erefore,
user perception goals are those goals that are to be perceived directly by the end user of the
system. 吀栀ey contribute to the achievement of business goals. As a result, this subcategory is
linked to quality goals that are more relevant to users or quality in use (i.e., 昀椀rst dimension)
and includes quality aspects that are more related to how the user should view the system in
the case.

Explanation purpose Explainability can be seen as an enabler: a way to achieve given
quality aspects in a system. In other words, explanations can be seen as a means to an end [87].
In this sense, the quality goals related to the explanation purpose are more speci昀椀c than the
other goals, and refer to the immediate purposes of explanations [239, 238], i.e., the aspects
that shall be improved by explanations. 吀栀ey can be derived from business goals or goals
related to the users’ perception. For instance, explanations can be speci昀椀cally designed to
improve the understandability or transparency of a system, which are foundational aspects
of explainability (as depicted in Figure 6.4, chapter 6). By improving the understandability
of the system, it is possible to achieve a be琀琀er user experience [12], which was previously
de昀椀ned as a business goal. 吀栀us, by de昀椀ning and achieving the speci昀椀c goals of explainability
(understandability and transparency), other quality goals (user experience) can be achieved.

Context

吀栀e context is the interaction between a user, a task, a system, and the environment [94, 87].
吀栀e context is tied to the in-depth thought processes of users and the underlying structure of
their activities [247]. Furthermore, the context of an explanation is linked to the in昀氀uences
that directly a昀昀ect the system and may be used to derive requirements for explanations. 吀栀is
category in昀氀uences both the objectives and constraints as well as the design decisions. For
instance, the aspects listedwithin each of the three subcategories (user, task, and environment)
directly in昀氀uence the need for, the content of, and the presentation of an explanation in the
system. 吀栀e quality of a tool can be estimated by how well users can use a tool in their
environment to perform their tasks.

User Users are the persons who interact with the system and to whom the explanations must
be tailored. In explainable systems, they are also the addressees of explanations [62, 87]. How-
ever, it is important to point out that the addressee can belong to di昀昀erent stakeholder groups,
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since a system can have di昀昀erent users (and di昀昀erent users need di昀昀erent kinds of explana-
tions). 吀栀e most frequently mentioned user-related characteristics in the literature are the
cultural and technical background, as well as the domain expertise [239, 248, 87]. 吀栀e cultural
background does not merely mean culture in terms of nations or territories but also in terms
of social groups [102]. Furthermore, technical background and domain expertise [248] refer
to the di昀昀erent levels of background knowledge that the addressees might have that, in turn,
contribute to di昀昀erent requirements on explanations. Users are generally considered either
novices or experts (or something in-between) with respect to their technical backgrounds or
on a given domain [5].

Task Tasks are actions that must be carried out as part of a process for the user to achieve
their objectives with the aid of the system. To identify how explanations might help users
achieve their intended goals, it is crucial to understand the structure of the tasks, the actions
involved, and other speci昀椀cs on how users perform their tasks to achieve their intended goals.
Some aspects that are relevant in a task are the time dependency (when the task should be per-
formed), and the complexity and the duration of the task (length). 吀栀ese three characteristics
also in昀氀uence the requirements for explanations [80, 249].

Environment 吀栀e task to be performed is also closely related to its environment. 吀栀e envi-
ronment is de昀椀ned by the external circumstances a昀昀ecting the system. 吀栀is includes the
general area of application of the system which, among others, de昀椀nes the criticality of a
system. 吀栀e type of interaction (e.g., per voice, haptic, etc.) between user and system also
depends on the environment and has an e昀昀ect on the type of explanation that users need to
receive [250, 251, 80].

8.2.2 Characteristics

吀栀is level refers to the characteristics of explanations per se. It lists design aspects of explana-
tions. 吀栀us, it directly in昀氀uences speci昀椀c design choices and functional requirements related
to explainability. It is important to note is that the options presented are not necessarily
mutually exclusive. 吀栀is means that an explanation does not have to 昀椀t only one property; it
is also possible to have properties that fall somewhere in between two possibilities. It is also
not necessary that an explanation ful昀椀lls all aspects, since not all categories apply to every
context.
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Demand

吀栀is category contains aspects related to the initiative and timing. 吀栀e demand speci昀椀es the
certain point in time when explanations are provided and who has the initiative of delivering
or requesting explanations.

Initiative Initiative refers to the trigger for explanations in a system. 吀栀e system either
autonomously provides an explanation or explanations can be requested manually by the user.
吀栀is reverberates the result of the survey (cf. subsection 4.3.3), when users were asked when
they would like to receive an explanation. In the best case, the participants demonstrated that
they would like to receive on demand explanations whenever they need them. Because this is
not always practicable, so昀琀ware engineers must carefully choose when to o昀昀er explanations,
taking into consideration dependencies such as the context factors (the user, the task, and the
environment) to help stipulate the initiative.

Timing 吀栀e timing refers to when an explanation is given. For example, explanations can be
shown before, during, or a昀琀er an event in the system [251, 80, 61]. Accurate timing is essen-
tial for human brain function and it shapes and supports brain function and how humans
perceive and react to inputs [252]. 吀栀erefore, timing is also an important aspect of informa-
tion processing and how users will make sense of the received information and react to it
during system use. Timing gets even more important in the context of critical systems, when
understandability is crucial for quick decision-making. 吀栀is was also re昀氀ected in the survey
results (cf. subsection 4.3.1), since participants seemed to have a greater need for explanations
while driving.

Content

吀栀e content considers the information conveyed in the explanation. 吀栀is category is divided
into information type, information density, and adaptivity.

Information type Information type considers the aspects of a system that should be
explained. 吀栀e information found in the literature was classi昀椀ed into the following categories:
about aspects of the context, causality information for an event or behavior, or about the
system’s inner logic. Context-speci昀椀c information refers to the underlying data, namely the
impacts and events associated with a certain context [253, 240]. Explanations about causality
are more speci昀椀c than context information, since they convey information about correlations
between inputs and outputs in the system, as well as the speci昀椀c reason for a certain system
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behavior or decision [242, 254]. Explanations about inner logic disclose details about how a
system’s algorithms work, as well as system processes, i.e., the system’s rationale [234, 255].

Information density 吀栀e information density is the amount of information that is pre-
sented [233, 235] or the abstraction (or granularity) level of this information [256, 257]. For
instance, usersmay receive an explanation containing only partial information about an aspect
that does not necessarily cover all details (e.g., all details of the system’s rationale) so to not
overwhelm them. Explanations can range from very detailed and speci昀椀c to more general and
abstract information.

Adaptivity Explanations can be context-sensitive (e.g., present information that corre-
sponds to the current context) or static (e.g., about the general logic of an algorithm) [258, 259].
Explanations can also be controllable if the user has the power to change the explanation (e.g.,
expand an explanation) [242, 196]. 吀栀e personalization is the ability of the explanation to
adapt to the wishes or characteristics of a speci昀椀c user [80].

Presentation

Presentation is the way that the information in an explanation is made available to users. 吀栀is
category is divided into medium, tone, and grouping style.

Medium 吀栀e medium is “a method or way of expressing something” [260]. 吀栀erefore, the
medium is the means to express explanations. 吀栀e most popular media are textual [242, 259],
visual (e.g., icons, videos) [69, 80], and auditory (e.g., tones, speech) [69, 251]. Since there
are many forms of human-machine interaction, I do not discard the potential of giving
explanations (or information in general) in di昀昀erent ways.

Tone 吀栀e tone is “a quality in the voice that expresses the speaker’s feelings or thoughts,
o昀琀en toward the person being spoken to” [261]. Hence, the tone of an explanation is related
to the feelings or moods transmi琀琀edwith the explanation. 吀栀e spectrum of possibilities ranges
primarily between very factual explanations, that focus merely on hard facts [262, 255]; and
emotional explanations, that focus on building a sense of closeness with the addressee [242,
263].

Grouping 吀栀e grouping determines how many explanation types are presented to users at
the same time or in combination. For instance, graphics can be combined with text explana-
tions or voice overs. Basically, there is the possibility to display one explanation at a time
(single) or to group several explanations or explanation types (grouped). In the la琀琀er case,

110



either explanations with di昀昀erent presentations but the same content can be combined [235]
or several individual explanations can be displayed together [238].

8.2.3 Evaluation

To evaluate the quality of explanations or the explainable system, evaluation procedures and
corresponding measurements (metrics or indicators) should be established at this level. 吀栀ese
measurements help to determine whether the chosen design solutions are capable of meeting
the speci昀椀ed requirements. For a successful evaluation, the degree of granularity at which the
evaluation will take place must be decided, and the appropriate methods and metrics must be
selected.

Granularity

Evaluation can occur in two granularity levels:

Explanation 吀栀e quality of an explanation per se is evaluated by focusing on speci昀椀c
properties or qualities that the explanations should ful昀椀ll (e.g., comprehensibility, correctness).

System 吀栀e quality of an explanation is evaluated in terms of how it impacts the percep-
tion of the user toward the system or in terms of the e昀昀ects on a certain quality aspect that
was established as an objective before (e.g., in昀氀uence of explanation on system acceptance,
performance, usability).

Method

Evaluations frequently focus on user feedback because the quality of an explanation is typi-
cally dependent on perception. As a result, qualitative methods are frequently used. In the
analyzed literature, surveys (in the form of perception questionnaires or interviews) are the
most widely used qualitative method for evaluating explanations since they allow for a great
deal of 昀氀exibility, allowing quality to be assessed “by gathering information from or about
people to describe, compare, or explain their knowledge, a琀琀itudes, and behavior” [264]. In
principle, the evaluation strategies for SE recommended byWohlin et al. [120] are appropriate
for measuring the quality of explanations: surveys, experiments, and case studies. Experi-
ments can be used to understand the e昀昀ects of explanations on users in a controlled se琀琀ing,
while case studies can help to evaluate explanations in a real world context.
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Metrics and Indicators

In general, evaluation distinguishes between focusing on subjective metrics (qualitative)
and measurable metrics (quantitative). Even though quantitative approaches are used less
frequently to evaluate explanations and their impact on systems [235], some authors also rec-
ommend to additionally perform a quantitative evaluation [236, 238, 251]. Van der Waa et
al. [236] emphasize that, by combining both methods, “a complete perspective” on the e昀昀ects
of an explanation can be obtained.

儀甀antitative metrics or qualitative indicators help to assess if the functional requirements
meet the established NFRs. 吀栀ey measure if the requirements were ful昀椀lled, and help to mea-
sure the quality in both degrees of granularity: system and explanation. Metrics and indicators
are intertwined, meaning that they can be dependent on or interrelated between each other.
For example, the impact of explanations on system acceptability can be measured both quan-
titatively (by measuring the frequency of system use) as well as qualitatively (by observing
users’ a琀琀itudes with respect to the system acceptability).

儀甀antitative Metrics 儀甀antitative metrics are tied to quanti昀椀able measurements. Some
examples of quantitative metrics are: the frequency of system use [173], users’ task perfor-
mance [236, 265], users’ learning rate [173, 249], users’ focus [238], task completion time [173],
number of explanation requests [251, 238], and the explanation exposure delta [266, 69] (which
measures the di昀昀erence between a score given by participants before and a昀琀er the presentation
of an explanation).

儀甀alitative Indicators 儀甀alitative indicators are tied to subjective assessments that help
assess quality based on the impact of explainability on other quality aspects or on explanation
properties. On the explanations granularity level, explanations can be evaluated by focusing
on particular explanation properties∗. Properties of explanations o昀琀en mentioned in the liter-
ature are the comprehensibility of an explanation, its relevance, its correctness, its timeliness,
its completeness, its persuasiveness, and its usefulness [243, 268, 267]. Alternatively, on the
system granularity level, explanations can be evaluated in terms of how the user perceives
their impact on a given quality aspect (e.g., satisfaction, transparency, trust).

8.3 Limitations and 吀栀reats to Validity

吀栀e conception of the framework was based on discussion among two researchers based on
information extracted from the literature. As a result, we may expect a certain amount of

∗Vilone and Longo compiled a list of explanation properties (cf. [267]).
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subjective decision-making during paper analysis as well as category formation and structur-
ing. Furthermore, because the literature review was not as thorough as a systematic review,
the information gleaned cannot be deemed complete. To reduce subjectivity during paper
analysis, weekly discussions were held to analyze the substance of the papers and clarify mis-
conceptions. Feedback frompractitioners and requirements engineerswas used to improve the
framework. However, the framework was not thoroughly validated. To mitigate this issue, we
organized weekly reviews during which we addressed concerns and established agreements
until a suitable version was acquired. We discussed the framework with other researchers to
reduce the extent of researcher bias. Nonetheless, I am con昀椀dent that the framework provides
a good starting point to be further extended in future research.

In conclusion, this chapter presented a quality framework that aims to support RE
for explainable systems by guiding so昀琀ware engineers through the process of identifying
explainability-related quality goals, as well as specifying and evaluating explainability require-
ments. In the following chapter, I will look at how this framework was applied in a case study
to help with the integration of explanations into an existing navigation system.
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9
Case Study

吀栀e application of the proposed framework was demonstrated through a case study in a
so昀琀ware company. 吀栀e case study had two focus: 1) evaluate the framework by gathering
feedback from practitioners in aworkshop and during the development process and 2) evaluate
the explanations that were designed with framework support.

吀栀e 昀椀rst two levels of the framework were used to support the requirements engineering
process and the integration of explanations in an existing so昀琀ware product: a collaborative
navigation so昀琀ware application, helping to examine the utility of the framework for so昀琀ware
practitioners. A昀琀erwards, the third level of the framework (evaluation) was used to plan and
design an experiment to evaluate the quality of the newly integrated explanations. Moreover,
to guide the process of de昀椀ning NFRs and explainability requirements, a quality model was
built with framework support. In this chapter, I discuss the case study in three phases: the elic-
itation of explainability requirements, the design choices for explanations, and the evaluation
of the newly added explanations.

In short, the framework and the process referencemodel are complementary. Practices can
be executed using the framework as a support to understand which aspects of explainability
should be considered. 吀栀erefore, the categories in the framework supported the practices that

The research described in this chapter was performed in collaboration with three researchers: Florian

Herzog, Verena Klös, and Kurt Schneider. The results were published in [230] and [231], on which this

chapter is based. As a result, I occasionally use the pronoun “we”.
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were executed during the case study. In this chapter, I will indicate which practices were
supported by each level in the framework with a color scheme∗ to connect the practices to the
categories. I will also explain how the categories in the framework guided the practitioners
during the practices in the case study.

9.1 Case Study Design

吀栀e case study happened in collaboration with the so昀琀ware company Graphmasters GmbH.
Graphmasters is a small so昀琀ware company (52 employees) with an agile culture that focuses on
navigation so昀琀ware products both for logistic companies and private end users. 吀栀e develop-
ment process and methods used are rather informal. As is typical of small so昀琀ware companies,
the organizational structure has loosely de昀椀ned roles, with members of a team frequently
taking on multiple responsibilities [269]. For the case study, we focused on the company’s
main so昀琀ware product, NUNAV Navigation, which is a free navigation so昀琀ware application
for smartphones based on swarm intelligence. 吀栀e algorithm underlying the so昀琀ware appli-
cation is based on the principle of “collaborative routing”, which suggests a unique route for
each member of the swarm and avoids tra昀케c jams by dispersing cars to di昀昀erent routes.

吀栀e framework presented in chapter 8 was employed to support the de昀椀nition of explain-
ability requirements and the design of explanations. 吀栀e framework assisted in de昀椀ning
abstract goals and in de昀椀ning and analyzing requirements for explainability, which resulted in
a quality model. It was also used to consider and design the method for evaluating the quality
of the implemented explanations. 吀栀e explanations were then incorporated into the system
and tested in a two-week experiment and a subsequent quasi-experiment.

吀栀e 昀椀ve steps for case study research by Runeson and Höst [270] were followed: 1) 吀栀e
study was designed based on RQ4 and its sub-questions. 2) Next, a protocol for the workshop
was de昀椀ned. 3) One researcher conducted the workshop and collected the data. 4) I and
two fellow researchers analyzed and discussed the data. 5) 吀栀e results were reported in a
publication (cf. [230]).

9.2 Identifying Understandability Issues

As already explored in section 6.5, understandability is closely intertwined with explainability.
In other words, user needs for more information are triggered by di昀케culties understanding

∗the same color scheme introduced in chapter 7 and used in the framework in chapter 8, Figure 8.1
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Topic Questions
Collaborative Routing What is collaborative routing / how does it work?

Why do I need a permanent internet connection?
Why are no standard routes displayed?

Navigation Why is this route / detour taken?
Why are the routes with this software application longer?
Why is the position inaccurate?

Trust in the system Where does the traffic / road closure data come from?
What is happening with my data?
Why do I need location services when starting the software
application?
How can I know if this route was well calculated?

Features What does the coloring of the route show?
How do I report a road closure?
How do I enter my destination?
How do I create favorites?

Table 9.1: User questions derived from reviews in the application stores and other support channels.

the system. 吀栀is need for explanations can be addressed through explainability. 吀栀e case com-
pany’s stakeholders identi昀椀ed issues in the system’s understandability, resulting in a desire
for be琀琀er system explainability.

For an initial overview of the existing understandability problems, we manually ana-
lyzed reviews in the Google and Apple application stores. Out of 304 inspected reviews, 46
were selected as presenting signi昀椀cant information about general issues. 33 of those reviews
addressed understandability issues. In collaboration with the user support team, these under-
standability issues were examined and compared to the most frequently asked questions and
problems reported by users through other feedback channels. 吀栀e 昀椀ndings were summarized
in a set of 14 questions that cover the most common understandability issues (Table 9.1). 吀栀e
questions were mostly about the working of the collaborative routing algorithm (“How does
the collaborative routing algorithm work?”), about choices during navigation (“Why was this
route chosen?”), about privacy, and about speci昀椀c system functionality.

In order to de昀椀ne the goals and requirements for the explanations and to collect initial 昀椀rst
implementation ideas, a workshop was held with seven participants (six so昀琀ware engineers
and one customer support expert). 吀栀is list was brought to the workshop with practitioners to
be used as a foundation for prioritizing the understandability issues that explainability should
address. A table that summarizes theworkshop design can be found in Appendix D (Table D.3).
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9.3 Dependencies

吀栀e 昀椀rst level of the framework is focused on gathering information that is relevant for the
system design. As a result, this level is crucial (mainly) for elicitation, interpretation, and
negotiation. 吀栀e objectives and constraints were useful to guide the vision de昀椀nition and trade-
o昀昀 analysis, when the quality goals and constraintswere brainstormed and de昀椀ned. 吀栀e context
category was useful during stakeholder analysis and back-end analysis, when we used personas
to elicit and analyze context aspects. It is important to note that these practices occurred
concurrently and intertwined rather than sequentially.

9.3.1 Objectives and Constraints

Vision De昀椀nition

吀栀e 昀椀rst step in using the framework is to de昀椀ne the vision to establish the objectives of
the project that translate into quality goals. A昀琀er the initial introduction on explainability,
the results from the user feedback analysis were discussed. 吀栀ree of 14 understandability
issues were prioritized based on their relevance with respect to the business goals, the users’
perception, and the explanation purpose. 吀栀e selected issues concerned 1) how the collabo-
rative routing algorithm works, 2) why a particular route was recommended, and 3) why the
navigation is inaccurate.

First, to clarify the concept of explainable systems, the facilitator presented the de昀椀nition
proposed in this thesis (cf. section 6.2) and discussed concepts tied to T1. Next, the facilitator
presented the framework and its categories and, by following the framework, each level of
abstraction was discussed and derived into requirements in a quality model. 吀栀e 昀椀rst level
(dependencies) helped to think about what objectives and constraints existed, as well as the
context of system use and stakeholders. 吀栀ese resulted in objectives that were translated into
three quality goals which were re昀椀ned into NFRs (a昀琀er considering the constraints):

Objectives (儀甀ality Goals): Usage increase, route acceptance, satisfaction.

吀栀ree explanation purposes were established based on the de昀椀ned NFRs: algorithm trans-
parency, route transparency, and route scrutability. 吀栀ese were re昀椀ned into explainability
requirements (Explainability Requirement (ER)1 - ER4). Finally, methods, metrics, and indica-
tors were discussed and de昀椀ned. Design ideas were also brainstormed and documented during
the workshop.
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Trade-o昀昀 Analysis

Participants also identi昀椀ed two major obstacles. First, the explanations should be as li琀琀le
invasive on the system as possible, as stakeholders were concerned that the explanationsmight
have a negative impact on the system. Because the system is a real-world commercial so昀琀ware
application, stakeholders were rightly worried about the impact of explainability on customer
loyalty. Second, due to a lack of human resources and strict project deadlines, stakeholders
wanted to be cautious when allocating resources for the development of explanations. 吀栀ese
obstacles translated into three constraints:

Constraints: System acceptability, human resources, complexity of implementation.

吀栀ese constraints also illustrate the interaction between quality aspects. In a so昀琀ware
project, several quality goals and constraints exist and interact with each other. Explainability
can interact positively or negatively with other important aspects of the system (e.g., usability,
development cost) [87]. 吀栀ismeans that, during requirements analysis, qualitymodels or other
artifacts (e.g., SIGs or catalogues) must include the de昀椀ned quality goals and constraints in
order to identify and resolve con昀氀icts between them. 吀栀e scope of this study did not allow for
a complete examination of trade-o昀昀s, whichwould have taken into accountmany other quality
goals in the system that may interact with explainability. However, the framework described
may be utilized to establish explainability requirements, and from there, other quality goals
can be introduced to review and analyze the existing trade-o昀昀s.

9.3.2 Context

Stakeholder Analysis

To be琀琀er understand the context aspects, two personas were created based on discussions with
end users and on feedback analysis. Creating personas is a useful technique to identify and
de昀椀ne di昀昀erent types of potential users for a system. It supports the identi昀椀cation, descrip-
tion and prioritization of user groups [206]. By modeling di昀昀erent personas, it is possible to
model di昀昀erent user groups and consider each group’s particular needs in terms of explana-
tions. Personas may be used as a support during the identi昀椀cation and operationalization of
requirements, to check whether the requirements meet the needs of the identi昀椀ed groups.

Modeling personas requires consideration of aspects such as user roles, level of user
domain and technical expertise, and cultural values. Domain aspects also need to be under-
stood in order to understand the particularities of a domain and what users need to know in
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order to perform their tasks within a system. Using personas, it is also possible to identify the
main challenges, what elements of the process really need to be explained, and how to com-
municate information in a user-friendly manner. As discussed earlier, the domain language
also needs to be considered and can be matched to speci昀椀c user pro昀椀les.

吀栀e 昀椀rst persona was based on 昀椀rst-time users without experience with the system and its
algorithm, while the second persona was based on frequent users. Furthermore, two use case
scenarios were de昀椀ned: 1) outside active navigation, which includes searching and selecting
a destination, route overview, and starting navigation; 2) during active navigation, when
the user is driving. 吀栀e personas helped us to focus on understanding the users’ backgrounds
and their needs concerning explanations. By focusing on the aspects of the task, it was deter-
mined that time dependency is a relevant aspect for the system in case, as users o昀琀en need
relevant explanations immediately while driving in order to make a route decision. Aspects
of the environment, such as the type of interaction, were also addressed. It was decided that
explanations should be brief and interactions should be kept primarily hands-free.

Back-End Anaylsis

During back-end analysis, the architecture of the system is analyzed in order to understand
how to provide the explanations. 吀栀e practitioners also discussed what kind of data they
would need to provide the explanations. Nugraph is the overall term in the architecture for
the services which belong to the routing algorithm. 吀栀e routing algorithm uses a predictive
tra昀케c model to calculate the individual fastest route between two points. 吀栀e tra昀케c on the
route is predicted with the help of an ML model. All the data required for navigation (e.g.
course and speed on the route) comes from Nugraph.

During this practice, the ideas were evaluated based on their feasibility. Because of the
constraints, the simplest ideas were prioritized and chosen for implementation. Two of the
chosen explanations are static, based on information already available on the company’s web-
site, and are not based on information provided by Nugraph. 吀栀erefore, only two explanations
(cf. ER3 and ER4, subsection 9.4.1) are based on the algorithm.

Due to the established constraints, it was determined that the integrated explanations
would be fairly simple and that none of the explanations would need access to the inner work-
ings of the MLmodel. As a result, no interpretability approach was required to “open the black
box”. For one of the explanations, the current number of users on the route was needed. 吀栀is
information was simple to acquire through Nugraph. For the Global Positioning System (GPS)
explanation, a simple algorithmwas developed to estimate the accuracy of the GPS taking into
account aspects like update time and hardware signals.
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9.4 Characteristics of Explanations

吀栀e second level of the framework is focused on making sense of the information collected
in the 昀椀rst level (that can be in form of high-level or raw requirements) and use it as a base
to de昀椀ne more concrete requirements and meet design choices. As a result, this level is again
crucial (mainly) for interpretation, negotiation, and also documentation. 吀栀e categories in this
level were all useful during explainability design. Low and high-level prototypes were some
of the techniques used to support the design.

9.4.1 Writing and Documenting Requirements

Explainability requirements can be wri琀琀en in many ways. Rupp et al. [271] o昀昀er many di昀昀er-
ent templates that can be used for writing good requirements. Balasubramaniam et al. [272]
o昀昀er a template to write user stories in the context of explainable systems based on the def-
inition proposed in this thesis: “As a <type of addressee>, I want to get explanation(s) on an
<aspect> of a <system> from an <explainer> in a <context>”.

In this case study, the explainability requirements (ERs) were formulated based on the
Volere Template [273], since the so昀琀ware engineers were familiar with it:

ER1 吀栀e system shall explain the collaborative routing algorithm to the end user.

ER2 吀栀e system shall explain to the end userwhat information about tra昀케c events (e.g., tra昀케c
昀氀ow, closures, roadwork, congestion) is taken into account by the algorithm.

ER3 吀栀e system shall inform the end user about the tra昀케c volume on the current route during
navigation.

ER4 If the accuracy of the positioning is unreliable, the system shall indicate to the end user
that the positioning is currently unreliable.

It should be noted that these ERs are still in a relatively high-level form. 吀栀ey can be
re昀椀ned further to become functional explainability requirements that describe speci昀椀c design
choices that contribute to explainability. 吀栀is is similar to the re昀椀nement of other NFRs to the
concrete level of functional requirements. Security requirements, for example, are translated
to functional requirements, which operationalize the established quality standards for system
security. High-level NFRs, in general, can be modi昀椀ed by specifying quantitative indicators,
human-checkable criteria, or operationalizing them into functional requirements. 吀栀is is also
true for explainability requirements.
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Wedeveloped a qualitymodel with framework support to assist practitioners in visualizing
the choices made during the workshop and documenting the rationales for operationalizing
requirements. 儀甀ality models are used to guide the speci昀椀cation of requirements related to
abstract quality aspects, since the requirements de昀椀ned in a quality model are broken down
into more 昀椀ne-grained constructs that can be measured in the lowest level of the model [237].
During the workshop, the facilitator presented the framework and its categories and, by fol-
lowing the framework, each level of abstraction was discussed and derived into requirements
in a quality model.

Figure 9.1 shows the quality model that was created with framework support. 吀栀ree
NFRs were determined and further re昀椀ned based on the objectives and constraints that were
de昀椀ned. 吀栀rough explainability, stakeholders expected to promote quality aspects such as
usage increase (NFR1), route acceptance (NFR2), and satisfaction (NFR3). 吀栀e increase in
system usage means that users must use the system more frequently for navigation. For
route acceptance, participants determined that the recommended route should be accepted
by users, meaning that users should adhere more closely to the suggested route. Satisfaction
was mapped to users’ satisfaction with the recommended route.

Business Goals

Route Acceptance (NFR2)

End users should adhere
more closely to the
suggested route.

Usage Increase (NFR1)

End users should use the
system more frequently

for navigation.

End users' satisfaction
with the recommended
route should increase.

Users' Perception

Route ScrutabilityAlgorithm Transparency Route Transparency

Explanation Purpose

ER3

Number of routes per week
and per user.

Deviations from the
recommended route/km.

Star-rating of the route at the
end of navigation.

ER4ER1 ER2

Satisfaction (NFR3)

Figure 9.1: A quality model derived with support of the framework
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9.4.2 Design Choices

Explainability Design

吀栀e characteristics level of the framework was used to brainstorm speci昀椀c design choices that
would help to re昀椀ne the ERs into functional explainability requirements. In the end, each
ER corresponds to one explanation (either single or grouped). Aspects of demand, content,
and presentation were considered to guide design decisions. An overview of the ERs and the
corresponding design choices, based on the framework, is shown in Table 9.2.

Table 9.2: Explanation requirements and design choices based on the characteristics in the quality framework

Explainability Requirement
Characteristics ER1 ER2 ER3 ER4

Demand
Initiative User User System System
Timing During navigation Before navigation Before and during navigation During navigation

Content
Inf. Type Inner logic Inner logic Context, causality Context

Inf. Density Brief and expandable Long explanation Short Short
Adaptivity Static Static Context-sensitive Context-sensitive

Presentation
Medium Textual, visual Textual Textual, visual, auditory Textual, visual

Tone Factual Factual Factual, emotional Factual
Grouping Grouped Single Grouped Grouped

吀栀e explanations were created using design mock-ups such as low and high 昀椀delity pro-
totypes, which were discussed and improved with the team over a month of iterations.
When making design decisions for the explanations, it was especially important to follow
the established constraints and ensure that explanations did not interfere with other aspects
of quality, particularly usability. 吀栀e following paragraphs explain how the characteristics
level in昀氀uenced the design decisions for each ER.

ER1 – Routing Algorithm

吀栀e goal of this explanation was to achieve more algorithm transparency. During navigation,
an icon was shown with the total number of users in昀氀uencing the calculation of the present
route. By clicking on the icon, users could request an explanation about the algorithm’s inner
logic. Hence, two presentation medium approaches were grouped: visual and textual. 吀栀e
collaborative routing algorithm works by calculating each route depending on the routes of
other users. To shed more light on this logic, the explanation of the routing algorithm has
been implemented in two di昀昀erent levels of granularity. First, users could click on an icon
with the number of users that would in昀氀uence the routing. By clicking on it, a small window
on the bo琀琀om of the screen appeared, containing a short explanation, a “close” bu琀琀on, and a
“learn more” bu琀琀on. In a 昀椀rst version, the explanation was “In the last 15 minutes, we have
collected anonymous tra昀케c data from [number of users] users in your area.”. When discussing
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(a) Screen 1 (b) Screen 2

Figure 9.2: Final design for ER1

this sentence with company stakeholders, it was concluded that it was too technical for the
users. 吀栀erefore, we rephrased it to “吀栀e routes of [number of users] users in your area are
included in the calculation of your route”, to make the relevance of this information to the
users become more clear. As a further explanation option, users could click on “learn more”
(“Mehr erfahren”) to jump to the corresponding help center article that would explain the
details of the collaborative routing algorithm. A link from the so昀琀ware application directly to
the help center did not exist in the application before this work.

ER2 – In昀氀uence of Tra昀케c Events

吀栀is explanation also aimed to increase algorithm transparency. Before beginning navigation,
users could request an explanation of the tra昀케c events relevant to the algorithm (the algo-
rithm’s inner logic). By clicking on the question “How was my route calculated?”, users were
redirected to a page with a long textual explanation. In this case, a single static and factual
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explanation was presented. Closures, road works, and tra昀케c jams were already signalized on
the map, which is the main interaction element of the so昀琀ware application. According to user
feedback, this contextual information was not understandable enough. 吀栀erefore, a new help
center article was created as part of this work on this topic. 吀栀is article is suitable for users
who are using the application for the 昀椀rst time. Additionally, the option to access this article
was made available before the navigation began. 吀栀e option to access this explanation was
integrated into the route preview in order to avoid clogging up the default map view with
multiple ways to access help center articles. During route preview, a bu琀琀on with the question
“How was my route calculated?” was provided at the top of the window. 吀栀e user would be
redirected to the corresponding article if they clicked on it. Several prototypes were designed
to gather feedback from the business stakeholders and other team members until the 昀椀nal
design was approved.

Figure 9.3: Final design for ER2
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ER3 – Tra昀케c Volume

吀栀is explanation should inform about tra昀케c volume to achieve more route transparency.
Before navigation start, brief explanations in a factual tone were presented automatically (sys-
tem initiative) via visual color communication (e.g., red for roads with heavy tra昀케c) grouped
with short texts (e.g., “heavy tra昀케c”). During navigation, information about tra昀케c volume
was provided via synthesized speech. 吀栀ree presentation medium approaches were grouped:
visual, textual, and auditory.

(a) Screen 1 (b) Screen 2

Figure 9.4: Final design for ER3

Explanations were context-sensitive, i.e., they varied according to the current tra昀케c situa-
tion. 吀栀e goal of this explanation was to explain possible reasons for what, from an end-user’
perspective, could be considered as a “weird” route. 吀栀e chosen approach to explain this was
to display tra昀케c events on the current route. 吀栀is context information should help to under-
stand why the application recommends unusual routes. However, this is not trivial, since the
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calculation of the tra昀케c volume and the subjective perception of the end user about it is not
clear. Another problem is that it was a technical challenge to de昀椀ne which route would be
subjectively perceived as “normal” to each end-user on the same route. 吀栀erefore, the chosen
solution was to calculate the ratio of average route duration and use it as baseline for com-
parison. 吀栀e data is then mapped to “low tra昀케c”, “moderate tra昀케c”, and “high tra昀케c” levels.
吀栀ere is also a “normal” tra昀케c situation where no explanation is shown to the users.

Internal test drives were used to determine the threshold levels. 吀栀e information might
be obtained by users in three ways. 吀栀e information was 昀椀rst provided in the route preview,
along with information on the journey duration. 吀栀e route’s total travel time was represented
in green (low tra昀케c), standard text color (regular tra昀케c), orange (moderate tra昀케c), and red
(heavy tra昀케c) (heavy tra昀케c). Since it was discovered in the initial prototype that the colors
alone were not relevant, a brief explanation was provided. Furthermore, the arrival time and
journey time are presented in the appropriate color during the navigation and are updated as
the tra昀케c situation changes. During navigation, information about tra昀케c volume was pro-
vided via synthesized speech as shown in Table D.4 (Appendix D). 吀栀e tone of these voice
prompts was somewhat emotional to create sympathy.

ER4 – GPS Inaccuracy

吀栀e purpose of this explanation was to inform users about GPS inaccuracy and alert them to
potential route errors. During navigation, the system took the initiative to inform the user that
the GPS was inaccurate by providing a brief explanation in a factual tone along with a circle
on the map representing the GPS range (context information). 吀栀e three presentation medium
approaches (visual, textual, and auditory) were grouped. 吀栀e third explanation is related to
scrutability. 吀栀e purpose was to alert users when they could not rely on the route’s present
position. 吀栀is is especially important in tunnels, when GPS is not as reliable. To determine
whether the GPS is inaccurate, a new algorithm has been added into the navigation so昀琀ware
application. In this scenario, not only the accuracy (as determined by the GPSmodule) but also
the time of the latest GPS update were taken into account. 吀栀e 昀椀rst design consisted only of an
icon containing the text “inaccurate position” and a voice-over repeating the same information.
Since voice overs are o昀琀en deactivated by the end-user, the visibility of the explanation during
test drives turned out to be insu昀케cient. 吀栀erefore, in the 昀椀nal design, we changed the position
of the explanation and added a circle on the map to indicate the accuracy range.
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Figure 9.5: Final design for ER4

9.5 Evaluation of the Explanation 儀甀ality

Evaluation

吀栀eexplanationswere implemented into the navigation so昀琀ware and a quantitative evaluation
based on a two-week experiment was conducted to evaluate the in昀氀uence of the explanations
on the discovered NFRs. 吀栀e results were complemented with feedback obtained through a
qualitative evaluation from a quasi-experiment with four users.

To test whether the system meets the de昀椀ned quality goals, the metrics and indicators
de昀椀ned in the quality model (Figure 9.1) were assessed: 1) the number of routes per week and
per user, to determine the usage increase; 2) the deviations from the recommended route per
km, to determine the adherence of users to the recommended route and the system acceptance;
3) the user feedback (star-rating of the route at the end of the navigation), to assess the reported
satisfaction with the route.
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We expected that integrating explanations would be bene昀椀cial, or at least not negative.
Since navigation is a context-sensitive task, we also expected that the context-sensitive expla-
nations would have a more positive impact. To assess whether the explanations helped to
achieve system acceptance, we analyzed the deviation from the recommended route.

In summary, we investigated the following hypotheses:

H1 Giving an explanation is always be琀琀er than giving no explanation, or equally good.

H2 Context-sensitive explanations (ER3 and ER4) increase the system usage (NFR1) and
user satisfaction (NFR3).

H3 To increase the system acceptance (NFR2), additional explanations concerning the
routing algorithm (ER1 and ER2) are needed.

9.5.1 Quantitative Evaluation

We performed a two-week experiment with 9,745 participants. To compare the e昀昀ect of dif-
ferent explanations, we performed a between-subject analysis, i.e., we compared the results
between groups of participants that received di昀昀erent explanations as shown in Table 9.3.

Table 9.3: Overview of the data of the subject groups

Group Explanation Users Routes With Star Rating

Group 1 none 1778 4807 133

Group 2 static 1397 3413 135

Group 3 dynamic 468 4571 184

Group 4 all 369 3740 173

Total 4012 16531 625

Table 9.4: Mean values (and standard deviation) for collected indicators in the case study

Group
Frequency Deviation Satisfaction

(routes/week) (N/km) (avg. stars)

Group 1 3.223 (3.169) 0.075 (0.129) 4.55 (0.86)
Group 2 3.198 (3.113) 0.079 (0.127) 4.58 (1.04)
Group 3 4.423 (4.251) 0.079 (0.136) 4.73 (0.85)
Group 4 4.438 (3.937) 0.072 (0.128) 4.60 (0.83)

吀栀e study results are depicted in Table 9.4 and described below. For all results, a Kruskal-
Wallis-Test and a subsequent Dunn-Test with Bonferroni adjustment was used to analyze the
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statistical signi昀椀cance of detected di昀昀erences between groups. Only signi昀椀cant results are
reported.

Frequency of Use

We counted the number of routes driven each week per user during the testing period. For
further analysis, all outliers were removed from the data set, resulting in 3,937 remaining
users. 吀栀e results show that the frequency of use increases when users receive context-
sensitive explanations (around 4.4 routes in groups 3 and 4) compared to users that receive
no explanations or only static explanations (around 3.2 routes in groups 1 and 2).

Adherence to the Recommended Route

A昀琀er 昀椀ltering out navigation data with frequent inaccurate positioning (as it signi昀椀cantly
in昀氀uences deviations from the route) and eliminating outliers, 16,314 routes remained in the
dataset. When comparing the average number of route deviations per km, it is possible
to see that when users receive both static and context-sensitive explanations (0.072 devia-
tions/km), they deviate less from the route compared to those receiving no explanations (0.075
deviations/km) or only one kind of explanation (0.079 deviations/km).

Satisfaction with the Recommended Route

吀栀e results show that users give a signi昀椀cantlymore positive rating for the routewhen they are
shown context-sensitive explanations (average 4.73 stars vs. 4.55 stars without explanations).
However, when users additionally received the static explanations, this e昀昀ect is eliminated
(average 4.6 stars). 吀栀e individual ratings show that ratings in the “static explanations-only”
group were more polarized between one and 昀椀ve stars, while contextual explanations mainly
resulted in a shi昀琀 toward more 昀椀ve-star ratings (cf. [274]). When both sorts of explanations
are combined, it is reasonable to expect that these e昀昀ects will interact. However, no de昀椀nitive
response can be o昀昀ered based just on the statistics.

Demand for Explanations

To assess the demand, we recorded how many users requested the interactive static expla-
nations and spent more than 1.5 seconds in the dialogue (to exclude accidental requests). In
general, functions are considered irrelevant, if they are used from less than 5% of the users.
吀栀us, an explanation is considered relevant, if at least 5% of the users demand it. 吀栀e results in
Figure 9.6 show that this demand exists for both static explanations. 吀栀e detailed explanation
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Figure 9.6: Number of users and accesses for ER1 and ER2

about the routing algorithm (ER1) was requested by 6% of the users in the study, while the
explanation about the in昀氀uence of tra昀케c events (ER2)was requested by 20% of the participants.

Perceived Usefulness

To analyze the usefulness of the static explanations, we provided the possibility to rate the
explanation as “useful” or “not useful”. 吀栀e results are depicted in Table 9.5. Both explanations
were mostly rated as “useful” (90 % for ER1 and 87 % for ER2).

Table 9.5: Usefulness of help center articles

Article Useful Not Useful

Collaborative Routing 76 9
Influences on Route Calculation 209 32

In summary, the results suggest that providing an explanation has either a positive or no
e昀昀ect on the quality metrics, con昀椀rming hypothesis H1. Context-sensitive explanations, in
particular, increase system usage (NFR1) and user satisfaction (NFR3), con昀椀rming hypothesis
H2. However, there is no substantial favorable bene昀椀t for the static explanations alone, once
again evidencing the importance of the context when considering explanations.

When combined with context-sensitive explanations, they had a positive e昀昀ect on NFR2
(less route deviations), con昀椀rming hypothesis H3. As this combination of static and context-
sensitive explanations eliminated the positive e昀昀ect of context-sensitive explanations on route
satisfaction, no de昀椀nitive conclusions can be drawn about static explanations.

9.5.2 Qualitative Evaluation

In a subsequent quasi-experiment, we investigated the in昀氀uences between the explanations
and other quality a琀琀ributes. 吀栀e goal was to be琀琀er understand the experiment results and to
detect concrete problems and potential improvements.

All participants in the quasi-experiment were familiar with navigation applications, and
three of the four participants (three men, one woman, 23 - 55 years old) used navigation
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applications regularly. All personas were represented: two participants had considerable
experience with NUNAV Navigation (used >10 times), one participant was familiar with the
so昀琀ware application (used two to three times), and one had never used the so昀琀ware application
before.

During the study, participants were asked to interact with all explanations (ER1 - ER4)
and to evaluate them by ranking statements on a Likert scale. 吀栀e scales were used to assess
the usefulness, perceived transparency and completeness of the explanations, as well as the
demand for the respective explanation.

In addition, the participants were asked to share any thoughts they had while interacting
with or reading the explanations (think-aloud protocol). Following each explanation, par-
ticipants could suggest changes or point out missing information. 吀栀e feedback was mostly
positive and provided valuable insights for further improvements on the explanations. 吀栀e
feedback is summarized below.

Demand for Explanations

For all explanations, three of four participants stated that they needed those explanations. Two
participants would have wanted to be able to hide the static explanations because they were
only needed at the beginning. Nonetheless, they did not obstruct navigation. 吀栀e demand for
the explanation connected to ER2 was lower than for ER1. Some enhancements were proposed
for the static explanations, including making the explanation connected to ER1 more clear
and, in general, opening explanations within the so昀琀ware application rather than requiring
an external browser. Some users mentioned a desire to hide the static explanations when they
are no longer needed.

Explanation Content

To assess the quality of the content of the explanations, we assessed the satisfaction with and
usefulness of the explanations, as well as their perceived transparency and completeness.

With one exception, participants scored the utility and understandability assertions as
positive or neutral for all explanations. 吀栀e same is true for claims about the perceived trans-
parency and completeness of static explanations. 吀栀e other participant would have liked to
know when the collaborative routing has a direct impact on navigation. 吀栀is would call for
an additional context-sensitive explanation, which might be challenging to provide in terms
of required data and implementation.

For the context-sensitive explanations, the feedback di昀昀er signi昀椀cantly. 吀栀e content of
the explanation tied to ER3 was only evaluated positively. Furthermore, two participants
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had previously favorable experiences with similar functionalities of competing products and
appreciated the explanation since it was familiar.

Two participants rated the explanation connected to ER4 badly in terms of satisfaction
and perceived transparency a昀琀er failing to access an explanation by clicking on an icon. 吀栀is
occurred because the participants were used to this form of engagement from previous inter-
actions in the so昀琀ware application and expected to receive another explanation on demand.
吀栀is is a clear consistency problem (as de昀椀ned by Nielsen [275]).

Presentation of Explanations

During the experiment, participants provided input on some presentation aspects. Two par-
ticipants suggested the use of more visual elements for the explanations tied to ER1 and ER2.
吀栀ree participants complimented the audio prompts in the explanations for ER3 and ER4,
especially considering the driving context.

9.6 Limitations and 吀栀reats to Validity

吀栀e applicability and usefulness of the quality framework was evaluated in a corporate context
in a live system to achieve realistic conditions. However, this evaluation was performed with
only one so昀琀ware company and in an agile development context. 吀栀us the results can only be
seen as a positive indication but cannot be generalized to other so昀琀ware development se琀琀ings.
Since the organization employs an agile strategy with frequent releases, changes are rather
gradual. Because of this, the time window for implementing the explanations and evaluating
them – one release assessed by a two-week experiment – was perhaps too small. Another
potential drawback is that one of the authors led the workshop when the framework was uti-
lized as theworkshop facilitator. 吀栀e participants’ impression of the framework’s e昀昀ectiveness
may have been impacted because its use did not occur independently. 吀栀e workshop facilita-
tor made an e昀昀ort to explain each category objectively while encouraging the participants to
provide constructive criticism in order to impose as li琀琀le interference as possible.

Additionally, the design choices for the explanations were constrained by trade-o昀昀s
between explainability and potential detrimental consequences on, for example, consumer
loyalty. 吀栀is calls into question whether a higher (or lower) favorable e昀昀ect might have been
obtained with a more thorough exploration of other design options (at the same time, it also
illustrates a typical RE challenge). 吀栀e generalization of results is also limited due to the popu-
lation size in the quasi-experiment (four participants). However, I am con昀椀dent that we could
provide important insights on the subject, paving the way for new evaluations. In this sense,
replications or a further case study with a di昀昀erent application type are valuable.
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9.7 Summary

Considering NFRs in a system is commonly linked to potential con昀氀icts and trade-o昀昀s. To
resolve these con昀氀icts, requirements must be negotiated and decisions must be made to either
adapt or prioritize them. In the case of explainability, its positive or negative e昀昀ect depends on
how explainability is re昀椀ned to more 昀椀ne-grained requirements, how these requirements are
operationalized, and how it a昀昀ects other NFRs [12]. As a result, appropriate design decisions
must be taken to ensure that explanations help to achieve the desired goals rather than hurting
other quality aspects in the system.

吀栀e results indicate that it is di昀케cult to assess explainability’s e昀昀ects since di昀昀erent design
decisions interact and have an impact on quality. For instance, we could see that an expla-
nation cannot fully accomplish its goal if it is not readily available (like the explanation for
collaborative routing, which required an active click on an icon). Similarly, an inconsistent
interaction design (e.g., if only some icons provide additional explanations a昀琀er a click) can
have a negative impact on user satisfaction. To avoid these design issues, heuristics or guide-
lines for explainability design, similar to the ones proposed for user interface design [275], can
help.

Additionally, as suggested by one participant, more context-sensitive information may
be useful in linking the general understanding of algorithm internals to speci昀椀c contexts.
However, the quantitative analysis revealed a con昀氀ict between static and context-sensitive
explanations of algorithm internals (with regard to route satisfaction). 吀栀e reason for this
observation can be manifold: explanations about algorithm internals might present general
information that confuses a user who is experiencing an exception to the rule; or the tone of
the explanations may be too positive, building false expectations (users might, for example,
expect that they will not experience tra昀케c jams anymore); or users may disagree with the
logic implemented by the algorithm and, thus, dislike the result. More research is needed on
how speci昀椀c explainability design choices a昀昀ect quality.

吀栀emost signi昀椀cant trade-o昀昀 in requirements engineering is the relationship between cost
and design e昀昀ort for so昀琀ware quality since so昀琀ware is primarily assessed from an economic
standpoint [19]. Projects are usually subjected to 昀椀nancial and schedule pressure, which fre-
quently constrains whatever quality goals are set. “Traditional” constraints had a signi昀椀cant
in昀氀uence in limiting the solution space of explanations and the use of methodologies to create
and assess them: sta昀昀 and time limits, concurrent deadlines, and prudence in implementing
changes that may result in customer loss.
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While the bene昀椀cial bene昀椀ts would have been stronger if these limits had not existed and
more “elaborate” explanations had been developed, even the inclusion of “simpler” explana-
tions had a favorable in昀氀uence on the set quality goals. Indeed, the positive outcomes of
explanations were so well embraced that several of the explanations (ER1, ER2, ER4) were
developed further and are still in use as of the submission of this thesis. Because the algorithm
that sent data for the explanation needed to be modi昀椀ed, ER3 was temporarily removed.

In this case study, we found that the quality framework assisted in the discussion of
explainability, design choices, and evaluation. Practitioners’ comments were also positive.
When asked about their experiences with the framework, they reported that it helped them
think about user pro昀椀les, use cases, constraints, and high-level requirements; it helped them
think about more speci昀椀c requirements on explanations (e.g., demand, content, presentation)
and to meet design choices; and it helped them think about strategies to evaluate the impact
of explanations on the established quality requirements.

Answering RQ4
I propose a quality framework to assist practitioners in the requirements engineering process
for explainable systems. 吀栀e quality framework consists of three abstraction levels that help
practitioners transform abstract goals into concrete and measurable requirements that ful昀椀ll
stakeholders’ needs.

Using frameworks and catalogues to discuss quality requirements is a typical RE activ-
ity [276, 17]. Because the example organization had an agile development culture, the concept
of clearly specifying quality goals and de昀椀ning requirements was 昀椀rst viewed with skepticism.
However, participants (so昀琀ware engineers) reported that the framework facilitated dialogue
about explainability goals, helped to establish a be琀琀er vision, and aided in the development of
a suitable design and evaluation strategy. As a result, it is possible to say that the framework
provides a valuable basis for assisting with the RE process of explainable systems. 吀栀e frame-
work can be re昀椀ned and tested in future research to keep upwith state-of-the-art developments
in explainability.
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10
Conclusion

吀栀e 昀椀rst practical step to build quality systems is to perform good requirements engineering,
which aids in comprehending the underlying needs, de昀椀ning acceptable requirements, and
ensuring that these requirements are satis昀椀ed to a reasonable extent within the available solu-
tion space. 吀栀erefore, the success of a so昀琀ware project relies strongly on RE [277], and the
success of RE relies strongly on communication and on shared understanding [26].

Explainability is a quality aspect that has become a hot topic again in the recent years,
gathering a琀琀ention from di昀昀erent communities from di昀昀erent areas of knowledge∗. 吀栀ere-
fore, it started to be looked at and investigated as a quality aspect of so昀琀ware systems by the
RE community [62, 278, 279, 280]. 儀甀ality aspects are classically a di昀케cult topic during RE
since they have a very abstract nature which is grounded on real-word abstract aspects. 吀栀is
abstract nature is exactly what contributes to the di昀케culty in specifying these concepts in so昀琀-
ware aspects, and the establishment of a shared understanding makes this discussion easier.
So昀琀ware engineering artifacts (e.g., conceptual models, knowledge catalogues, frameworks)
exist to mitigate this complexity by o昀昀ering a common vocabulary, guidelines, or taxonomies
that can help to understand the nature and boundaries of a given quality aspect.

∗e.g., machine learning, HCI, philosophy, psychology, cyber-physical and recommender systems
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吀栀is thesis focused on facilitating the analysis of explainability as a so昀琀ware requirement,
helping to understand this quality aspect and providing artifacts that support so昀琀ware engi-
neers during RE. 吀栀is 昀椀nal chapter summarizes the 昀椀ndings of this thesis, discusses some
of the implications of those 昀椀ndings, and hints at major areas of future research related to
explainability.

10.1 Summary of the Findings

吀栀e research presented in this thesis generated two theories that are supported and formed
by artifacts, which help to make the theories understandable and actionable. 吀栀e 昀椀rst the-
ory is an analytical-explanatory theory that explores the role of explainability in the quality
landscape and how it impacts di昀昀erent quality aspects throughout the landscape. I proposed
three artifacts that are tied to and shape this theory: a de昀椀nition, a conceptual model, and a
knowledge catalogue. 吀栀ese artifacts should assist so昀琀ware engineers in be琀琀er understanding
the concept of explainability in the context of information systems, as well as demonstrating
the importance and relevance of explainability as a quality requirement for future systems.

吀栀e second theory is a design and action theory that focuses on practitioners’ needs to
propose actions. 吀栀e theory is shaped by two artifacts: a process reference model that should
support so昀琀ware engineers in supplementing the so昀琀ware lifecycle with practices relevant
to the development of explainable systems, as well as an explainability quality framework to
aid in the de昀椀nition of explainability requirements ranging from abstract concepts to concrete
requirements.

I believe the following three 昀椀ndings are the most relevant in this thesis:

1 Explainability has a fundamental role in the quality landscape. Explainability
impacts all dimensions of the quality landscape, and can be a positive catalyst to achieve many
quality goals, contributing to the overall system quality. 吀栀is is the case because explainability
impacts three fundamental quality aspects: informativeness, transparency, and understand-
ability. 吀栀ese quality aspects are crucial to so昀琀ware quality and help to achieve many other
quality goals.

2 Existing techniques su昀케ce for the development of explainable systems. User-
centered techniques are most suited for developing explainable systems and there is no need
to “reinvent the wheel” with unknown techniques. I propose a set of lightweight practices
that can be incorporated into the development process of explainable systems, and recom-
mend the appropriate techniques for determining the system’s general goals, requirements,
and constraints, as well as explanation design and evaluation.
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3 The proposed theories and artifacts can guide the RE process for explainable sys-
tems. 吀栀e proposed theories and the artifacts that compose them help to break down the
current initial barrier and guide the RE process to explainable systems. Furthermore, the arti-
facts contribute to the development of a shared understanding of the concepts and aspects of
explainability.

10.2 Discussion

Each of the aforementioned 昀椀ndings will be examined in more detail in the next subsections.

10.2.1 1 The Relevance of Explainability

Explainability is a new NFR that echoes the demand for more human oversight of sys-
tems [281]. It can bring positive or negative consequences across all quality dimensions: from
users’ needs to system aspects. Explainability’s impact on so many crucial dimensions illus-
trates the growing need to take explainability into account while designing a system. To this
end, the 昀椀rst contribution of this thesis was a de昀椀nition of explainability in the context of
so昀琀ware systems for so昀琀ware and requirements engineers (section 6.2).

吀栀is de昀椀nition points out what should be considered when dealing with requirements
and the appropriate functionality for explainable systems: aspects that should be explained,
contexts, explainers, and addressees. Knowing these factors enables the elicitation and speci-
昀椀cation of explainability requirements, which supports the so昀琀ware development process. In
this regard, the possible values for these variables (for instance, reasoning process as an ele-
ment that has to be explicated) might work as a conceptual starting point for requirements
analysis †. 吀栀e proposed de昀椀nition should also help to build a shared understanding of the
semantics and structure of explainable systems. Overall, the supplied de昀椀nition may be used
as a guide to assist in the design of explainable systems and to make good design choices
toward explainability requirements.

System Acceptability through Explainability

One of the key indicators determining information systems success is the level of system usage
which is re昀氀ected in the technology acceptance by users [282]. System acceptability is o昀琀en
one of the ultimate goals of stakeholders when developing systems (also re昀氀ected in the case
study’s quality goals established by the stakeholders). According to Nielsen [5], system accept-
ability (also known as system acceptance) is “the question ofwhether the system is good enough

†As also suggested by Penzenstadler [64] with the definition for sustainable systems.
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to satisfy all the needs and requirements of the users and other potential stakeholders, such
as the users’ clients and managers”. As a result, stakeholders o昀琀en strive (and also should) to
achieve system acceptability.

Nielsen goes further and divides this concept of overall acceptability into social acceptabil-
ity and practical acceptability. 吀栀e practical acceptability involves the practical quality aspects
of the system: its usefulness, cost, compatibility, reliability, security, etc. 吀栀e social accept-
ability considers other aspects such as ethics and 昀椀tness to social standards. For instance,
a pro昀椀ling system can be useful and easy to use, being practically acceptable, but can be
perceived by some as socially undesirable.

System
Acceptability

Practical
Acceptability

Social
Acceptability

Cost

Satisfaction

Error Protection

Memorability

Efficiency

Learnability

Usability

Utility

Compatibility

Reliability

Usefulness

Ethics

Accountability

Fairness

Transparency

ExplainabilityUnderstandability

Figure 10.1: A model of the a琀琀ributes of system acceptability, adapted from Nielsen [5]

Nielsen breaks down these quality aspects even further (extracted from [5]): “Given that
the system is socially acceptable, it is possible to analyze the practical acceptability of the
system relative to many di昀昀erent practical quality aspects, such as usefulness. Usefulness is
the issue of whether the system can be used to achieve some desired goal. It can be further
broken down into two other quality aspects: utility and usability. Utility is the question of
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whether the functionality of the system in principle can do what is needed, and usability is
the question of how well users can use that functionality. […] Usability applies to all aspects
of a system with which a human might interact”.

A model that illustrates these interrelationships between acceptability and other qual-
ity aspects is shown in Figure 10.1, adapted from Nielsen [5]. Note that usability in昀氀uences
usefulness, which in turn in昀氀uences the acceptability of the system. Learnability, e昀케ciency,
memorability, error protection and satisfaction are among the quality requirements that help
achieve usability (or, again, the usability a琀琀ributes, cf. section 6.5). Since understanding a sys-
tem is necessary for good usability and since usability should apply to all aspects of a system
that a humanmight interact with, I added understandability as an additional component to this
model. Furthermore, there are two ways to see the role of explainability. 吀栀e 昀椀rst way is to
consider its practical acceptability. First, in chapter 6, we could see that explainability is linked
to understandability, usability, and system acceptance. Using Nielsen’s model as a foundation,
it is possible to draw the following conclusion: Explainability may assist in enhancing the sys-
tem’s understandability, which favorably a昀昀ects usability and, in turn, favorably a昀昀ects the
system’s practical acceptability (Figure 10.1). Besides, in chapter 3, we also saw that explain-
ability can have an impact on many quality aspects that are relevant for social acceptability
such as ethics, accountability, fairness, and transparency.

Another way to analyze explainability’s role in so昀琀ware quality is to consider its social
acceptability, with an emphasis on its ethical role. Vakkuri et al. [6] proposes a conceptual-
ization of the relationships between key principles (which are basically quality aspects) in AI
ethics. 吀栀is conceptualization served as the foundation for my view of explainability’s role in
relation to social acceptability aspects such as ethics, accountability, transparency, and fair-
ness, as well as more practical acceptability aspects such as understandability and usability.
Figure 10.2 shows the adapted conceptualization.

In this adapted conceptualization, laws and norms can establish the need for account-
ability, which motivates a sense of responsibility within a development organization. 吀栀e
organization’s ethical values can also motivate this sense of responsibility, which motivates
establishing explainability as a quality goal. Explainability supports achieving quality goals
related both to practical acceptability and to social acceptability. 吀栀ese quality goals either
have a direct impact on system acceptability or an indirect impact on system trustworthiness,
which ultimately has an impact on user trust and results in system acceptability.

吀栀rough these two perspectives, it is possible to see how explainability plays an important
role in a system’s practical and social acceptability, and how explainability can be a positive
catalyst to support achieving various quality aspects. However, because of the double-edged
sword e昀昀ect of explainability (cf. section 6.4), explanations may have the exact opposite e昀昀ect,
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Figure 10.2: The ethical role of explainability, based on Vakkuri et al.[6]

and end up negatively impacting system acceptability. So昀琀ware engineers should therefore
focus on avoiding the negative e昀昀ects of explanations. Poor explainability design choices
can have a negative impact on the user’s relationship (e.g., user experience issues), interfere
with important quality aspects for a corporation (e.g., damaging brand image and customer
loyalty), and bring disadvantages to the project or system (e.g., increasing development costs
or hindering system performance). Explainability’s role in human-system communication can
be used to explain this sort of impact. Communication, depending on how it occurs in practice,
can either strengthen or harm relationships.

Explainability as a Pillar of Human-Machine Communication

吀栀e importance of communication between humans and machines has been seen as so impor-
tant that a new 昀椀eld of research has emerged in recent years: human-machine communication
(HCM) [283]. NASA’s [284] de昀椀nition of “human-machine communication” also is focused
on the point of contact between people and technology: “the characteristics of the interface
through which a human user instructs or programs a machine, interacts with it during execu-
tion, and accepts information from it”. 吀栀is perspective on the purpose of people’s interactions
with machines is also essential in HCI research. 吀栀e creation of the human-computer inter-
face – the point at which people and computers exchange information – and the procedures
that support it has been and remains one of HCI’s main objectives. Jacob [285] states: “We
can view the fundamental task of HCI as moving information between the brain of the user
and the computer. Progress in this area a琀琀empts to increase the useful bandwidth across that
interface by seeking faster, more natural, and more convenient communication means”.
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In 1985, Cathcart et al. [286] di昀昀erentiate between three possible roles that can be ful昀椀lled
by a computer during human-computer interaction: 1) an unobtrusive role, where the user
does not necessarily perceives the involvement of a computer, 2) a communication medium
role, when communication happens through a computer rather than with a computer; 3) an
interpersonal role, where the human interacts with the system, which in turn “responds appro-
priately in graphic, alphanumeric, or vocal modes establishing an ongoing sender/receiver
relationship”.

As previously stated in this thesis, we are living in the dawn of the algorithmic age.
Advances in robotics are happening very fast and communication with computer systems will
be more important than ever. In this way, systems should have the ability to be interlocutors,
to interact with humans and to explain their decisions and rationale in an appropriate way.
So, in my opinion, this emphasizes once more how important explainability is – not just as
“one more” aspect of so昀琀ware quality or as a “nice to have”, but as a fundamental pillar in the
communication and interaction between people and information systems.

10.2.2 2 User-Centered Explainability

吀栀is thesis also lays the groundwork for the practices and techniques that should be incor-
porated into the so昀琀ware lifecycle to help practitioners navigate the steps required for the
development of meaningful, explainable systems. 吀栀e proposed approaches and techniques
are user-centered, implying that user-centered processes are be琀琀er suited to understanding
explainability needs and developing explainable systems. 吀栀ey can be integrated into various
development processes (e.g., traditional and agile), providing greater 昀氀exibility to the recom-
mendations. Even though incorporating them may still represent a signi昀椀cant overhead for
the industry, they can still be tailored to the needs of each individual project.

According to Cooper et al. [287], user-centered design roughly consist of: 1) understand-
ing users’ desires, needs, motivations, and contexts; 2) understanding business, technical, and
domain opportunities, requirements, and constraints; and 3) using this knowledge as a foun-
dation for plans to create products whose form, content, and behavior are useful, usable, and
desirable, as well as economically viable and technically feasible. Table 10.1 summarizes the
main di昀昀erences between the traditional and user-centered practices. Traditional practices
focus on the system itself and its features, while user-centered practices focus on understand-
ing how the humans using the system perform their tasks and how the system can support
them.

In section 6.5, I also discussed how the relationship between usability and explainability
is important. Usability has a signi昀椀cant in昀氀uence on so昀琀ware quality and should always be
considered [5]. Although one should support the other, poor design and implementation of
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Traditional Practices User-Centered Practices

Technology/Developer-driven User-driven
System Component Focus User Solution Focus
Individual Contribution Multidisciplinary Teamwork

Focus on Internal Architecture Focus on External Attributes
Product Quality Quality in Use

Implementation prior to Human Validation Implementation based on User-validated Feedback
Establishing the Functional Requirements Understanding the Context of Use

Table 10.1: Traditional practices in comparison with human-centered practices, adapted and extracted from
Se昀昀ah and Metzker [8]

explanations could do more harm than good. Furthermore, the strong interaction between
usability and explainability suggests that usability and explainability are so interrelated that
it is di昀케cult to separate one from the other. HCI principles are also the greatest option for
achieving usability.

In fact, HCI also appears to be the best method for developing explainable systems because
meeting stakeholders’ needs and advancing addressee understanding are essential to explain-
ability. Moreover, pu琀琀ing the human at the center of design decisions helps to develop ways
of communicating and providing information that best suit their needs. Weigand et al. [288]
speci昀椀cally propose the user-centered development process de昀椀ned in the ISO 9241-210 [289]
to develop explainable systems, which takes into account user-centered principles and an iter-
ative approach that incorporates feedback loops. 吀栀e techniques recommended in chapter 7
help to gather as much information as possible about stakeholders, users, their environment,
their expectations, the domain, and the project itself.

10.2.3 3 Usefulness of the Proposed Theories and Artifacts

To evaluate the usefulness of the proposed theories, I use the list of criteria to evaluate theories
proposed in the framework for SE theories [3], shown in Table 10.2.

First, I consider both theories testable since they can be applied in other contexts, domains
and projects for empirical analyses that can refute and modify them. Empirical support is also
present in the theories since they are all built on empirical studies. 吀栀e theories have explana-
tory power since the concepts in the theories are explained based on the results of the studies
and on the existing knowledge in the literature. 吀栀e theories are also built with parsimony
and their concepts are not so complex to make their application di昀케cult. 吀栀e theories can
also be generalized to various contexts, domains, and projects and do not depend on speci昀椀c
se琀琀ings. Finally, the utility of the theories was demonstrated through feedback from so昀琀ware
engineers, through empirical studies, and through the case study.
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Table 10.2: Criteria for evaluating theories, extracted from [3]

Testability
The degree to which a theory is constructed such that empirical
refutation is possible

Empirical support
The degree to which a theory is supported by empirical studies that
confirm its validity

Explanatory power
The degree to which a theory accounts for and predicts all known
observations within its scope, is simple in that it has few ad-hoc
assumption, and relates to that which is already well understood

Parsimony
The degree to which a theory is economically constructed with a minimum
of concepts and propositions

Generality
The breadth of the scope of a theory and the degree to which the theory
is independent of specific settings

Utility
The degree to which a theory supports the relevant areas of the software
industry

Although the case study is only directly related to T2, it veri昀椀es at least partially the ideas
associated with T1 since it employs the notion of explainable systems again and takes into
account the concepts addressed in the conceptualmodel. However, amore extensive validation
of T1 and the associated artifacts in practice is missing and should be pursued.

吀栀e artifacts that compose the theories also are useful for RE and can help to achieve shared
understanding among stakeholders. First, the de昀椀nition sets a common terminology and helps
to delineate the elements and actors of explainable systems (e.g., aspects to be explained,
addressee, context). 吀栀e conceptual model and knowledge catalogue help both practitioners
and researchers. For practitioners, they help to visualize the role and impact of explainabil-
ity on the quality landscape, helping to discuss possible challenges and strategies, facilitating
trade-o昀昀 analysis and the negotiation with stakeholders. For researchers, they provide an
overview of the interrelationships and interactions that can and should be explored.

吀栀e process reference model can guide practitioners in selecting the appropriate practices
and techniques to develop explainable systems, as discussed in subsection 10.2.2. So昀琀ware
practitioners can usewell-known user-centered practices to elicit, implement, and test require-
ments that are aligned with users’ needs, demands, and context. Despite e昀昀orts to analyze
so昀琀ware processes, there have been no proposals that explicitly focus on the development of
explainable systems so far. As a result, I believe that the reference model provides both a
starting point and a foundation that can be updated and improved in the future.

吀栀e quality framework links the dependencies, characteristics, and evaluation methods for
explainability requirements. 吀栀e case study’s 昀椀ndings demonstrate three key points: 1) the
quality framework was a useful tool for eliciting explainability requirements, selecting expla-
nation designs, and assessing the success of the explanations; 2) the necessity of a thorough
explanation design process to prevent negative e昀昀ects brought on by trade-o昀昀s or design 昀氀aws;
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and 3) the possibility that even straightforward and easily integrated explanations can have a
positive e昀昀ect on quality goals.

To additionally check whether the proposed artifacts can be useful for dealing with
explainability as an NFR, I use the framework proposed by Paech et al. [16]. 吀栀ey proposed a
list with 20 features that should be covered by NFR methods (see [16], Tab. 1). 吀栀e artifacts
can support all the features in this list. Some examples are: the identi昀椀cation of explainabil-
ity goals (quality aspects that should be achieved through explainability), the visualization of
dependencies between quality aspects and functional aspects, the identi昀椀cation of means of
implementation, the comparison of di昀昀erent design strategies, as well as the identi昀椀cation of
suitable metrics for evaluation.

10.3 Next Steps in Explainability Research

吀栀is thesis represents a step forward in the development of explainable systems. However,
I recognize that more research is required. More speci昀椀cally, the proposed artifacts in this
thesis require more extensive validation. I propose expanding the validation of the artifacts
through more extensive reviews and discussions involving more explainability experts as
well as experts from other disciplines. I also encourage additional research that leads to any
necessary updates and improvements.

When considering the next steps in explainability research, it is important to emphasize
the importance of interdisciplinary collaboration when developing explainable systems. 吀栀e
fact that the RE community is so rich in methods and techniques that support so昀琀ware devel-
opment is exactly why RE is so important for the success of a so昀琀ware project. Explainability
research bene昀椀ts greatly from taking requirements into account when studying explainable
systems, but we also need to make sure that the techniques we develop address the needs of
other communities.

吀栀e process of building T1 and the three related artifacts shows that research in RE can
pro昀椀t from insights of other disciplines when it comes to explainability. 吀栀e 昀椀elds of philos-
ophy, psychology, and HCI, for example, have long researched aspects such as explanations
or human interaction with systems (see [160] for research concerning explanations in several
disciplines). At the same time, so昀琀ware and requirements engineers can contribute to the
昀椀eld of explainability by studying how to include such aspects in systems and adapt develop-
ment processes. 吀栀is knowledge, sca琀琀ered among di昀昀erent areas of knowledge, must be made
available and integrated into the development of systems.

Although the artifacts that compose T2 are a good start to guide the RE for explainable sys-
tems, more research is needed. Future research, for example, could look into speci昀椀c aspects
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of XAI to see if the speci昀椀c needs associated with these types of systems are not covered by
the artifacts and should be included. Furthermore, more research on the interrelationships
between explanation aspects is required to understand how the quality framework’s levels
and individual aspects interact with one another. Hands-on heuristics that aid in the design
of explanations must also be investigated and developed. Although I believe that existing
knowledge regarding how to organize the remaining stages of the development process is
equally applicable to the development of explainable systems, the fact that the practices can
be incorporated into an existing process does not eliminate the need for further study that
addresses the entire lifecycle. Finally, the study in this thesis demonstrated that there is still
much to learn about NFRs and that it is critical to investigate other new NFRs, such as ethics
and fairness, as they become increasingly relevant. As so昀琀ware and requirements engineers,
we must be aware of new quality aspects associated with modern systems and devise methods
to translate these abstract aspects into requirements and functionality that meet stakeholder
needs and the speci昀椀ed quality goals, thereby contributing to the development of high-quality
systems for our society.
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A
Survey Supplementary Material

A.1 Navigation Scenario

吀栀e navigation scenario was presented to the participants in two variations, depending on
whether they use a built-in navigation system in their vehicle or just a navigation app on a
smart device.

A.1.1 Built-In Navigation System

Hypothetical Situation: You are using the Navigation System in your car to drive to a certain
destination. You are somewhat familiar with the way because you traveled before to this
destination, but you notice that today the system is showing another route. 吀栀is can be due to
di昀昀erent reasons: maybe there is an accident on the road ahead or high congestion. You are
not sure about the reason, as it does not give you any information about it. How interested
are you in receiving an explanation about it?

A.1.2 Navigation App on a Smart Device

Hypothetical Situation: You are using the Navigation App in your smartphone to go from A
to B, either by walking or by using public transportation. You are somewhat familiar with the
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way, but you notice that today the App is showing another route, lines or connections. You
are not sure about the reason, as it does not give you any information about it. How interested
would you be in receiving an explanation about it?

A.2 Survey Instrument

Assessing the Importance of Explanations in So昀琀ware for
End-Users

Welcome to our survey!

吀栀anks for taking the time to participate in our survey. 吀栀is research seeks to understand the
current perception of end-users regarding the impact of explanations on the transparency of
so昀琀ware applications. 吀栀e goal is to understand what is your perception about the current
transparency of the so昀琀ware applications that you use in your daily life, as well as your inter-
est in receiving explanations while using a so昀琀ware system. Please answer all the questions
honestly, because authentic answers are essential for the success of this research. 吀栀ere is
no right or wrong answer, so you may feel free to express your true opinion. By starting the
survey, you con昀椀rm that you are of legal age (at least 18 years old). 吀栀ere are 18 questions in
this survey

Demographics
[A1] What is your country of residence?
Choose one of the following answers
<List of countries as answer option…>

[A2] What year were you born?
Please enter a date:

[A3] What is your occupation? (In what area do you work?)
Choose one of the following answers

• Sales and Related
• Student
• Arts, Design, Entertainment, Sports, and Media
• Education, Training, and Library
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• Research
• Protective Service
• Community and Social Service
• Legal
• Management
• Installation, Maintenance, and Repair
• Food Preparation and Serving Related
• Architecture and Engineering
• Computer and Mathematical
• Healthcare
• O昀케ce and Administrative Support
• Construction and Extraction
• Life, Physical and Social Science
• Farming, Fishing, Forestry
• Business and Financial
• Cleaning and Maintenance
• Transportation
• Other

So昀琀ware Use
[B1] Please mark all items that apply to you:
Check all that apply

• I’m pro昀椀cient with Word Processor So昀琀ware (Microso昀琀 O昀케ce suite including Word,
Excel, and Power Point or similar). I’m very comfortable using these programs and
have a lot of experience doing so.

• I know how to distinguish terms like hardware and so昀琀ware.
• I’m very comfortable using computers and I am con昀椀dent in my ability to learn how to

use new programs quickly.
• I can create fully functional spreadsheets and I am familiar with organizing and

analyzing large sets of data (Eg. Macros and Functions)
• I understand basic conventions of a web page: URL, header, search box, links, footer.
• I understand networks concepts like IP address, VPN, routers, LANs.
• I understand Operating Systems indicators like use of CPU, memory, disk space.
• I’ve already have contact with programming and I consider I have basic programming

skills.
• I’m a so昀琀ware/hardware developer.

[B2] Which of the following devices do you use in your everyday life?
Check all that apply

• Laptop
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• Smartphone
• Tablet
• Desktop Computer
• On-Board Navigation System (integrated or integratable on vehicle) (e.g.,: Integrated on

the vehicle / GPS device.
• Other:

[B3] In a typical day, do you use so昀琀ware applications more for work or personal
reasons?
Choose one of the following answers

• More o昀琀en for work
• 儀甀ite a bit more o昀琀en for work
• About an equal amount for work and personal reasons
• 儀甀ite a bit more o昀琀en for personal reasons
• More o昀琀en for personal reasons

[B4] In a typical day, which category of so昀琀ware/apps do you use on your digital
devices most o昀琀en? (More than one allowed)
Please choose the appropriate response for each item

1 - I don't use it 

at all

2 - I don't use it 

so often
3 - Neutral

4 - I use it 

often

5 - I use it very 

often

Entertainment (Music,Videos, etc)     
Games     

Sports (Schedules, Scores, etc)     

Utility (Calculator, Converter, 

Translator, Calendar, etc).
    

News     

Mobility (Directions, Maps, Public 

Transportation, Local 

Ratings,Guidelines, etc)

    

Search Tools (Search Engines, 

Encyclopedia, etc)
    

Social Networking     

Messengers (WhatsApp, Telegram, 

Facebook Messenger, Skype, Email, 

etc)

    

Weather Forecast     
Text Editors     

DIE     

Business Software (Accounting, 

Controlling, Purchasing, Sales, etc.)
    

[B5] I consider these categories of apps an essential part of my everyday life:
(吀栀e options below would appear depending on the chosen options in question B4)
Please choose the appropriate response for each item
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1 - Strongly 

Disagree
2 - Disagree 3 - Neutral 4 - Agree 5 - Strongly Agree

Entertainment (Music,Videos, etc)     

Games     

Sports (Schedules, Scores, etc)     

Utility (Calculator, Converter, Translator, 

Calendar, etc).
    

News     

Mobility (Directions, Maps, Public 

Transportation, Local Ratings,Guidelines, 

etc)

    

Search Tools (Search Engines, 

Encyclopedia, etc)
    

Social Networking     

Messengers (WhatsApp, Telegram, 

Facebook Messenger, Skype, Email, etc)

    

Weather Forecast     

Text Editors     

DIE     

Business Software (Accounting, 

Controlling, Purchasing, Sales, etc.)
    

Problems with So昀琀ware Use
[C1] How o昀琀en do you have problems understanding the information presented to
you in so昀琀ware belonging to these categories you regularly use?
(吀栀e options below would appear depending on the chosen options in question B4)

1- Never 2 - Very Rarely 3 - Rarely 4 - Occasionally 5 - Frequently
6 - Very 

Frequently

Entertainment (Music,Videos, etc.)      

Games      

Sports (Schedules, Scores, etc.)      

Utility (Calculator, Converter, 

Translator, Calendar, etc.).
     

News      

Mobility (Directions, Maps, Public 

Transportation, Local

Ratings,Guidelines, etc.)

     

Search Tools (Search Engines, 

Encyclopedia, etc.)
     

Social Networking      

Messengers (WhatsApp, Telegram, 

Facebook Messenger, Skype, Email, 

etc.)

     

Weather Forecast      

Text Editors      

DIE      

Business Software (Accounting, 

Controlling, Purchasing, Sales, etc.)
     
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[C2] Can you share with us which was (were) the so昀琀ware(s)?
(吀栀e options below would appear depending on the chosen options in question C1)

• Entertainment (Music, Videos, etc)
• Games
• Sports (Schedules, Scores, etc)
• Utility (Calculator, Converter, Translator, Calendar, etc).(5)News
• Mobility (Directions, Maps, Public Transportation, Local Ratings, Guidelines, etc)
• Search Tools (Search Engines, Encyclopedia, etc)
• Social Networking
• Messengers (WhatsApp, Telegram, Facebook Messenger, Skype, etc)
• Weather Forecast
• Text Editors
• IDEs
• Business So昀琀ware (Accounting, Controlling, Purchasing, Sales, etc.)

[C3] Can you share with us ONE situation where you could not understand the so昀琀-
ware behavior? Please, start by saying which of the so昀琀ware in the list below was the
so昀琀ware in question.
(吀栀e options below would appear depending on the chosen options in question C2)
Please write your answer here:

Explanation Needs
[D1] Hypothetical Situation: You are using the Navigation System in your car to
drive to a certain destination. You are somewhat familiar with the way because you
traveled before to this destination, but you notice that today the system is showing
another route. 吀栀is can be due to di昀昀erent reasons: maybe there is an accident on the
road ahead or high congestion. You are not sure about the reason, as it does not give
you any information about it. How interested are you in receiving an explanation
about it?
(吀栀is question would only appear if if the following conditions were met: Participant chose
B2(5))
Choose one of the following answers

• 1 - Not at all interested
• 2 - Slightly Interested
• 3 - Indi昀昀erent
• 4 - Interested
• 5 - Extremely Interested
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[D2] Hypothetical Situation: You are using the Navigation App in your smartphone
to go fromA to B, either by walking or by using public transportation. You are some-
what familiar with the way, but you notice that today the App is showing another
route, lines or connections. You are not sure about the reason, as it does not give you
any information about it. How interested would you be in receiving an explanation
about it?
(吀栀is question would only appear if if the following conditions were met: Participant chose
B2(2) AND B4(6) - from 3 to 5)
Choose one of the following answers

• 1 - Not at all interested
• 2 - Slightly Interested
• 3 - Indi昀昀erent
• 4 - Interested
• 5 - Extremely Interested

[D3] Consider the previously shown hypothetical situation(s). What kind of expla-
nation would be helpful for you?
(吀栀is question would only appear if D1 or D2 would have been answered)
Choose one of the following answers
Please write your answer here:

Opinion about Explanations in So昀琀ware
[E1] What do you think are the 3 most important advantages of receiving explana-
tions while using so昀琀ware?
Please write your answer here:
1.
2.
3.

[E2] What do you think are the 3 most important disadvantages of receiving expla-
nations while using so昀琀ware?
Please write your answer here:
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1.
2.
3.

Presentation of the Explanations
[F1] When should an explanation be presented?
Please choose only one of the following:

• Everytime I request it
• Automatically, just when something exceptional or unexpected happens
• Both: everytime I request an explanation and automatically when something excep-

tional or unexpected happens
• Never
• Other

[F2] First, let’s present some de昀椀nitions:
Explanations about:

Algorithms Convey information and knowledge about the logic adopted in the soft-

ware to generate the output and how is its reasoning process.

Dataset
Specify what kind of data the software is using to support its reasoning

process and their sources (GPS, public databases, etc.)

History
Determine why the output/behavior is different from previous times

(from what you are used to).

User Profile

Disclose the purposes and how your collected data is used and pro-

cessed to make an internal profile about you and offer you tailored

services/information.

Based on these de昀椀nitions, about which aspects would you consider relevant to
receive an explanation about
Check all that apply

• Algorithms
• Dataset
• History
• User Pro昀椀le
• I’m not interested in receiving any kind of explanation
• Other:

We thank you for your e昀昀orts and time to support our research.
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A.3 Codes

For the sake of clarity, some of the codes (昀椀rst category) are shown below as examples. Each
resulting code is assigned a color. An answer can be assigned to several codes. A detailed
description of the coding process as well as the complete list of all codes can be found at [290].

A.3.1 Kinds of Explanations

Ki
nd

of
Ex
pl
an

a�
on

Ca
te
go
rie

s

1. What Informa�on - the user is interested to know which specific piece of informa�on (datasets, live informa�on) supported
and in昀氀uenced the given decision

Codes which incident influenced the change, tra昀昀ic, which informa�on leaded the so�ware to take this decision, which
variables are influencing the choice, if there is some kind of incident, show me the route and the time, accidents,
etc; in which data the decision is based; elements considered to make the proposal; based in which informa�on;
what changes; tra昀昀ic on usual route; what a昀昀ected the decision; which informa�on a昀昀ected the decision today;
tra昀케c conditions, Reason for the Change (z.B. Congestion,Work, ...)

2. Understanding Why - indicates that the user wants to understand better the reasons behind a decision, event or policies.
Higher level of abstrac�on.

Codes why the route is not being suggested, bene昀椀ts of the new routewhen compared to the usual, the reason,
explained route, why the route changed, explana�ons about why, alert about the reason of the change, why is
the app pointing in in a di昀昀erentway, the reason why (basedon the historic) the changed happened; why is
showing a di昀昀erent route; the answer to why is di昀昀erent; reason; the problem that is happening; why are they
di昀昀erent connec�ons; why this way is good and the one before is not good anymore; reason of the new
suggestion; ... on usual route; why the route I'm familiarwith; to explain the adoption of the alternative route;
history; the route was changed because...; why the decision of changing from the usual; Reasons for change of
route; It's a ma�er of security, expose the reason,

3. How re昀氀ected either (1) the users desire to understand the inner reasoning process of the algorithm, (2) the wish to be able
to audit or verify the behavior of the system or (3) to discover more about the inner model the system built about the user

Codes if it is reading correctly the informa�on; algorithm; evaluate the capacity of generate better routes; to gather
knowledge; system error because of…; how the algorithm detected the changes; from howmany users on, the
algorithm decided…; updates; what are the used criteria; the reasoning logic changed?; explain if something
changed in the so�ware version

Frequency

36

Total Freq.

55

Frequency

12

Figure A.1: Kinds of explanations

A.3.2 Codes Excerpt: Advantages of Explanations

An excerpt of the codes is shown on the next page.
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A.3.3 Codes Excerpt: Disadvantages of Explanations

An excerpt of the codes is shown on the next page.
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B
SLR and Coding Process Supplementary

Material

B.1 Manual Search Sources and Paper Selection

Table B.1: Manual search sources and paper selection

Source Total
Re-
trie-
ved

Initial
Selec-
tion

Final
Selec-
tion

International Requirements Engineering Conference (RE) 1312 15 4
Symposium on the Foundations of So昀琀ware Engineering (FSE) 667 8 2
Information and So昀琀ware Technology (IST)∗ 2668 23 0
Intelligent User Interfaces (IUI) 1158 52 18
Journal of Systems and So昀琀ware (JSS)† 4121 8 0
Transaction on So昀琀ware Engineering (TSE) 2910 23 0

∗20 publications out of 2668 publications were not accessible.
†Seven publications out of 4121 publications were not accessible.
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Conference on Information and Knowledge Management
(CIKM)

2789 8 2

International Working Conference on Requirement Engineer-
ing: Foundation for So昀琀ware 儀甀ality (REFSQ)

328 4 0

Transactions on So昀琀ware Engineering and Methodology
(TOSEM)

615 4 1

Conference on Recommender Systems (RecSys) 521 15 6
Requirements Engineering Journal (REJ) 455 9 2
RE Workshops 21 4 1
REFSQ Workshops‡ 162 5 1
Minds and Machines 724 30 17
Big Data & Society 284 16 6
International Joint Conference on Arti昀椀cial Intelligence -
Workshop on eXplainable Arti昀椀cial Intelligence§

63 41 34

Philosophy and Technology¶ 259 10 9
Ethics and Information Technology 538 1 1

B.2 SLR References

B.2.1 Manual Search

吀栀e following 104 papers are the result of our manual search: [291, 292, 293, 294, 295, 296, 297,
298, 299, 300, 301, 302, 303, 182, 304, 305, 306, 307, 308, 309, 310, 311, 312, 313, 116, 314, 315, 62,
316, 177, 317, 318, 319, 320, 321, 322, 323, 324, 325, 326, 154, 327, 328, 329, 330, 331, 332, 333,
334, 185, 335, 336, 337, 49, 338, 339, 340, 341, 342, 343, 344, 345, 346, 347, 348, 349, 350, 351, 352,
353, 354, 355, 356, 357, 278, 51, 358, 359, 360, 361, 362, 168, 363, 169, 364, 365, 366, 367, 157, 161,
368, 369, 370, 186, 15, 371, 372, 373, 374, 375, 376, 377, 378, 379]

B.2.2 Snowballing

吀栀e following 125 papers are the result of the forward and backward snowballing procedure:
[380, 381, 382, 383, 384, 385, 386, 187, 69, 387, 388, 389, 390, 391, 176, 392, 393, 394, 395, 155, 396,
397, 398, 399, 400, 401, 402, 403, 404, 239, 405, 225, 406, 407, 408, 409, 410, 175, 411, 61, 412, 413,
414, 189, 70, 415, 416, 46, 196, 417, 418, 419, 181, 266, 420, 421, 422, 423, 160, 424, 425, 426, 427,

‡Only the proceedings of the years 2000, 2001, 2006-2008, 2010, 2011 and 2015-2019 were accessible.
§Proceedings from 2017-2019 were considered
¶Only the issues beginning from 2011 were accessible.
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428, 429, 430, 431, 188, 432, 433, 434, 171, 435, 156, 166, 436, 437, 183, 190, 153, 438, 80, 50, 439,
440, 441, 442, 443, 444, 445, 446, 447, 448, 449, 450, 451, 452, 453, 165, 454, 172, 455, 456, 457,
458, 459, 13, 184, 460, 119, 461, 462, 463, 464, 465, 466, 467, 162, 255, 468, 469, 470, 471, 472, 35]

B.2.3 Aspects to Explain

Table B.2: Aspects to explain

Aspect to explain References

System in General
[175, 153, 239, 116, 50, 366, 157, 464, 413, 70, 458, 420, 379, 429,
459]

System’s Reasoning Processes [353, 375, 465, 416, 424, 428, 171, 464, 61, 461, 154, 429]
System’s Inner Logic [116, 62, 324, 338, 346, 367, 371, 376, 405, 162, 472, 61, 428]
System’s Model’s Internals [298, 116, 371, 372, 155, 419, 181, 428, 188, 351, 363]
System’s Intention [464, 156, 383]
System’s Behavior [157, 455, 255, 366, 461]
System’s Decision [116, 358, 388, 360, 419, 426, 50, 441, 418]
System’s Performance [375, 445, 464]
Knowledge about User or
World

[157, 465, 360, 441, 366]

B.2.4 Quality Aspects in Literature

Table B.3: 儀甀ality aspects impacted by explainability

儀甀ality Aspect References

Accountability Pos:
[335, 340, 358, 225, 407, 419, 425, 428, 471, 181, 411, 80,
187, 49, 183, 388, 182, 294, 457, 400, 442, 461, 160]

Accuracy
Pos: [320, 162, 176, 377, 436, 432, 348]

Neg:
[295, 416, 344, 50, 302, 49, 62, 403, 407, 368, 61, 189, 155,
411, 465]

Adaptability Workshop Exclusive

Auditability Pos:
[424, 308, 388, 153, 176, 168, 13, 50, 436, 323, 309, 456, 332,
471, 361, 156, 116, 358, 363, 165, 452, 319, 339, 392]

Complexity Workshop Exclusive
Compliance Pos: [181, 61, 182, 410, 370, 336, 457, 339]
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Con昀椀dence in the System
Pos:

[154, 382, 446, 155, 70, 326, 15, 440, 171, 69, 183, 424, 456,
175, 447, 412, 304, 404, 425, 176, 46, 387, 428, 417, 398, 420,
433, 470]

Neg: [325, 183, 13]
Correctness Pos: [182, 388, 441]
Customer Loyalty Pos: [409, 166, 314, 239, 333, 69, 374, 357, 446, 304]

Debugging Pos:
[182, 119, 80, 404, 176, 469, 440, 457, 471, 153, 392, 472,
62, 425, 412, 61, 69, 299, 430, 225, 423, 50, 407, 337, 332]

Decision Justi昀椀cation Pos: [382, 465, 182, 62, 183, 50, 184, 360]
Development Cost Neg: [379, 62, 403, 176, 50, 372, 156]
E昀昀ectiveness Pos: [336, 225, 370]
E昀케ciency Neg: [50, 403, 407]
Ethics Pos: [470, 294, 439, 155, 61, 181, 156]
Extensibility Workshop Exclusive

Fairness Pos:
[346, 338, 411, 363, 410, 323, 388, 183, 153, 61, 300, 439,
155, 70, 309, 428, 418, 80, 445, 225, 349, 420, 50]

Guidance Pos: [162, 336, 116, 388, 297, 324]
Human-Machine Cooperation Pos: [380, 35, 417, 340, 153, 463, 323, 70]
Knowledge Discovery Pos: [153, 439, 70, 156, 445, 50, 297, 457, 61]

Learnability Pos:
[429, 452, 412, 182, 458, 46, 160, 419, 428, 417, 356, 176,
459, 471]

Maintenability Workshop Exclusive

Mental Model Accuracy Pos:
[344, 455, 445, 376, 168, 160, 13, 325, 356, 412, 428, 392,
166, 434, 424, 420]

Model Optimization Pos: [165, 343, 225, 184, 189, 418, 153, 70, 457]
Perceived Usefulness Pos: [384, 266, 362, 361, 162, 169, 69, 239, 428, 429, 399]

Perceived Value Pos:
[443, 50, 409, 69, 455, 176, 172, 168, 428, 171, 460, 437, 442,
162, 359, 374, 420, 429, 370]

Performance
Pos: [35, 445, 428, 172, 369]
Neg: [177, 402, 62, 298, 403, 70, 116]

Persuasiveness Pos:
[409, 471, 415, 69, 266, 175, 176, 361, 360, 239, 428, 456,
443, 399, 172, 465, 162, 372, 324, 361, 357, 344, 333, 439,
160, 183, 387, 162]

Portability Workshop Exclusive
Predictability Pos: [344, 389, 326]
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Privacy
Pos: [51, 188, 153, 155, 181]
Neg: [339, 51, 449, 70, 425, 80, 411, 440, 439]

Privacy Awareness Pos: [460, 70, 153]
Real-Time Capability Workshop Exclusive
Reliability Pos: [466, 153, 181]
Robustness Pos: [70, 189, 186]
Safety Pos: [61, 187, 389, 153, 300, 155]
Scrutability Pos: [458, 373, 336, 437, 465, 183, 69, 239, 225]

Security
Pos: [154, 189, 155]
Neg: [49, 339, 303, 154, 363, 411, 62, 80, 390]

Stakeholder Trust
Pos:

[69, 293, 344, 471, 15, 303, 35, 440, 460, 467, 61, 353, 157,
154, 371, 380, 435, 314, 301, 153, 463, 386, 186, 161, 390, 62,
185, 352, 365, 341, 51, 362, 438, 377, 310, 375, 400, 429, 339,
359, 360, 468, 382, 162, 420, 225, 323, 372, 357, 326, 404,
156, 304, 317, 340, 369, 370, 373, 187, 389, 392, 408, 415,
416, 183, 439, 466, 176, 300, 363, 318, 177, 321, 465, 387,
395, 155, 309, 239, 411, 413, 189, 46, 417, 419, 181, 160, 425,
430, 333, 171, 166, 50, 441, 443, 453, 361, 455, 470, 297]

Neg: [154, 372, 183, 225, 13, 440, 171, 162, 363, 344, 15, 362]

Support Decision Making Pos:
[439, 415, 266, 399, 392, 428, 162, 116, 456, 420, 436, 384,
297, 360, 69, 324, 333, 225, 176, 458, 445, 379, 70]

System Acceptance Pos:
[176, 297, 157, 361, 389, 445, 295, 352, 446, 433, 443, 326,
46, 162, 156, 324, 374, 392, 429, 441, 239, 420, 457, 51, 428,
398, 467]

Testability Pos: [153, 61, 176]
Trade Secrets Neg: [49, 116, 339, 70, 411]
Transferability Pos: [190, 156, 439, 70]

Transparency Pos:
[69, 239, 154, 297, 370, 412, 183, 463, 413, 162, 437, 171,
376, 324, 361, 266, 424, 156, 46, 374, 225, 467, 317, 382,
365, 408, 176, 172, 465, 116]

Trustworthiness Pos: [470, 187, 295, 62, 412, 294, 70, 419, 35, 387, 334, 176]
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Understandability
Pos:

[432, 51, 447, 161, 425, 440, 393, 188, 355, 320, 62, 172, 463,
15, 50, 385, 394, 386, 400, 160, 116, 35, 399, 304, 446, 334,
189, 403, 387, 184, 295, 278, 13, 375, 362, 225, 196, 417, 420,
329, 370, 428, 413, 336, 69, 384, 357, 392, 182, 381, 301, 342,
323, 466, 395, 171, 457, 358, 377, 305]

Neg: [372, 116, 401]

Usability
Pos:

[445, 320, 266, 239, 153, 116, 62, 428, 293, 403, 440, 314,
341, 333, 434, 374, 162, 176, 161, 460, 466, 69]

Neg: [116, 325, 413]
User Awareness Pos: [428, 171, 434, 440]
User Control Pos: [439, 460, 46, 294, 61, 69]

User E昀昀ectiveness
Pos: [69, 176, 360, 162, 329, 175, 465, 387, 463]
Neg: [69, 13, 347]

User E昀케ciency
Pos: [362, 162, 183, 69, 465, 239, 412, 176, 175, 344]
Neg: [177, 196, 362]

User Experience
Pos: [359, 166, 333, 334, 172, 153, 373, 440]
Neg: [168, 116, 160]

User Performance Pos: [176, 429, 420, 426, 329, 171, 409]

User Satisfaction Pos:
[69, 438, 176, 408, 415, 183, 166, 428, 362, 239, 429, 443,
372, 324, 162, 341, 392, 314, 437, 175, 333, 360, 426, 326,
446, 325, 433, 168, 403]

Validation Pos: [384, 365, 176, 69]
Veri昀椀ability Pos: [176, 424, 363, 420, 447, 326, 430, 184, 428, 418, 153, 15]

B.3 SLR Codes

In the material below, “P” indicates that explainability has a positive impact on the corre-
sponding quality aspect, and “N” stands for a negative impact. During the coding procedure,
a threshold was de昀椀ned for producing a code. 吀栀is means that only impacts were considered
that were mentioned by at least three di昀昀erent sources. 吀栀is approach was taken to ensure
more reliable results. 吀栀e material below is already cleaned up in this respect, such that codes
that are not supported by at least three sources are not listed.
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Accountability_P
a critical piece in achieving accountability
accountability
allows to be held accountable
assess accountability
assignment of blame
better manage liability
enforce accountability under the law
facilitate accountability
fulfill the goal of accountability
hold entities accountable
important  for responsibility of algorithms
important for liability
important to achieve responsible AI
know where the blame lies when things go wrong
legal accountability
liability
liability for machines
means to promote accountability
render decision-making more accountable
render decisions more accountable
shift responsibility from algorithm to participant
used to determine legal culpability

Accuracy_N
can negatively affect predictive accuracy
cost of classification accuracy
decrease in predictive performance
inverse relationship between accuracy and explainability
may conflict with precision
requires a sacrifice for accuracy
tension between accuracy and explainability
the higher the accuracy, the lower the explainability
the more explainable, the less accurate
there is a well-known trade-off between accuracy and explainability
trade off explainability against accuracy
trade-off between accuracy and explanatory power
yield lower accuracy

Accuracy_P
improve classifiers
improve prediction accuracy
improve recommendation accuracy
improved accuracy of decisions
improving the accuracy
improving the accuracy of VQA systems
increase accuracy measures

Auditability_P
allow the system to demonstrate partial capability
allows for question-answering about the system's reasoning steps
allows to look why the system has reached an anomalous result
assess the reliability of systems
auditability
benefit the auditability
describe the methods employed and the reasons for exploying them
detect errors in input data that led to adverse decisions
enables models to be audited
estimate likelihood of errors in decision making
examine the knowledge of the system
help to identify errors and biases
help users understand what contributed to the large error
identify that the system has erred
indicate prior reliability
is an auditable and provable way to defend algorithmic decisions
judge whether a prediction is correct
satisfying the desire to know whethe an algorithm caused an error
scrutinize individual cases
support evaluation of system conclusions
understand the scope of an error and solve discrepancies
understand the underlying technicalities and models

Compliance_P
ensure legal decisions are made
implement a right to explanation
make model performance and guideline compliance compatible
necessary for compliance
used to comply with regulatory and policy changes
useful for increased compliance

Confidence in System_N
decrease reliance if level of detail insufficient
had a negative impact on user confidence
question the system and  lead to self-reliance

Confidence in System_P
aim at acquiring confidence
allow to develop appropriate reliance
can lead to a higher level of confidence
confidence
confidence in decision making
decides how much confidence to place in recommendation
develop appropriate reliance
higher confidence in system recommendations
higher degrees of confidence
improve confidence of the decision quality
increase confidence in system's abilities
increase reliance
increase the end user9s confidence in the system9s conclusion
increase user belief in system
increase users' confidence in problem-solving competence
increase user's confidence in the system
increases their confidence
instill confidence
it can help build confidence
might give us more confidence
more user confidence
significantly increase users9 confidence
strenghten the confidence of users

Correctness_P
help correct errors in input data
necessary for correcting an error
optimality and correctness

Customer Loyalty_P
affect perceptions of the organization
could help inspire loyalty
decrease the likelihood of abandoning the system
higher degrees of rapport
higher intention to use the interface again
increase the propability of using the system
it can help build rapport
make users more willing to continue the use of a system
promote rapport
rapport

Debugging_P
better debug the system
debug predictive models
debug the procedure
debugging
debugging purposes
determine and fix errors and faults
diagnosis and refinement
ease of debugging
enable users to debug the intelligent agent
enables models to be debugged
end-user debugging
for debugging
for system debugging
help in locating sources of error
help to identify and  correct errors
likely to be used for debugging



model debugging
notifying users about the defects in the system
play an important role in debugging systems
potential for aiding program analysis
support developers for system debugging
support system debugging
used in system diagnosis

Decision Justification_P
justification (e.g., offering reasons for an action).
justification (of individual recommendations)
justification (why recommendation was made)
justify a given decision
justify actions and decisions
justify the decision made
justify the outcome of a particular classification
provides the required information to justify results

Development Cost_N
at the expense of development effort
can be costly on multiple dimensions
cost expensive
could be costly
development cost
development time
is expensive

Effectiveness_P
increase overall effectiveness
system effectiveness limited by inability to explain
useful for increasing an intelligent system9s overall effectiveness

Efficiency_N
could result in less efficient systems
trade off explainability against efficiency

Ethics_P
achieve an evaluation of the ethical standards of a machine
achieve ethical AI
ensure ethical decisions are made
ethical decision making
ethics
evaluate if a decision is not in conflict with ethical norms
promote ethics
support ethical reasons

Fairness_P
a way to check fairness
address concerns about lack of fairness
assurance that fairness issues have been mitigated
demonstrate a model's fairness
detect discrimination
develop solutions against algorithmic discrimination
enable people to identify and address fairness
enable the identification of discrimination
enables to assess whether algorithm is just
ensure algorithmic fairness
ensure fair decisions are made
ensure fairness
ensure that algorithms do not encode discrimination
fair decision making
fairness
fulfill the goal of fairness
identify algorithmic biases
important to ensure algorithmic fairness
inspect fairness
mitigate decision biases
moderate assessments of fairness
non-discrimination
render decisions more fair
support fairness in decision-making
verify fairness

way to defend algorithmic decisions as being fair

Guidance_P
educate about product knowledge
guide in solving problems
guide users during the use of the system
increase product knowledge
provide guidance on  how to reverse adverse decisions
to better guide the user
to educate users about product knowledge

Human-Machine Cooperation_P
allow for a better human AI cooperation
crucial for effective human machine interaction
improve cooperation
improve the human-machine interaction performance
key to effective human-AI interaction
necessary for human in the loop
provide a more effective interface for the human in-the-loop
the ability of a model to be interactive with the user

Knowledge Discovery_P
causality
gain further insights or evidence
helpful for knowledge discovery
helpful tool to gain knowledge
knowledge generation
knowledge/scientific discovery

Learnability_P
aid learning
allow developers to not make the same mistake again
allow users to learn something from the system
allows the humans to learn
can facilitate learning
educate the user about the process of generating a recommendation
facilitate learning
help developers and humans working with a system learn from it
help users to learn about how the system works
improve user learning
learn how the system operates
learning how the system works
teach something and learn
teach users how to achieve a task

Mental Model Accuracy_P
a tool to build and refine inner knowledge models
align and adapt the mental models of the participating parties
assist participants in the conception of an accurate mental model
be aware of the system's limitations
can help users to develop better mental models of systems
create a shared understanding of decisions
discover when a system is pushed over the bound of its expertise
form accurate picture about the system's reliability
gradually improve the mental model
help build useful mental models
help the user to build a theory of mind
help users to understand when they can rely on the system
helps users determine whether their needs are known by the system
helps users to revise their theory of mind
keep agents on the same page with respect to their beliefs
know what the limitations of the system are
learn the methods and knowledge used in the problem solving process
users can judge whether their goal match those of the system

Model Optimization_P
detect bias in training data
detecting model bias
determine what should be learned by a model
identify bias in training data
identify problems in training data
improve and develop ML models



lead to the design of better models

Perceived Usefulness_P
assess whether a recommendations is useful
crucial aspects for system utility
effect on perceived usefulness of recommendations
enhance perceived usefulness of advice
increase perceived information usefulness
increase the perceived usefulness of a recommender system
perceived as a useful system
perceived system usefulness
usefulness

Perceived Value_P
a sense of control for the user
adds to business value
affect perceptions of fairness
be perceived as easy to use
being perceived as a trustworthy system
benefit perceived reliability
better user perception
convince users of of a system's competence
help improve user perceptions during system errors
help increase perceived benevolence
increase perceived control
increase perceived efficiency
increase perceived fairness
increase perceived recommendation quality
increase perceived safety
increase users' perception of system competence
increases users9 perception of the interface9s competence
influence the extent to which the decision is viewed as fair
more positive perceptions of a system
perceive as more helpful
perceive the interface as more competent
perceived to be fair
perception of system ease-of-use
positively affect perceptions of system effectiveness
promote more positive user perception of the system
raise perception of integrity
result in more positive user perceptions
system perceived as more competent
useful for increasing perceived value

Performance_N
drawbacks in terms of performance
loading memory issue
loading time issue
may conflict with performance
require high computational costs
take time to compute
trade-off at the expense of performance
trade-off with the performance of a model
use of CPU, memory, storage, and battery

Performance_P
help to decide between models
improve AI performance
improve overall system performance
increase system performance
learning time can be reduced

Persuasiveness_P
affect task-taking motivation
convince the user that the agent is correct
convince the user to accept the result
convince users that the suggested alternative is appropriate
convince users to adopt recommentation
convince users to try or buy
critical to acceptance of systems' decisions
greater adherence to system recommendation
help users to understand and accept a recommendation

improve persuasiveness
improve user acceptance of recommendations
improve users9 acceptance of recommendations
increase acceptance of system conclusions
increase persuasiveness of the recommended messages
increase probability of accepting a suggestion
increase the acceptance of recommendations
increase the system's persuasiveness
increased the acceptance of the recommendations
increasing system persuasivness
influence applicant reactions
invoke user's interest in recommendation
make recommendations more persuasive
may accept the system9s choices
more compliance with a request
motivate users to consume items
nudge the user in a certain direction
persuade users to make a certain choice
persuade users to try or purchase a recommended item
persuasion
persuasiveness
positively affect users' purchasing beghavior
suggestions being accepted by users

Predictability_P
ability to predict the system9s performance correctly
determine when the system will make a mistake
increase the user9s ability to predict the classifier decision
makes users more likely to correctly predict the model9s success

Privacy Awareness_P
lower privacy concerns
privacy awareness - ability to assess privacy
provides a way to check privacy

Privacy_N
can demolish stakeholder's anonymity
can hurt privacy
can threaten privacy
could jeopardize privacy
data privacy
negative consequences regarding privacy
pose a privacy risk
privacy implications
privacy issues regarding training data
privacy might be violated

Privacy_P
can help privacy
ensure privacy is uphold
ensure that sensitive information is protected
privacy
promote privacy

Reliability_P
improve reliability
reliability

Robustness_P
facilitate robustness
improve model robustness
instrumental in developing more robust systems

Safety_P
guarantee safety concerns
guarantee safety concerns are met
help create safer products
help increase safety
improve safety
increase safety
safety



Scrutability_P
alter which features of an item are deemed most important
customize recommendations to fit users' preferences
explain corrections back to the system
increase scrutability
provide scrutability
scrutability

Security_N
allow for gaming
can threaten security
enable individuals to game the system
enhance capabilities of attackers
facilitate manipuations of the system
introduce security vulnerabilities
may conflict with security
pose a security risk
security implications
trade off with security

Security_P
bridge the gap between 8actual security9 and 8perceived security9
identify illegitimate intrusion, malware, and other attacks
protection mechanism can be improved by public scrutiny
security

Stakeholder Trust_N
bad explanation-for-trust may fail to create trust
bad explanations may lead to distrust
can undermine trust
decrease trust
effects on trust
erode trust
may lead to mistrust
may lose trust
minimum explanations can potentially harm user trust
too much explanatio eroded user trust
too much explanation can degrade trust

Stakeholder Trust_P
achieve trust
achieve user trust
affect user trust
agents tend to trust
appropriately trust ML-based solutions
assessing trust
boost user trust
breed trust
build more trust in the interface
build trust in the agent's choices
build trust towards a machine's performance
can address trust concerns
can aim at acquiring trust
can engender trust
can promote trust in the system
correctly calibrate trust in systems
could help inspire user trust
critical tool to build public trust in AI
easier to trust
enable domain experts and users to trust the model
enable them to trust results
enable to have appropriate level of trust
engender trust in AI
enhance trust in the classifier
essential to assure trust
foster trust
foster user trust
fundamental mechanism to increase user trust
gain user trust
generating trust in the model
have a positive effect on user trust
have the potential to build a trust relationship

help gain user's trust
help inspire trust in a recommender
help promote trust
help to establish a more appropriate level of trust
impact perceptions of trust in the company
important in assessing trust
important in order to build human trust in systems
improve user trust
improving trust in decision by AI system
improving trust in the advice
increase trust
increase trust in the recommender system
increase trust in the system
increases user trust
increasing user trust
instill trust
means to establishing trust
moderate trust to an appropriate level
more likely to trust the underlying ML systems
positive effects on organizational trust
provide a way to check trust
significant improvement in user trust
significantly higher trust
significantly increase users' trust
students trust the system more
support trust
trust
will enhance trust at the user side
will trust the agent in the future

Support Decision Making_P
aid the explainee in performing a task
allow to make more accurate decsiosn
allow to make more informed and accurate decisions
allow users to make more informed decisions
better decision whether to choose the recommended item
employ for decision-making
empower users to make informed choices
enable users to make more accurate judgment on a decision
enable users to make more informed and confident decisions
enable users to make more informed decisions
evaluate possible alternatives
give enough infornation to decide
help decide whether to engage with item further
help facilitate improved user decisions
help users make accurate decisions
help users make to better decisions
help users to evaluate items correctly
help users to make more accurate decisions
help users to resolve preference conflict
helping users to make better decisions
helping users to make good decisions
improve the quality of user decisions
improve users' decision making
increased problem solving competence
influence decision making
make informed decisions
might be critical to aid a person in making final decisions
needed to make rational choices
provide users with knowledge to make decisions
support to make more accurate decisions
support user decision-making

System Acceptance_P
affect acceptance
beneficial to the system's acceptance
bring closer to acceptance by end users
can enhance acceptability of systems
can improve acceptance of recommender systems
convince to use system
determine the ovewrall adoption
essential for gaining acceptance



gain user acceptance
greater user acceptance
higher degree of willingness to use systems
higher level of willingness to use autonomous systems
important for acceptance of recommender systems
important for user acceptance
increase acceptance
increase user acceptance
increasing user acceptance
influential for acceptance of intelligent systems
key towards acceptance of AI systems
may increase system acceptance
means of influencing user acceptance
open the chance of adoption
pivotal to acceptance by society
potential to increase acceptance
promote acceptance of the system
requirement for model acceptance
user acceptance

Testability_P
enables models to be tested
help system designers to evaluate or test a system
helpful for testing

Trade Secrets_N
cannot protect proprietary information
disclose proprietary knowledge
model confidentiality
trade secret

Transferability_P
improve transfer learning
support transferability
transferability

Transparency_P
be perceived as transparent
can provide transparency
contribute to transparency
could provide transparency
foster transparency
fulfill the goal of transparency
improve transparency
improve transparency of the system
increase the system's transparency
increase transparency
increased transparency
increasing perceived transparency
increasing system transparency
increasing transparency of system reasoning
make more transparent
offer transparency
perceived to be transparent
provide transparency
provide transparency of how system works
providing system transparency
render decisions more transparent
support transparency
system transparency
transparency

Trustworthiness_P
achieve complete trustworthiness
create more trustable products
essential for becoming trustworthy
foster trustworthiness
important to achieve trustworthy AI
improve untrustworthy models
increase trustworthiness
make it more trustworthy
trustworthiness

trustworthy AI

Understandability_N
create false binaries
hinder understanding if not appropriate
may cause information overload

Understandability_P
ad in understanding network mistakes
aid in understanding an automated vehicle9s function
aid in understanding the decision's consequences
allow its users to better understand its outputs
allow to understand the behavior of a DNN
allow users to understand why prediction is made
assist understanding how the system processes data
better understand what a model has learned
can be easily comprehended
can increase our understanding of the models
can strongly infuence users9 understanding of complex data
concerned with enabling human understanding
effects on user understanding
enable domain experts and users to understand the model
enable human users to understand
enable human users to understand AI systems
enable understanding
enhance understanding of training situations
enrich people's understanding
equip users to understand the system
facilitate the understanding of the system
get insights into predictions
help a user to understand why an item is recommended
help the human to understand the behavior
help the human to understand why an agent failed
help the user better to understand the rationale
help user to understand agent behavior
help user to understand why item is recommended
help users to understand system's output
help users understand the suggestions made
help users understand the system's operation domain
helpful for understanding intelligent system's reasoning process
hint to better understanding of the job recommendations
important for program comprehension
important to understand how the system operates
improve understandability of ML
improve user understanding of the system
improve users' understanding
improving user understanding
interpretability
it can help build understanding
key to understanding models better
know the system's reasoning
make decisions understandable
make opaque algorithms more understandable
positive effect on understandability
provide insights into the model
show a significant improvement in user understanding
support intelligibility
tell us something about the decison-making process
tend to cause understanding
tool to build understanding of the technology
understand and contextualize the system strategy
understand and evaluate the model
understand system behavior
understand system's reasoning
understand the relevance feedback algorithm
understanding
understanding a system
understanding how the application works
understanding of why the outcome arose
understanding system behavior
way to better understand decisions
way to interpret the decisions



Usability_N
not every software should provide explanations
reducing the sense of ease of use
the focus is not on usability

Usability_P
better utilize the AI
can help reduce complex cognitive efforts
crucial aspect for usability
ease of use of the recommender system
ensure effective interactions with ML systems
help to improve the usability of the system
improve usability
increase ease of use
leads to more effective use
leads to more efficient use
make better use of the system
make effective use of system
make it quicker and easier for users to find what they want
reduce cognitive burden
save user's cognitive effort
save user's interaction efforts
substantially affect usability
to make a better use of a system's outputs
usability

User Awareness_P
can promote awareness
increase situational awareness
serve awareness

User Control_P
control
enable users to control their interaction more actively
give greater control to the user
human control over the decision
meaningful human control over algorithms
provide control
starting point for better user control

User Effectiveness_N
can be conflicting with effectiveness
lead to agreement with incorrect system suggestions
lead to automation bias when familiar with problem

User Effectiveness_P
allow to assess whether the alternative is appropriate
can lead to greater accuracy in decision making
effectiveness
improve users' decision effectiveness
necessary for the user to carry out his or her task
user effectiveness

User Efficiency_N
require significant human effort
taking more time
users need to take time to analyze explanations

User Efficiency_P
decreasing the time needed to reach a judgement
help users make decisions faster
help users make faster decisions
reduce time for decision making
user efficiency
user's decision efficiency
users need less time understanding the interface

User Experience_N
become distracting over time
can pollute user interface
may have contributed to confusion or surprise
too much explanation can create confusion

User Experience_P
change user attitude towards the system
improve users9 experience
influences actions, emotions and beliefs of the recipient
lead to more positive user attitudes
make the system more engaging
play an important role in improving user experience
promote feelings of familiarity
user experience

User Performance_P
affect test performance
better user performance
can increase performance on information retrieval tasks
improve task performance
improve user performance
improved decision quality
improved problem solving performance
user performance

User Satisfaction_P
be more comfortable
brings enjoyment to users
can increase user satisfaction
can lead to higher level of satisfaction
contributes to user satisfaction
decrease frustration
feel more comfortable
has a positive effect on satisfaction
higher degrees of satisfaction
important for user satisfaction
improved user satisfaction
improving user satisfaction
increase enjoyment
increase satisfaction
increase user satisfaction
increase users9 satisfaction
increased participants9 satisfaction with the recommendation
lead to better user satisfaction
lead to greater satisfaction
lead to greater user satisfaction
positive effect on satisfaction
positive relationship with user satisfaction
promote feelings of comfort
satisfaction
significantly impact satisfaction
user satisfaction

Validation_P
help users assess if the recommended alternative is truly adequate for them
validate system knowledge
way of validating the decision process of an AI
way to verify the validity of a decision

Verifiability_P
assess whether a prediction is accurate
check the system by examining the way it reasons
enable users to verify that an algorithm is accurate
ensure that algorithms are performing as expected
ensure that algorithms perform as expected
evaluate correctness of system ouputs
evaluate the goodness of a match
evaluate the proposed solution
help users evaluate the accuracy of the system's prediction
increase the ability to assess whether a prediction is accurate
verification
verify accuracy
verify correct functioning
verify that the system works as it should
verify the correctness of the knowledge base or structure



B.4 Workshop Exercises

B.4.1 Workshop with Philosophers and Psychologists

吀栀e workshop with philosophers and psychologists consisted of one pre-workshop exercise
and three workshop activities. 吀栀e structure of the workshop is presented in Figure B.1.

• Give a definition for explainability

Pre-Workshop

Workshop

• 1: Presenting Categories

• Open discussion

• 2: Validation and Discussion

• Comparing categories with

definitions from pre-workshop

• 3: Desiderata for explainability

• Discussing important aspects for

explainability

Activities

Preparation Exercise

Figure B.1: Workshop with philosophers and psychologists

Pre-workshop exercise We asked participants to prepare a de昀椀nition of explainability
according to the participant’s background before our workshop. 吀栀e idea was to collect
these de昀椀nitions before the discussion to allow for comparison and to avoid bias from our
preliminary results and the debate.

During the workshop In the 昀椀rst activity, we presented the categories regarding RQ1 found
in the literature for discussion. We discussed whether these categories are accurate with what
the participants consider explainability to be. In the second activity, the ideawas to understand
if the de昀椀nitions found in the literature match participants’ own de昀椀nition of explainability,
submi琀琀ed before the workshop. We compared these categories and discussed the di昀昀erences
in order to reach a consensus. During the last activity, we discussed important desiderata for
explainability. In this case, desiderata is the philosophical equivalent for quality aspects.

B.4.2 Workshop with Requirements Engineers

吀栀eworkshop with requirements engineers consisted of one pre-workshop exercise and three
workshop activities. 吀栀e structure of the workshop is presented in Figure B.2.
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Pre-workshop exercise For the preparation exercise, we asked participants to name quality
aspects that are impacted by explainability. We sent a list of quality aspects resulting from our
coding process without the detected polarities to avoid bias. To support participants, we also
developed four hypothetical scenarios (subsection B.4.3) where explainable systems had to be
designed. 吀栀e scenarios consisted of short stories describing a domain and a business problem
related to the need for explainability. 吀栀e goal was to help participants in be琀琀er understand-
ing contexts where explainable systems may be needed. Based on the scenarios, we asked
participants to specify desirable quality aspects for each system based on their expertise, and
how explainability would interact with each of these aspects. Next, we asked participants to
elaborate a list of the quality aspects and to specify if explainability would impact positively or
negatively on each aspect. We also welcomed participants’ suggestions about further quality
aspects that could be connected to explainability but were not present in our list.

• Selection of quality aspects based on:

• Provided scenarios

• List of quality aspects

• Suggestion of other qualiy aspects

related to explainability

Pre-Workshop

Workshop
• 1: Defining Polarities

• Positive or negative impact of

explainability on quality aspect on 

the list

• 2: Validation and Discussion

• Comparing results with the SLR 

findings

• 3: Quality Aspects Clustering

• Clustering of quality aspects into

groups/dimensions.

Activities

Preparation Exercise

Figure B.2: Workshop with requirements engineers

During the workshop In the 昀椀rst activity, we presented the list of quality aspect without
polarities to the participants and asked them to set the polarities. We established a round
structure for this activity, where each participant would 昀椀rst de昀椀ne the polarity, justify the
decision and at the end of the round all participants could discuss each others’ choices. 吀栀e
idea was to provoke debate and reach consensus. In the second activity, we compared the
polarities given by the participants with the 昀椀ndings from our coding process. We compared
the results and had an open discussion to discuss di昀昀erences and reach consensus. Experts
could relate to all polarities that they did not mention initially, but were found in the literature.
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In the third activity, we clustered the quality aspects collaboratively based on their relationship
and discussed their impacts on the system.

B.4.3 Homework

For the workshop with requirements engineers, we designed the following hypothetical
scenarios. Note that the workshops were originally in German, so the following scenario
descriptions are translations.

Loan Issuing So昀琀ware Bank Tresor Holdings Ltd. wants to change its loan issuing so昀琀-
ware. In the past, the bank has o昀琀en come under suspicion of including gender or ethnicity
when determining creditworthiness. For this reason, the new system is to be equipped with
a feature that will allow the employee to 昀椀nd out why a particular person gets the calculated
credit score. 吀栀e system should be able to explain to the employee what the most important
factor was that contributed to that exact classi昀椀cation, and what the customer would have to
change to get a di昀昀erent (be琀琀er) credit score. Tresor Holdings employees are experts in their
昀椀eld and can work through even complicated issues in a way that customers can understand.
吀栀e customers themselves do not get to see anything from the system.

Medical Diagnosis System Saint Health hospital not onlywants to help doctorsmake be琀琀er
judgments, but also to upgrade the doctor-patient interaction. To this end, it plans to intro-
duce a new interactive disease prognosis system that not only reliably explains to doctors how
a particular prognosis came about, but can also provide this information tailored to patients.
With the help of the system, doctors will be able to be琀琀er educate patients about their diag-
noses so they can accept or reject a particular treatment in an informed and justi昀椀ed manner.
Beyond being understandable to patients, of course, the system should also be able to provide
doctors with additional specialist information that patients might not be able to relate to.

Applicant Selection So昀琀ware 吀栀e company GoodJobs wants to automate most of its hiring
process. Before a select few applicants get a real interview, an initial screening is to take place
completely online. 吀栀e 昀椀nal result should not only be presented to the applicants, but also
made comprehensible for them. Especially the rejected applicants should be able to understand
what led to their rejection and how they can improve for the next time. 吀栀e recipients of the
explanations should not only be the applicants, but also the legal department, which must
determine whether certain rejections were justi昀椀ed.
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Autonomous Driving 吀栀e car manufacturer AutoNomous GmbH is the 昀椀rst car manufac-
turer in the world to o昀昀er fully autonomous vehicles. As with normal vehicles, however,
accidents do occur from time to time with autonomous vehicles, but much less frequently
than with conventional automobiles driven by humans. In order to be able to resolve these
rare accidents without the help of experts, an explanatory component is to be added to the
so昀琀ware. 吀栀e company can no longer a昀昀ord to provide an expert to analyze and assess each
accident. 吀栀e so昀琀ware extension should make it easy for accident investigators to 昀椀nd out for
themselves what led to the accident and who is responsible.
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C
Interview Study Supplementary Material

吀栀is is the supplementary material related to the interview study explored in chapter 7. In par-
ticular, I present methodological information about the literature search as well as additional
information about the interview study.

C.1 Literature Search

C.1.1 Definition of the search string

吀栀e search string was built using a combination of the keywords that were thought to be cru-
cial for this study, namely explainability, so昀琀ware, and system. Words like practice, activity,
technique, or processwere omi琀琀ed from the search string in order to broaden the solution space
and 昀椀nd more information on activities, practices, and techniques that may not be speci昀椀cally
labeled as such. We also chose to concentrate speci昀椀cally on requirements engineering and
human-computer interaction since, as concluded in chapter 6, developing explainable systems
is highly connected to aspects of the communication interface, which highlights the impor-
tance of focusing on the needs of the addressees of explanations. 吀栀is line of thought lead
to the 昀椀nal search string, which was extended by synonyms and abbreviations (e.g., SE for
so昀琀ware engineering):
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(explain* OR XAI)
AND
(system OR so昀琀ware OR design OR interface
OR HCI OR ”human-computer interaction”
OR RE OR ”requirements engineering”
OR SE OR ”so昀琀ware engineering”)

C.1.2 Inclusion and Exclusion criteria

Studies and publications that were not relevant for answering our research questions were
eliminated. For a publication to be included, all inclusion criteria had to be met. A publication
was rejected if at least one of the exclusion criteria was met. To increase the objectivity of
the decision on the inclusion or exclusion of a paper, inclusion and exclusion criteria were
formulated (Table C.1). Since explainability is an interdisciplinary research topic and since we
wanted to focus on the development process of such systems, publications that are not related
to computer science were removed (EC5).

Table C.1: Inclusion (IC) and Exclusion (EC) Criteria

Criterion Description

In
cl

u
si

on IC1
Publications that present methodologies, processes, activities, practices, or techniques

to develop explainable systems.

IC2 Publications that are a peer-reviewed journal, conference, or workshop paper

E
x
cl

u
si

on

EC1 Publications that do not mention activities, practices, or techniques.

EC2 Tutorials, Proposals, and other non-peer reviewed publications

EC3 Publications that are not accessible (via university licenses)

EC4 Publication is neither written in German nor in English.

EC5 Publication is not related to computer science.

C.1.3 Database selection

Due to time constraints, sources are reduced in rapid reviews. Since selecting studies for a
literature review can be a time-consuming and laborious process, we decided to conduct our
search using Google Scholar (GS). GS retrieves results from all major databases, such as ACM
Digital Libraries, IEEExplore, andWeb of Science. Yasin et al. [473] investigated the suitability
of GS for literature reviews and found that GS was able to retrieve 96% of primary studies in
comparison to traditional database searches. 吀栀e use of just one database introduces a threat
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to validity (presented in subsection 7.3.5). However, GS was su昀케cient since the goal was to
conduct a rapid review of the literature rather than a thorough, systematic one.

C.1.4 Termination criterion

We applied again the concept of Wolfswinkel et al. [151] (cf. subsubsection 6.1.1) to de昀椀ne
the termination criterion ∗. We followed this approach to decide when to conclude our search
process. It is important to note that we only assume saturation with respect to the subset of
publications we looked at during our literature search, not saturation in the traditional sense
based on all available data. More speci昀椀cally, wemade the decision to stop looking a昀琀er 昀椀nding
50 papers one a昀琀er another without gaining any new knowledge, that is, without at least one
paper extending our solution space of practices and techniques. 吀栀erefore, I believe that the
information gathered o昀昀ers enough insights to serve as a solid foundation for addressing the
research questions.

C.2 Interview with Practitioners

C.2.1 Interview Structure

1. Welcome
2. Presentation of the topic and the structure of the interview
3. Task 1: Draw a diagram of the company’s existing so昀琀ware development process
4. De昀椀nition of explainability and presentation of a scenario
5. Example: Scenario on the planned development of a system that should be explain-

able. 吀栀e participant should develop a process allowing to address explainability in the
process

6. Task 2: Draw a diagram of a development process for explainable so昀琀ware and systems
7. Follow-up question: Applicability in industry
8. Closure
∗“A literature review is never complete but at most saturated. This saturation is achieved when no

new concepts or categories arise from the inspected data.”
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C.2.2 Practices found in the literature, organized by phase

Table C.2: Practices found in the literature, organized by phase

Practice Sources

Requirements Engineering

Focus Groups/Workshops [224, 474]

Interviews [207, 475, 250, 476, 208, 477, 298],

[478, 76, 479, 219, 474]

Mental Models [208, 219]

Personas [480, 481, 12, 482, 483, 484],

[485, 39]

Questionnaires [208, 76, 486, 484, 487]

Scenarios [480, 250, 246, 488],

[94, 486, 224, 489, 490],

[233, 485, 491, 39, 482]

Design/Implementation

Low-Fidelity Prototypes [208, 492, 485, 493, 494]

High-Fidelity Prototypes [207, 13, 196, 208, 373, 495],

[478, 76, 224, 77, 493, 494]

Validation/Testing

Usability Tests [196, 208, 496, 486, 224],

[487, 494]

A/B Tests [486, 491]

Interviews [13, 208, 76, 224, 490, 207, 219, 494]

Mental Models [492, 487, 208, 76, 219]

Questionnaires [196, 486, 487, 489, 208]

C.2.3 Interview Script

Type: Semi-structured interview
Tools: Audacity (Voice Recording), Miro Board (Work昀氀ow design)
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Interview Part One

1. Data about the interviewee
2. Data about the company
3. Introduction to the de昀椀nition of explainable systems (c.f. section 6.2)
4. Translate de昀椀nition into a concrete example for the interview
5. 儀甀estions about the explainability of the product the interviewee is working on

(a) In your opinion, is the product you are working on explainable to the end user?
(b) Can you explain the process of so昀琀ware development in your company?

6. Back-end analysis questions

(a) Are your responsibilities divided into back-end and front-end?
(b) Do you work on the back-end or front-end?
(c) Are there meetings where back-end and front-end developers participate?

Interview Part Two

In this part of the interview, the interviewee should put himself in the role of a product owner
of the 昀椀ctitious company “ExplainWare”. 吀栀e task consisted of se琀琀ing up the process 昀氀ow of
so昀琀ware development in this company.

Case Study ExplainWare
ExplainWare would like to develop a navigation so昀琀ware X, which suggests drivers a route
with which they reach their destination quickly, safely and free of tra昀케c jams. Each driver is
actively distributed on the road network so that the roads are not roads are not overloaded in
order to prevent tra昀케c jams.

吀栀e challenge here is that end users need to understand that X not only suggests the fastest
route without congestion, but actively prevents congestion by by distributing drivers appro-
priately across the road network. network. If the end user does not understand this, he will
no longer want to use X because he thinks that the routes he already knows are faster.

Phase 1 -儀甀estions

1. How would you analyze the stakeholders?
2. How would you elicit the requirements?
3. How would you document the requirements?
4. How would you validate the requirements?
5. What roles would you assign to your employees?
6. Do you maintain it is necessary for di昀昀erent roles to communicate with each other?
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7. How would you ensure that the product is explainable?
8. How would you evaluate the product for explainability?

Phase 2 - Show guidelines
First, the interviewee was asked what he understood by the term “requirement”? A昀琀erwards,
the interviewee should explain each phase of Figure C.1 and correct if necessary if something
is ”wrong” from the interviewee’s point of view.

Requirements 

Analysis

Requirements 

Management
Design Coding Evaluation

Figure C.1: Phases in the development lifecycle

Furthermore, the following questions were asked:

1. Do you apply these phases in your company?

(a) Do you have similar phases in your process?

i. Yes: Which phases are similar?
ii. No: – go to the next question –

2. Describe the process in your company

(a) How are requirements for the so昀琀ware elicited?
(b) How are the stakeholders identi昀椀ed/analyzed?
(c) How are the requirements prioritized?
(d) How are the requirements documented?
(e) How are the requirements validated?

Phase 3 - Show components (all HCI & RE methods)

1. Do you apply these activities in your company? Which ones and in which phase?

Phase 4 - Show and compare developed workflow

1. What do you think about this work昀氀ow?
2. Do you think this work昀氀ow would be suitable for developing explainable so昀琀ware?
3. Which activities do you 昀椀nd suitable, which not and why?
4. Could you imagine implementing this in your company?
5. Do you think that this work昀氀ow can be integrated well into practice?
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6. Do you think that this work昀氀ow is too costly in practice?
7. Would it be problematic to implement this work昀氀ow in your company? Why?

Finally

1. Is it worthwhile for the company to develop explainable so昀琀ware?
2. Do you consider explainability an important requirement that is worth the company’s

time and money?
3. What are the challenges to developing explainable so昀琀ware?
4. Can explainability be addressed during your company’s development process?
5. Do you think that changes in your company’s work昀氀ow would be easy to implement?

C.2.4 Interview Screenshot

Figure C.2 shows the methods that the literature review revealed. 吀栀ese could be used by the
interviewees on the Miro Board and added to the individual activities.
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Figure C.2: Miro Board - Methods

Figure C.3 shows a section of the Miro board with the di昀昀erent phases in the develop-
ment cycle. Here, the interviewees should assign the methods used in the company to the
corresponding phase and, if necessary, also add further methods.
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D
Framework and Case Study Supplementary

Material

D.1 Literature Search

D.1.1 Definition of the search string

吀栀e 昀椀nal search string is constructed in such a way that, in addition to the 昀椀rst condition,
either a term from the second or third block of terms must match a search result:

((explainability OR explanation OR explanations OR explainable)
AND
(evaluation OR assessment OR analysis OR impact OR HCI OR “human-computer interac-
tion” OR “human-computer interfaces” OR interaction OR “user interface” OR usability))

Since a search string is always subjectively de昀椀ned from the researcher’s point of view,
database searching and snowballing were again complemented by a manual search.
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Table D.1: Inclusion (IC) and Exclusion (EC) Criteria

Criterion Description

In
cl

u
si

on IC1
Publications that include either an evaluation of a specific statement or an overview of various

evaluation options.

IC2 Publications that are a peer-reviewed journal, conference, or workshop papers.

IC2 Publications that consider end-users of explainable systems as stakeholders of explanations.

E
x
cl

u
si

on

EC1
Publications that focus exclusively on how explanations can be generated automatically

(algorithm evaluation).

EC2
Publications that are limited exclusively to understanding underlying algorithms

(ML-Interpretability).

EC3 Publications that are not accessible (via university licenses).

EC4 Publication that are neither written in German nor in English.

EC5 Publication that are not related to computer science.

D.1.2 Inclusion and Exclusion criteria

D.1.3 Database selection

吀栀edatabases used for the search wereACMDigital Library∗, IEEE Xplore†, Science Direct‡, and
Springer Link§. 吀栀e aforementioned databases were chosen because they have already been
used for literature searches in the area of explainability [69, 497]. When searching Science
Direct and Springer Link, results were limited to Computer Science.

D.1.4 Termination criterion

In the literature search, we also followed the saturation principle based on Wolfswinkel [151],
as described earlier in subsection C.1.4:

D.1.5 SLR References

Table D.2: References for aspects of the quality framework

Category Aspect in the Framework References
Objectives / Con-
straints

Objectives [69]

∗https://dl.acm.org
†https://ieeexplore.ieee.org
‡https://www.sciencedirect.com
§https://link.springer.com
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Construct [236]
Purpose [69, 120]
Goals [250, 498, 233]
Main Drive [412]
Intended E昀昀ect [238]

Business Goals Stakeholder Goals [69, 70]
Higher-level Goals [69]
Application Level Goals [411]

Users’ Perception User Perceived 儀甀ality Factors [69]
(Consumer) Needs [246, 116]
User Goals [246]
Intermediate Requirements [236]
Human Level [411]

Explanation (Explanation) Purpose [69]
Purpose Explanatory Goal [239, 238, 70]

Function Level [411]

Context (Experimental) Context [87, 116, 399, 236, 62, 255, 498,
53, 70]

(Explanation) Scope [120, 262, 53]
Use Case [236]
Stakeholder [61, 70]

User (Target / End) User [12, 258, 80, 197, 70]
Stakeholder [87]
Consumer [246]
Explainee [87, 62]
Explanation Audience [411, 70]

Task Task [87, 249]
Activity [120]

Environment Environment [87, 251]
Application Area / Domain [411, 251, 197, 70]

Demand Demand [87]
Initiative Manual [116, 239, 197]

Automatic [116, 262, 197, 347, 248]
Timing Before [61, 197, 263, 499, 500]

During [61, 197, 263]
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A昀琀er [61, 197, 263, 499, 500, 251]

Content User Interface Component(s) [69, 61]
Content [233]
Granularity [87, 62]

Information Type Context [12, 253, 259, 253, 240, 234, 69,
233]

Inner Logic [12, 243, 257, 234, 255, 233,
259]

Causality [12, 242, 248, 243] [253, 253,
240, 259, 257, 234, 255, 69,
254, 233, 392, 258]

Information Amount [233, 235, 256, 501]
Density Abstraction Level [257, 256]
Adaptivity Context-Sensitivity [258, 259]

Controllability [242, 196]
Personalization [258, 259, 80, 239, 411]

Presentation Presentation [61, 235]
(Explanation) Type [233, 61]

Medium Textual [411, 238, 239, 243, 262, 262,
242, 259, 70, 69]

Visual [411, 243, 265, 242, 69, 502,
70]

Auditory [251, 69, 268]
Tone Factual [262, 242, 263, 255]

Emotional [242, 263, 503, 253, 255]
Grouping Single [69, 238, 243, 262, 242]

Grouped [69, 238, 239]

Method Perception 儀甀estionnaires [504, 487, 268, 243, 503, 256,
399, 238]

儀甀alitative Indica-
tors
Explanations Completeness [504, 267]

Persuasiveness [243, 399]
Usefulness [243, 399, 238]
for a comprehensive list [267]
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System Satisfaction [238]
Transparency [238, 268]
Trust [238, 503, 256]
Scrutability [238]

儀甀antitative Met-
rics

Number of explanation requests [197, 116, 238]

User Focus Duration [238]
Explanation Exposure Delta [69]
Frequency of system use [505]
Task performance [505, 69, 236, 265, 239, 242,

240, 501, 221, 249, 263, 505]
Learning Rate [239, 249]
Task Completion Time [505]
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D.2 Framework Versions
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Figure D.1: The first version of the explainability framework, taken to the workshop.
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Figure D.2: The second version of the explainability framework, taken to the focus group.

D.3 Workshop with So昀琀ware Engineers

In order to de昀椀ne the goals and requirements for the explanations and to collect initial 昀椀rst
implementation ideas, a workshop was held with so昀琀ware engineers, and a customer sup-
port expert. By directly applying the developed guideline in the workshop, it was also
possible to collect observations on how the framework can be useful. A昀琀er the initial intro-
duction on explainability, the guide for integrating explanations, and the results from the
user feedback analysis, the workshop followed the structure of the framework for explana-
tions. Consequently, information about potential users (Context), then goals (Objectives) and
their implementation possibilities (Characteristics), and 昀椀nally evaluation possibilities were
discussed (Evaluation). 吀栀e overview of the workshop is shown below:
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Activity Description

1. Introduction to Explainability

- Explainability as a NFR

- Benefits of explainability in a mobility context

- Presentation of the framework

- Examples of explanations

2. Presentation of Common Problems
- Common problems found in user feedback

- Prioritization of problems to be solved

3. Discussion about Personas - User profiles, contexts

4. Definition of Goals
- Definition of main quality objectives

- Concretization of objectives based on the framework

5. Brainstorming about Design Options
- Discussion about aspects of explanations

- Aspects of interface design

6. Definition of Metrics
- Discussion about metrics and their feasibility

- Definition of evaluation strategy

Table D.3: Workshop structure

D.4 Voice Prompts for ER3

吀栀e goal of explainability requirement (ER) 3 was to explain possible reasons for what, from an
end-user’ perspective, could be considered as a “weird” route. 吀栀e chosen approach to explain
this was to display tra昀케c events on the current route. 吀栀is context information should help
to understand why the application recommends unusual routes. However, this is not trivial,
since the calculation of the tra昀케c volume and its subjective perception of the end user is
not clear. Another problem is that it was a technical challenge to de昀椀ne which route would
be subjectively perceived as “normal” to each end-user on the same route. 吀栀erefore, the
chosen solution was to calculate the ratio of average route duration and use it as baseline for
comparison. 吀栀e data is then mapped to “low tra昀케c”, “moderate tra昀케c”, and “high tra昀케c”
levels. 吀栀ere is also a “normal” tra昀케c situation where no explanation is shown to the end
users. 吀栀e threshold values were determined internally through test drives. End-users could
obtain the information in threeways. First, the informationwas displayed in the route preview,
together with the information about the route duration. 吀栀e total travel time for the route was
displayed in green (low tra昀케c), standard text color (normal tra昀케c), orange (moderate tra昀케c)
and red (heavy tra昀케c). Since it was noticed in the 昀椀rst prototype that the colors alone were not
meaningful, a short explanatory text was added. In addition, throughout the navigation, the
arrival time and the travel time are displayed in the appropriate color and also updated as the
tra昀케c situation changes. During navigation, information about tra昀케c volume was provided
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Figure D.3: Route satisfaction represented by star ratings

via synthesized speech as shown in Table D.4. 吀栀e tone of these voice prompts was somewhat
emotional to create sympathy.

Traffic Volume Voice Prompt

low Today the roads are clear. You will reach your destination

<destination name> at <time>.

normal You will reach your destination <destination name> at

<time>.

moderate Since today is a bit busier, you will reach your destination

<destination name> at <time>.

high Since today is very busy, you will reach your destination

<destination name> at <time>.

Table D.4: Voice prompts at the beginning of navigation dependent on the tra昀昀ic volume

D.5 Additional Charts

In the quantitative analysis, we used the interactive format of the static explanations (ER1 and
ER2) to get additional data as already described in chapter 9. Figure D.3 shows how the star
ratings for the calculated routes di昀昀ered between groups.

吀栀e results of the qualitative evaluation are depicted in Figure D.4 and Figure D.5.
Figure D.4 shows the ratings on statements concerning the demand for explanations and
Figure D.5 the ratings concerning the content of explanations.
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(d) ER4: position accuracy

Figure D.4: Results of the qualitative study for the explanation demand
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Figure D.5: Results of the qualitative study for the explanation content
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