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ABSTRACT
Although conceptually simple, the air–water interface displays rich behavior and is subject to intense experimental and theoretical inves-
tigations. Different definitions of the electrostatic surface potential as well as different calculation methods, each relevant for distinct
experimental scenarios, lead to widely varying potential magnitudes and sometimes even different signs. Based on quantum-chemical
density-functional-theory molecular dynamics (DFT-MD) simulations, different surface potentials are evaluated and compared to force-
field (FF) MD simulations. As well explained in the literature, the laterally averaged electrostatic surface potential, accessible to electron
holography, is dominated by the trace of the water molecular quadrupole moment, and using DFT-MD amounts to +4.35 V inside the
water phase, very different from results obtained with FF water models which yield negative values of the order of −0.4 to −0.6 V.
Thus, when predicting potentials within water molecules, as relevant for photoelectron spectroscopy and non-linear interface-specific
spectroscopy, DFT simulations should be used. The electrochemical surface potential, relevant for ion transfer reactions and ion sur-
face adsorption, is much smaller, less than 200 mV in magnitude, and depends specifically on the ion radius. Charge transfer between
interfacial water molecules leads to a sizable surface potential as well. However, when probing electrokinetics by explicitly applying a lat-
eral electric field in DFT-MD simulations, the electrokinetic ζ-potential turns out to be negligible, in agreement with predictions using
continuous hydrodynamic models. Thus, interfacial polarization charges from intermolecular charge transfer do not lead to significant
electrokinetic mobility at the pristine vapor–liquid water interface, even assuming these transfer charges are mobile in an external electric
field.
© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0127869

I. INTRODUCTION

At charged surfaces that are in contact with an aqueous salt
solution, an ionic double layer forms1 which creates an electro-
static potential difference between the surface and the solution, often
called, rather indiscriminatorily, the surface potential. Even at the
nominally uncharged air–water interface, different ions exhibit dif-
ferent interfacial affinities, which gives for most ion combinations
rise to a pronounced ionic charge separation normal to the inter-
face and thus to a non-vanishing surface potential.2,3 Since even pure

water contains ions due to autoprotolysis, this mechanism is also
operative in the absence of added salt.4

However, a surface potential is also present in the absence of
any ions due to the molecular water dipole in conjunction with
an anisotropic water orientation at the interface and due to the
quadrupolar charge distribution within a water molecule. Conse-
quently, both the dipole and the quadrupole moment of water
contribute to the surface potential.5–8 The laterally averaged sur-
face potential of liquid water (when not mentioned otherwise in this
paper, defined as the electrostatic potential inside the liquid water
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phase compared to the vapor phase) from density-functional-theory
molecular-dynamics (DFT-MD) simulations was determined to be
+3.1, +3.6, and +4.3 V, depending on the simulation setup,7,9,10 in
rather good agreement with electron holography measurements of
vitrified ice.11,12 Employing a similar experimental technique, the
surface potential of liquid water has recently been experimentally
determined to be +4.48 V.13 In contrast, simple three-point-charge
force-field molecular-dynamics (FF-MD) simulations yield a neg-
ative surface potential in the range of −0.4 to −0.6 V; yet, the
interfacial water structure is rather similar for DFT-MD and FF-MD
simulations of the air–water interface.4 These at-first-sight puz-
zling results are due to the trace of the water quadrupolar tensor,
which is very different for DFT and FF water models and domi-
nates the surface potential but does not influence the water–water
interactions and thus is rather irrelevant for the interfacial water
structure.6–8,10,14,15

In fact, there are many different ways of experimentally mea-
suring the surface potential of aqueous interfaces, which all give
rise to significantly different values; hence, different experimental
measurements define different surface potentials.

In electrochemical experiments, electrostatic potential differ-
ences acting on finite-size ions are reported. They fundamentally
differ from the above-mentioned electron holography experiments
since the ions do not probe the interior electrostatic potentials of
water molecules. Therefore, the electrochemical potential does not
reflect the electrostatic potential across an interface that is later-
ally averaged including the interior of the water molecules.10,16,17

Moreover, water molecules are anisotropically oriented around ions,
which gives rise to an additional electrostatic contribution to the
electrochemical potential. Thus, in the hypothetical situation where
an ion crosses the air–water interface, the electrostatic work done
on the ion charge is roughly given by the sum of the air–water sur-
face potential and the potential across the ion hydration shell.16,18,19

By this, the quadrupolar water contribution to the electrochemi-
cal potential cancels almost entirely out, which explains why DFT
and FF simulations give quite comparable results for electrochemi-
cal potential across the air–water interface.10,16,17 In other words,
the sum of the dipolar contributions from the air–water interface
and the water–ion interface results in the electrochemical poten-
tial, which is considerably smaller than the laterally averaged surface
potential (including water interiors) but still nonzero. However, the
situation is slightly complicated by the fact that ions are surrounded
by a partial hydration shell even in the vapor phase,20,21 which means
that the hypothetical experiment of an ion crossing the vapor–water
interface is, in fact, a rather complicated scenario. Interestingly, it
was recently suggested that the electrochemical potential plays a cru-
cial role in explaining like-charge attraction between surfaces and
particles in monovalent salt solutions;22,23 this constitutes a mecha-
nism that is fundamentally different from the like-charge attraction
between highly charged surfaces in multivalent salt solutions, which
is caused by correlation effects that are not captured by mean-field
theory.24–26

Surface potentials have also been determined from the kinetic
energy loss of high-energy electrons27 or helium nuclei28 that cross
the air–water interface. Depending on their kinetic energy, the par-
ticles do also probe the electrostatics inside the water molecules
and thus perform some type of lateral average over the electro-
static surface potential. However, it should be noted that the ionizing

radiation has to cross two interfaces, namely, the air–water inter-
face and the water–substrate interface to the radioactive source or
the detector, depending on the experimental setup. It transpires
that what is measured in these experiments is not the absolute
surface potential of the air–water interface but rather the surface
potential difference between the air–water interface and the second
water–solid interface, which depends crucially on the solid type. The
same statement holds also true for surface-potential measurements
via the vibrating plate method29 since, in these measurements, a
counter electrode has to be inserted into the liquid bulk material.
Thus, in order to correctly infer the water–vapor surface potential
from such experimental measurements, one would need to subtract
the solid–water potential, which, in general, is not available and
complicated by itself.

In x-ray photoelectron spectroscopy,30,31 sum-frequency gen-
eration (SFG), and second-harmonic generation (SHG),29,32–34 the
situation is again different: here, an effective electrostatic potential
is probed at positions inside the water molecules; in the case of
vibrational spectroscopy, the potential reflects some type of aver-
age over the positions of the electrons and nuclei that are involved
in the vibrational band, in the case of photoelectron spectroscopy,
the potential reflects an electrostatic contribution to the work done
by the electron as it leaves the water molecule. Since the electro-
static potential inside the water molecules is not well described
by force-field water models, as explained above, this necessitates
the use of DFT-MD simulations in order to predict surface poten-
tial contributions to x-ray photoelectron and non-linear optical
spectra.

Experimentally straightforward is the measurement of the elec-
trokinetic mobility of a particle or a surface in an externally applied
electric field. By using a number of approximations and assump-
tions, this mobility is typically converted into the electrostatic
potential difference between the bulk liquid phase and the shear
plane at which the liquid is assumed to fulfill a no-slip bound-
ary condition, which defines the so-called ζ-potential. It has been
experimentally known for a long time that the vapor–water inter-
face exhibits a negative ζ-potential compared to the water bulk,35–38

which, in early works, was interpreted in terms of enhanced inter-
facial adsorption of hydroxide ions with respect to hydronium ions.
However, this interpretation contradicts the experimental fact that
the surface tension of acids decreases and that of bases increases
with concentration, which indicates that hydronium has a slight
propensity to bind to the vapor–solution interface, while hydroxide
is slightly repelled from the vapor–solution interface,4,39,40 as con-
firmed by sum frequency generation and second-harmonic genera-
tion experiments41 as well as simulations.4,42 Although the carbonate
ion has a slight affinity to the air–water interface,43 its interface
affinity is not strong enough to cause the magnitude of the experi-
mentally measured negative ζ-potentials.44 Alternative explanations
for the negative ζ-potential of neat water interfaces invoke the
adsorption of negatively charged surface-active impurities, which
are omnipresent even in pure lab water,40,44–46 although it should
be noted that this interpretation is controversially discussed.47 It
has also been suggested that the water dipolar orientation at the
water–vapor surface, which gives rise to an electrostatic surface
potential, as has been discussed above, translates into electroki-
netic mobility.48,49 However, in later simulation and analytic work,
it was shown that the interfacial orientation of overall neutral water
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molecules cannot lead to stationary electrokinetic flow in DC electric
fields.50–52

According to yet another interpretation, the ζ-potential of
the pristine air–water interface is produced by intermolecular
charge transfer due to a difference in the spatial distribution of
hydrogen-bond donating and accepting water molecules close to the
vapor–water interface, which causes an inhomogeneous transfer-
charge distribution.53–56 This prompts the question of whether
charge transfer between the water molecules at the air–water inter-
face can principally give rise to electrophoretic motion in an exter-
nally applied electric field. Our explicit DFT simulations in the
presence of an electric field that is tangential to the interface indi-
cate that the transferred charges cannot move in an applied field,
and even if they could, hydrodynamic theory predicts the ζ-potential
to be much smaller than what is measured experimentally. Clearly,
more work along these lines is required in order to rule out charge
transfer as a cause of electrophoresis at the air–water interface and
also to understand the consequences of interfacial charge transfer in
general.

In essence, at least four different definitions of the surface
potential of liquid water interfaces exist, related to electrokinetic,
electrochemical, electron-holography, and nonlinear spectroscopy
or photoelectron experiments. The relation between these different
surface potentials is not always clearly discussed in the literature,
the confusion is enhanced by the fact that different simulation and
analytic models give vastly different results even when identical def-
initions of a surface potential are used. In this paper, we attempt

to clarify some of these issues by comparing DFT-MD and FF-MD
results for different surface potential definitions and by discussing
the microscopic mechanisms that determine their different proper-
ties. As a result, we arrive at a unified description of the electrostatic
and electrokinetic properties of the air–water interface in terms of
electrokinetic, electrochemical, and electrostatic surface potentials.

II. RESULTS
A. Simulation model

To study surface potentials at the neat vapor–water interface,
we conduct DFT-MD simulations of the system shown in Fig. 1(a),
which contains 352 water molecules in a simulation box of 2 × 2
× 6 nm3 that form a stable vapor–liquid water slab geometry as
demonstrated by the atom mass density profile ρatom(z) in Fig. 1(b).
The DFT-MD atomistic mass density profile (red line) displays oscil-
lations on a short spatial scale that reflect water layering and is
due to the short sampling time, as demonstrated by comparison
with FF-MD simulations with the extended simple point charge
(SPC/E) model76 of the same system size but over much longer
times (black line). In Sec. S1 of the supplementary material, we
present an in-depth discussion of the DFT-MD and FF-MD sam-
pling characteristics and show that similar density oscillations also
appear in FF-MD simulation when conducted for short simulation
times. Profiles at the air–water interface, such as mass or charge
profiles, that are determined in the lab frame are broadened by cap-
illary waves and thus subject to finite-size effects. Therefore, in order

FIG. 1. (a) DFT-MD simulation snapshot of 352 water molecules that form a liquid slab in a box of 2 × 2 × 6 nm3. (b) Atomic mass density profile ρatom(z) from 100 ps
DFT-MD (red) and 20 ns FF-MD (black) simulations, both with 352 water molecules. (c) Water molecular dipole moment profile from DFT-MD (red circles). The bulk value
μ = 0.62 eÅ and the vacuum value μ = 0.38 eÅ (horizontal red broken lines) compare well to the experimental values of 0.60 ± 0.125 eÅ for liquid water66 and 0.386 eÅ
for vacuum.67 The black broken line shows the dipole moment of the SPC/E FF model. (d) Water velocity profile from DFT-MD for an applied tangential field of E∥ = 257
mV/nm (red points, left scale), the right scale shows the electrokinetic potential according to Eq. (3). The predicted flow profile from the DFT-MD transfer-charge profile
ρtrans(z) according to Eq. (1) is multiplied by a factor of 40 (blue line). (e) Water orientational profile binned with respect to molecular COM positions, where θ is the angle
between the interface normal and the water dipoles, from DFT-MD (red circles) and FF-MD (black line). The green broken line is the molecular center-of-mass water density
profile ρmol(z) from DFT (right scale). (f) Hydrogen bond difference ρΔhb(z) between accepted and donated hydrogen bonds, binned with respect to the water molecular
center of mass from DFT-MD (red circles) and FF-MD (black line). The blue circles show the molecular transfer-charge density ρtrans(z) from a DDEC6 atomic charge
analysis of the DFT-MD data. (g) Hydrogen/oxygen density difference ρH(z) − 2ρO(z) from DFT-MD (fitted, red line) and FF-MD (black line), binned with respect to atom
positions.
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to meaningfully compare FF-MD and DFT-MD simulation results,
we always use identical system sizes. In Sec. S2 of the supplemen-
tary material, we discuss in detail finite-size effects and demon-
strate that electrostatic potential profiles are not subject to sig-
nificant finite-size effects. Further simulation details are presented
in Sec. IV.

B. Electrokinetic surface potential ϕEK
If charge transfer between water molecules at the interface

generated mobile charges that can move in response to an exter-
nal electric field, a tangential electric field could perform work on
these charges and produce a net shear flow at the interface, corre-
sponding to a finite ζ-potential. To study this scenario of charge-
transfer-induced electrokinetic mobility, we apply an electric field of
E∥ = 257 mV/nm parallel to the vapor–water interface in the DFT
simulations and record the induced water motion. The same simu-
lation procedure has been previously used to calculate ζ-potentials
at surfactant monolayers and lipid bilayers using FF-MD.45,57 The
treatment of finite electric fields as implemented in the software
package CP2K accounts for the Berry phase58 and has been success-
fully applied to the auto-dissociation of liquid water59 and Raman
spectroscopy.60 We obtain the mean water velocity profile u(z),
based on the molecular center-of-mass (COM) velocities and binned
according to the COM positions, depicted in Fig. 1(d) (red cir-
cles, left scale), which is zero within the sampling error. We now
review the theoretical basis to convert the water flow profile u(z) to
experimentally reported ζ-potentials.

For a mobile charge density profile ρmob(z) in the water phase
and the presence of a tangential electric field E∥, the hydrodynamic
flow at the interface is governed by the Stokes equation,61

d
dz
[η�(z)

d
dz

u(z)] = −E∥ρmob(z), (1)

where η
�
(z) is the water viscosity profile, and u(z) is the liquid

velocity profile. A mobile charge by definition injects linear momen-
tum into the fluid in an external electric field. Whether a charge
distribution is mobile or not is not straightforward to say. In stan-
dard electrokinetic theory, the mobile charge distribution is due
to an ionic double layer, and there is no question that an ion in
the double layer can move and thus is mobile. For non-polarizable
molecules and in the absence of charge transfer, it has been rigor-
ously shown that for DC electric fields, only the molecular monopole
density leads to electrokinetic flow.50–52 If charge transfer between
molecules is allowed for, DFT-MD simulations have to be used
in order to find out whether a transfer-charge profile is mobile in
an applied electric field and thus can be used within the context
of Eq. (1). Using the definition of the perpendicular displacement
field dD�(z)/dz = ρmob(z) due to the mobile charge distribution, the
local approximate relation between displacement and electric field61

ε0ε�(z)E�(z) = D�(z), which defines the dielectric profile ε�(z),
and the definition of the electrostatic potential dϕ(z)/dz = −E�(z),
Eq. (1) is integrated twice to obtain the electrokinetic potential
distribution,

ϕEK(z) =
z

∫
zl

η�(z′)
E∥ε0ε�(z′)

du(z′)
dz′

dz′, (2)

where we assumed that in the liquid bulk at zl, the viscous
stress vanishes, du(z)/dz∣z=zl

= 0, and the potential takes the value
ϕEK(zl) = 0.

In the usual analysis of experimental electrokinetic data,
the dielectric and viscosity profiles of water are assumed to be
constant and set equal to their bulk values ε�(z) = εbulk and
η
�
(z) = ηbulk, which leads to the standard expression for the

electrokinetic potential,

ϕEK(z) =
ηbulk

ε0εbulkE∥
[u(z) − u(zl)]. (3)

Using the experimental values for the bulk dielectric constant
εbulk = 8062 and shear viscosity ηbulk = 0.85 mPa s63 of water, we
obtain the potential scale on the right side of Fig. 1(d). The shear
viscosity of BLYP water was recently analyzed in the high-frequency
regime and found to be similar to the TIP4P/2005 water force-
field model,64 which is known to reproduce experimental values
quite well.65 Therefore, the DFT-MD simulations presumably repro-
duce the viscous properties of water quite well. We define the bulk
water velocity u(zl) as the mean water velocity in the range z − zGDS
< −0.63 nm.

On solid surfaces, in the usual scenario, the ζ-potential is
defined as the potential at the shear surface, where the velocities
of the solid and the water phase are identical. At the vapor–liquid
interface, a more tricky scenario, the ζ-potential follows from the
velocity of the vapor phase relative to the bulk liquid, which involves
a subtle extrapolation since the water density, and thus the local vis-
cosity, drops to almost zero in the vapor phase.54 If we consider
the mean of the two data points around the Gibbs dividing sur-
face (GDS) in Fig. 1(d), where the water density is between the
liquid and vapor values, the ζ-potential is estimated to be at most
of the order of −12 mV and therefore substantially smaller com-
pared to the experimental values in the order of −50 mV.35–37 The
high numerical cost of the DFT-MD simulation prevents us from
performing substantially longer simulations with reduced numerical
errors.

To scrutinize the connection between possible electrokinetic
water mobility and charge transfer, which was intensely discussed
in the literature,53–56 we calculate DDEC6 atomic transfer charges
every 50 fs of our DFT-simulations.68 By adding up the atomic
transfer charges for each water molecule, we obtain the molecular
transfer-charge density profile ρtrans(z) in Fig. 1(f) (blue spheres,
right scale), which is calculated from an equilibrium trajectory in
the absence of an externally applied electrical field. In Sec. S3 of
the supplementary material, we show that ρtrans(z) and the bulk
dielectric constant of water do not change significantly if an elec-
tric field of 257 mV/nm is applied. Thus, the applied electric field
in our simulations, which is quite high in order to minimize the
numerical error, does not change the equilibrium transfer-charge
profile. Indeed, charge transfer gives rise to a local enrichment of
positively charged water molecules at the vapor–water interface,
accompanied by a broad negatively charged region toward the water
phase and a slight positive hump further away from the interface;
this triple charge layer is in qualitative agreement with the previous
treatments.54,56 Using Eq. (1), assuming that ρmob(z) = ρtrans(z), and
using, for the viscosity profile, a constant viscosity corresponding
to the experimental bulk value, we obtain the velocity profile u(z)
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shown as a blue line in Fig. 1(d), which we multiplied by a factor
of 40 for better visibility. Note that while the calculation of the zeta
potential via Eq. (2) needs to assume a certain dielectric response,
no such assumption is needed for the conversion of the transfer-
charge profile into the velocity profile via Eq. (1). It is seen that even
if one assumes that the transfer charges are completely mobile, they
are predicted to only produce a negligible water flow, which corre-
sponds to a negative ζ-potential of −0.05 mV (relative to the bulk
liquid) on the liquid side of the GDS, see blue line Fig. 1(d) (remem-
ber that the blue line is scaled by a factor of 40), similar to what was
shown before using a more approximate calculation of the transfer-
charge profile.54 Closer to the GDS, the predicted water flow changes
sign and the ζ-potential becomes positive and takes a maximal value
of +1.25 mV, much smaller than the experimentally reported value
and, in fact, of the opposite sign. We conclude that charge trans-
fer is predicted to not produce any appreciable electrokinetic surface
potential, in agreement with our explicit DFT-MD simulations in
a finite electric field. It is interesting to note that the actual elec-
trostatic potential created by the transfer-charge profile ρtrans(z) is
larger by a factor of εbulk = 80 than the ζ-potential and thus rather
sizable, as shown in Sec. S4 of the supplementary material. The rea-
son for this is that the ζ-potential is by convention divided by εbulk,
whereas the transfer-charge potential is not, since, corresponding to
a polarization charge, it is itself not screened by polarization charges.
This important difference must be kept in mind when comparing
ζ-potentials with electrostatic surface potentials that are created by
polarization or transfer charges.

The molecular transfer-charge density profile ρtrans(z) in
Fig. 1(f) deviates from the previous results56 for two reasons: first,
in contrast to our DFT treatment, the nuclear coordinates were in
previous studies sampled from FF-MD simulations, which makes
a difference since the interfacial water structure deviates between
DFT-MD and FF-MD simulations due to the neglect of polariza-
tion effects in FF-MD simulations: that such interfacial polarization
effects are significant is demonstrated in Fig. 1(c), where we compare
the water dipole moment profile from DFT-MD with the constant
value assumed in our FF-MD simulations. Second, in the previ-
ous work, the charge transfer profile was determined relative to the
instantaneous highly corrugated interface profile,69,70 which makes
the profile sharper. Nevertheless, the integrated charge in the nega-
tively charged region in Fig. 1(f) amounts to a surface charge density
of −0.013 e/nm2, not so different from the value of −0.015 e/nm2

obtained in Ref. 56. Yet, the expected electrokinetic potential due to
this negative charge is about −0.05 mV and thus completely neg-
ligible compared to the experimental value of about −50 mV, as
shown in Fig. 1(d). As a side comment, it is not clear at all whether
the local water corrugations should actually be flattened out when
analyzing the interfacial transfer-charge profile since the hydrody-
namic continuous transport equations are formulated in the lab
frame and not in the corrugated interfacial frame. In other words, if a
tangential electrokinetic water flow would build up, it would not fol-
low the nanoscopic water interfacial corrugations but rather follow
streamlines that are rather flat in the lab frame, which means that
a full three-dimensional hydrodynamic treatment should be used
in the future theoretical work on electrokinetics at the air–water
interface.

Although the transfer-charge profile cannot cause appreciable
electrokinetic flow, even if it was mobile in an electric field, it is

interesting to reveal its microscopic mechanism. According to pre-
vious arguments, the asymmetry of the hydrogen bond leads to the
transfer of a minute amount of electron charge from the hydrogen-
accepting to the hydrogen-donating water molecule; in the isotropic
bulk, these effects cancel out, but at an interface, a net charge trans-
fer perpendicularly to the interface can occur.53 Indeed, the water
orientational profile in terms of the cosine of the angle between the
water dipole and the interface normal, ⟨cos θ⟩ in Fig. 1(e), demon-
strates that the top interfacial water, where the molecular water
density (green broken line) is already close to zero, points with the
H atoms to the vapor (negative ⟨cos θ⟩), which gives rise to free
OH bonds that dangle into the vapor phase,71 followed by a layer
further into the bulk where the H atoms point toward the liquid
phase (positive ⟨cos θ⟩). We see that the ordering of DFT water (red
spheres) is stronger than SPC/E FF water (black line) and extends
further into the vapor. The same shift between DFT and FF water is
also seen in the hydrogen–oxygen density difference profiles shown
in Fig. 1(g). The interfacial water orientation, indeed, produces
a local difference in the density of accepted and donated hydro-
gen bonds, which is quantified by the hydrogen-bond imbalance
density,

ρΔhb(z) = ρacc(z) − ρdon(z), (4)

by binning all water molecules with respect to their center of mass
and counting +1 for each accepted hydrogen bond and −1 for
each donated hydrogen bond. We employ the standard geometri-
cal definition according to which a hydrogen bond exists if oxygen
atoms are less than 3.5 Å apart and the O–O–H angle is less
than 30○.72 ρΔhb(z) from FF-MD [black line in Fig. 1(f), left scale]
compares well with previous results54 and shows a pronounced
triple-layer structure, similar to the hydrogen/oxygen density dif-
ference ρH(z) − 2ρO(z) in Fig. 1(g). For the DFT data, the agree-
ment between ρΔhb(z) in Fig. 1(f) (red circles) and ρH(z) − 2ρO(z)
in Fig. 1(g) (red curve, displayed as a fit function, see Sec. S1 of
supplementary material for further information) is less perfect, but
we can still conclude that the interfacial hydrogen-bond imbal-
ance profile can be qualitatively explained by the hydrogen–oxygen
density difference and, thus, by the water orientation at the inter-
face. Earlier ab initio studies predicted a rather small fraction of
acceptor-only water molecules at the interface,73,74 consistent with
the DFT-MD hydrogen-bond imbalance in Fig. 1(f) showing a rather
weak maximum in the gas phase.

We conclude that DFT and FF simulations show similar trends
for the hydrogen-bond imbalance profile at the air–water interface,
which, however, is not simply proportional to the transfer-charge
profile: this follows from the pronounced deviation between the blue
and red data points in Fig. 1(f). This means that in order to obtain
accurate interfacial transfer-charge profiles, full DFT simulations
have to be used. By comparing the heights of the negative humps for
ρΔhb(z) and ρtrans(z) in Fig. 1(f), we arrive at an estimate of the trans-
ferred charge of 0.1e per hydrogen bond, which is a rather high value.
Nevertheless, the electrokinetic effect resulting from charge transfer,
even if we assume transfer charges to be fully mobile in an externally
applied electric field, is negligible, as has been shown above. This is
an important lesson in connection with the discussion on the ori-
gin of the experimentally observed negative ζ-potentials of air and
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oil bubbles and planar interfaces between water and hydrophobic
materials.

C. Electrostatic surface potential ϕES
We next analyze the electrostatic potential, which results from

a double integration over the interfacial polarization-charge profile
according to

ϕES(z) = −
1
ε0

z

∫
zl

z′

∫
zl

ρq(z′′)dz′′dz′. (5)

For our DFT-MD results, the polarization-charge density ρq(z)
includes all nuclear and electronic charges, while for FF-MD, only
the point-like partial charges of the water model contribute, in both
cases, ρq(z) results from a lateral average including the interior
of all water molecules. The electrostatic potential profile ϕES(z) in
Fig. 2 exhibits large discrepancies between FF-MD and DFT-MD
results (black and red solid lines). In rather good agreement with
the literature,7,10,11 we find the potential difference between liquid
and vapor at a value of ΔϕES = +4.35 V for DFT-MD simulations
and ΔϕES = −0.6 V for FF-MD simulations with the SPC/E water
model. This difference is mostly due to the difference in the trace
of the water quadrupolar moment, which is irrelevant for the elec-
trostatic interaction between water molecules, and not so much due
to interfacial structural differences, which are small, as has been
shown in Fig. 1. The laterally averaged electrostatic potential drop
at the vapor–liquid water interface has been recently measured by a
combination of off-axis electron holography and liquid-phase trans-
mission electron microscopy and found to be +4.48 V,13 in very
good agreement with our DFT-MD result. The dipolar potential
contributions in Fig. 2 (broken lines) are both positive and with
Δϕ dip

ES = 0.24 V for FF and Δϕ dip
ES = 0.54 V for DFT of similar mag-

nitude in the liquid phase, consistent with the literature.10,75 This
reflects that the mean dipolar water orientation at the interface in
Fig. 1(e) is rather similar for DFT and FF simulations. The dif-
ference between the full potential and the dipolar potential profile
thus stems from quadrupolar and higher order multipole moments,

FIG. 2. Comparison of the laterally averaged electrostatic surface potential profile
ϕES from FF-MD and DFT-MD simulations (solid lines). For FF-MD, the dipolar and

quadrupolar contributions ϕ dip
ES and ϕ quad

ES are shown as dashed and dotted black
lines, for DFT-MD only the dipolar contribution is shown (red broken line).

which differ strongly between the FF and DFT models. It is impor-
tant to point out that our DFT method employs pseudopotentials
to represent the core electrons. This method treats the resulting
core charge within the Ewald construction as a smeared-out charge
density, which approximates the quadrupolar contribution of the
atomic core. In Sec. S5 of the supplementary material, we com-
pare the quadrupole moment of our DFT model with calculations
that also treat the core electrons explicitly and find good agree-
ment. This means that the way the core-electron contribution to
the surface potential is accounted for in our DFT-MD simulations
is accurate. The pronounced difference between the DFT and FF
interface potentials in Fig. 2 can be intuitively understood by real-
izing that the lateral average of the electrostatic potential includes
the atomic cores, which are highly positively charged in the DFT
model.11 Thus, when only averaging the DFT electrostatic poten-
tial in the space between water molecules, a surface potential much
closer to FF calculations is obtained.16

Here, we present a complementary picture. In Fig. 3(b), we
show the electrostatic potential distribution inside a water molecule

FIG. 3. Electrostatic potential inside a water molecule. (a) Oxygen nucleus number density ρO around a water molecule in bulk from DFT-MD simulations, averaged in a
water slab of 0.2 Å thickness in the H–O–H plane. (b) Electrostatic potential ϕES in the frame of a single water molecule in bulk along the main molecular bisector from FF-MD
(black) and DFT-MD (red) simulations. The interstitial electrostatic potential ϕ inter

ES is the potential at the boundary between water molecules, here defined by the potential
extrema and denoted by broken horizontal lines. The potential far away from the central water molecule is the laterally averaged surface potential difference ΔϕES denoted
by dotted lines, the difference defines the internal contribution. (c) Electrostatic potential evaluated at the Wannier centers of the bonding (red) and lone-pair electrons (blue)
as a function of the distance to the air–water interface from DFT simulations, the potentials in vacuum (located to the right) are indicated by broken horizontal lines.

J. Chem. Phys. 157, 240902 (2022); doi: 10.1063/5.0127869 157, 240902-6

© Author(s) 2022

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0127869


The Journal
of Chemical Physics PERSPECTIVE scitation.org/journal/jcp

in the bulk liquid phase as a function of the position x3 along
the main bisector axis, as illustrated in the inset of Fig. 3(c), from
DFT-MD (red line) and FF-MD simulations (black line). This poten-
tial includes contributions not only from charges within the central
water molecule but also from all neighboring ones. As expected, the
potential diverges positively at the oxygen core position in DFT-
MD and negatively in FF-MD, reflecting that the oxygen core charge
is +6e in DFT and −0.848e for the SPC/E FF model.76 At a dis-
tance to the oxygen core of x3 = −1.7 and 1.3Å for FF-MD and
x3 = −1.1 and 2.2Å for DFT-MD, we find the potential magnitude
to be minimal, denoted by broken horizontal lines in Fig. 3(b).
These positions roughly correspond to the boundary between the
central water molecule and its neighbors, which can be indepen-
dently obtained from the 2D oxygen density in Fig. 3(a) around a
water molecule. At these positions, the potentials are all positive and
of comparable magnitude for DFT and FF, namely, 0.78 V (DFT)
and 0.5 V (FF) for negative x3 and 0.58 V (DFT) and 0.06 V (FF)
for positive x3. This reflects that at the boundary between water
molecules, the difference between the DFT and FF water quadrupole
moments is not important, the positive potential value reflects the
positive interfacial dipolar contribution (note that the calculation
is done for water molecules in the middle of a water slab with the
potential in the vapor phase taken to be zero). For larger distances
from the oxygen core, the potential in Fig. 3(b) averages over the
interior of neighboring water molecules and thereby again picks
up the water quadrupolar contribution, which is positive for DFT-
MD and negative for FF-MD, and asymptotically approaches the
values of ΔϕES = +4.35 V for DFT-MD and ΔϕES = −0.6 V for FF-
MD (indicated by horizontal dotted lines), identical to the results
in Fig. 2.

How does the electrostatic potential inside a water molecule
depend on the separation from the air–water interface? For this,
one has to choose a water-internal position. In Fig. 3(c), we show
the electrostatic potential at the position of the charge centers of
maximally localized Wannier functions corresponding to an effec-
tive position of the bonding electrons (red line) and the lone-pair
electrons (blue line) as a function of the position of the Wannier
centers relative to the GDS of the vapor–water interface; here, we
only show DFT results. As one moves into liquid bulk water (located
to the left), the electrostatic potential shifts away from the vacuum
values (denoted by broken horizontal lines) and reaches a potential
difference in bulk of ϕ bulk

ES − ϕ vac
ES = 1.94 V for bonding electrons and

ϕ bulk
ES − ϕ vac

ES = −18.2 V for lone-pair electrons. Note that these poten-
tials are also influenced by the positions of the Wannier centers,
which shift slightly as the water molecule approaches the interface.
These results demonstrate how important the position relative to the
water molecule coordinate frame is where the electrostatic potential
is evaluated. Such surface potentials are relevant for surface-sensitive
experimental techniques that probe the electrostatic potential inside
the water molecules, such as photoelectron spectroscopy31 or SHG
or SFG.29,32–34

D. Electrochemical surface potential ϕEC
None of the electrostatic potentials discussed so far reflects the

electrostatic potential an atom or ion experiences as it approaches
the air–water interface. This is so because when an atom or ion
is inserted into water, the water structure is perturbed and an

oriented hydration layer forms around it, which produces an addi-
tional electrostatic potential contribution, while the potential con-
tribution due to the trace of the quadrupolar tensor of neighboring
water molecules does not contribute.16,18,77–79 Here, we define the
electrochemical potential as the part of the electrostatic solvation
work that is linear in the ion charge, which corresponds to the elec-
trostatic potential within a neutral atom with respect to the vapor
phase (note that the quadratic contribution to the electrostatic sol-
vation free energy is given by the Born dielectric energy while also
higher-order contributions exist and can be quite sizable20,21). As
illustrated in Fig. 4(a), we introduce a single argon into the water-
slab system at different separations from the interface and calculate
the electrostatic potential in the center of the argon atom excluding
contributions from the atom itself.

In Fig. 4(b), we show the electrostatic potential from FF-MD
on a line that passes through the center of an argon atom that is held
at a fixed separation of 0.47 nm from the air–water interface. As the
air–water interface is crossed, the potential drops to ΔϕES = −0.6 V,
as discussed before. The hydration layer around the argon atom
largely compensates for this potential and gives rise to a remaining
electrochemical potential in the argon center of only ϕEC = −0.2 V.
The compensation is thus not complete, since the hydration layers
at the planar air–water interface and around the argon atom exhibit
different degrees of water orientation. In Figs. 4(e) and 4(f), we show
the so-called cavity potential profile ϕcav around the different noble
gas atoms helium, neon, argon, and krypton in bulk water as a func-
tion of the radial distance from the atom center; here, the potential
is calculated with respect to the atom center. One can interpret the
calculation for He as an approximation for the case of Li+, Ne as an
approximation of F− and Na+, Ar as an approximation of Cl− and
K+, and Kr as an approximation of Br− and Rb+. For the DFT-MD
simulations, we radially average the Hartree electrostatic potential
output on a grid, and for FF-MD simulations, we solve the Poisson
equation using the radially averaged water partial-charge distribu-
tion. The FF-MD profiles saturate for r > 1.2 nm and thereby yield
the cavity potential difference Δϕcav. The DFT-MD do not saturate at
half of the used box length L = 1.98 nm, in order to determine Δϕcav,
we average the electrostatic potential for r > L/2, which results in the
horizontal dashed lines in Fig. 4(e). The electrochemical potential
ΔϕEC follows by subtracting the cavity potential from the air–water
surface potential according to

ΔϕEC = ΔϕES − Δϕcav, (6)

and is equivalent to the so-called net potential ϕnp in Beck16 and the
cavity potential ϕHW in Remsing et al.10 First of all, the values of
ΔϕEC shown in Fig. 4(c) for the different atoms are rather similar for
FF and DFT simulations, demonstrating that the huge differences
of ΔϕES between DFT and FF, indeed, largely cancel out. Second,
ΔϕEC shows a clear size dependence, which differs quite significantly
between FF and DFT. For FF-MD simulations, the electrochemical
potential decreases with increasing atom size, consistent with trends
found previously.10,18,80 In contrast, the DFT-MD results exhibit a
sign change when going from the smallest He atom to the larger
atoms, which points to an interesting size anomaly. Previous studies
using hard-sphere exclusion potentials found negative electrochem-
ical potentials using FF simulation methods for different cavity sizes,
in rough agreement with our finding, and different results for DFT
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FIG. 4. (a) Snapshot from an FF-MD simulation of a single argon atom in a water slab. (b) Electrostatic potential profile ϕES from FF-MD of the system shown in (a) on a
line through the argon center, the surface potential ΔϕES, the electrochemical potential ΔϕEC, and the cavity potential Δϕcav is indicated. (c) Electrochemical potential of
different noble gas atoms from DFT and FF-MD simulations. (d) Electrochemical potential profile of an argon atom as a function of the distance from the air–water interface
from DFT and FF-MD simulations. (e) and (f) Cavity potential profiles from DFT-MD and FF-MD simulations in bulk water, horizontal dashed lines indicate the averaged DFT
bulk potential.

models that depend on details of the density functional used in the
simulations.10 Thus, we conclude that details of the employed sim-
ulation method and the interaction model between the cavity and
the surrounding water are highly relevant, which reflects that the
electrochemical potential results from subtracting two rather large
potential contributions from each other.

We also calculate the electrochemical potential profile by plac-
ing an argon atom at different positions inside the air–water slab
system. The potential profiles ϕEC(z) from DFT and FF simulations
in Fig. 4(d) show a smooth crossover from zero (in the vapor phase)
to the value ΔϕEC in the bulk phase, which differs between FF and
DFT. The width of this crossover is roughly two times the width of
the electrostatic potential profile ϕES(z). From our FF-MD data, we
find a width of 0.29 nm for ϕES(z) in Fig. 2 and 0.63 nm for ϕEC(z)
in Fig. 4(d) (see Sec. S6 of the supplementary material for details of
the calculation). Thus, the electrochemical potential width is sub-
stantial and of the order of the Debye screening length for 150 mM
salt, which is relevant for the accurate prediction and interpretation
of ionic density profiles at aqueous interfaces.

III. CONCLUSION
We show that at least four different surface potentials can

be defined, which are relevant to describe distinct experimental
setups. These are the electrokinetic potential ϕEK, the electrostatic
potential ϕES, which comes in two different versions, namely, the lat-
erally averaged electrostatic potential and the electrostatic potential
at fixed positions inside a water molecule, and the electrochemi-
cal potential ϕEC, which, here, is defined as the potential inside a
noble gas atom (even more surface potentials exist and are relevant
for diverse scenarios, for example, the surface potential from water
transfer charges that is shown in the supplementary material). We
calculate each of them on the same level of theory from DFT-MD as
well as from FF-MD simulations as a function of the separation from
the air–water interface.

In particular, we derive the electrokinetic potential from
ab initio simulations of an air–water interface by explicitly apply-
ing a tangential electric field and show that although significant
charge transfer takes place, the ζ-potential of the neat vapor–water
interface is zero within the error bounds, suggesting that inter-
molecular charge transfer does not induce electrokinetic mobility
on an experimentally relevant scale of magnitude. The same con-
clusion actually follows from the Helmholtz–Smoluchowski equa-
tion applied to the transfer-charge profile extracted from DFT-MD
simulations.

The laterally averaged electrostatic potential from our
DFT-MD simulations is +4.35 V, close to earlier theoretical
work7,10,81 and in good agreement with recent experimental electron
holography measurements.13 The analysis of the electrostatic poten-
tial within a water molecule reconfirms that the main contributions
to the laterally averaged DFT surface potential come from the water
quadrupole moment.

When we evaluate the electrostatic potential acting on the lone-
pair and the binding electrons within water molecules, we find
significant changes as a function of the separation from the inter-
face. This presumably is relevant for surface sensitive techniques
that measure electrostatic potentials inside water molecules like
photo-electron spectroscopy and non-linear spectroscopy.

We also determine the surface potential within neutral noble
gas atoms of different sizes and for different separations from the
air–water interface, which reflects the electrochemical potential act-
ing on different ions. In DFT, we find a strong size dependence
and, in particular, different signs of the electrochemical potential for
helium with respect to the larger noble gas atoms.

The picture that emerges from our comparative simulation
studies is that different experiments probe vastly different surface
potentials, which, however, can be all derived from simulations and
only together allow to draw a coherent and complete picture of the
electrostatic properties of the air–water interface. It transpires that
FF simulation models work reasonably well for ion distributions, i.e.,
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when the internal water charge distribution is irrelevant, while DFT
simulations are needed when the internal water charge distribution
is relevant, i.e., for describing electron holography experiments or
photo-electron and non-linear optical spectroscopy experiments at
interfaces.

IV. METHODS
A. DFT and FF MD simulations

All FF-MD simulations are conducted in Gromacs 2020 using
the SPC/E water model with Particle Mesh Ewald (PME) electrostat-
ics and a 0.9 nm van-der-Waals cut-off. The van-der-Waals potential
is shifted to zero at the cutoff distance. We employ a time step of 2 fs.
DFT-MD simulations are carried out using the CP2K 6.1 version82

by the Born–Oppenheimer approximation. We employ the BLYP
functional with Grimme D3 dispersion correction,83 Goedecker-
Teter-Hutter (GTH) pseudopotentials, and combine it with the
DZVP-SR-MOLOPT basis set using a plane wave cutoff of 400 Ry.
All DFT-MD simulations use a time step of 0.5 fs. In general, the
density of ab initio water depends quite strongly not only on the
exchange correlation functional but also on the employed disper-
sion correction as well as the basis set. DFT simulations employing
the BLYP exchange correlation functional underestimate the density
of liquid water quite substantially. Adding the Grimme dispersion
correction usually overcompensates and leads to an overestimated
density.84–87 The DZVP-SR-MOLOPT basis set we employ in this
work overestimates the density compared to previous studies using a
TZV2P basis set, which predicts values very close to the experimental
ones, but conserves structure and dynamics well.87,88 In particular,
for the calculation of ζ-potentials, long trajectories are needed, so
we opt for the smaller basis set due to the gain in computational
performance.

B. Vapor–water slab simulations
We conduct simulations of 352 water molecules in a periodic

box of 2 × 2 × 6 nm3 resulting in a stable slab of roughly 3 nm thick-
ness. After an FF simulation with 1 ns equilibration time, we perform
subsequent production runs of 20 ns. Using an FF-MD equilibrated
configuration as input, we conduct 110 ps of DFT simulation of
which we disregard the first 10 ps for further equilibration pur-
poses. We calculate the molecular dipoles shown in Fig. 1(c) from
the charge centers of maximally localized Wannier functions. From
the density profiles depicted in Fig. 1(b), we calculate the position of
the GDS according to

zGDS =
zv

∫
zl

ρv − ρ(z)
ρv − ρl

dz. (7)

The electrostatic potential is evaluated from the volumetric data
that CP2K writes out. Directly averaging the potential gives identical
results compared to writing out the full charge density and inte-
grating it according to the Poisson equation. We fit the electrostatic
potential profiles shown in Fig. 2 with tanh profiles. These fits result
in the vapor-bulk potential differences of 4.35 and −0.6 V for DFT
and FF simulations, respectively. All molecular properties, such as
the molecular dipole moment in Fig. 1(c), the molecular velocity
profile in Fig. 1(d), the orientational profile in Fig. 1(e), the hydrogen

bond imbalance in Fig. 1(f), and the quadrupolar and dipolar con-
tributions shown in Fig. 2 are binned with respect to the molecular
center of mass positions.

C. Electrokinetic simulations
Starting from a fully DFT-equilibrated system configuration

(see Sec. S1 of the supplementary material), we conduct a 120 ps sim-
ulation with an external E-field of E∥ = 0.5 ⋅ 10−4 Eh

ea0
≈ 257mV/nm.

Electric fields are applied according to the method introduced by
Umari and Pasquarello.58 We disregard the first 25 ps of the simula-
tion for equilibration purposes. This corresponds to a full relaxation
of the in-field component of the total system polarization (see
Sec. S1 of the supplementary material).

D. Electrochemical potentials
We place a single argon atom at different distances from the

interface into a vapor–water slab by replacing one of the water
molecules of the slab shown in Fig. 1(a). We conduct DFT simu-
lations of these systems for at least 30 ps for each configuration and
disregard the first 5 ps in the evaluation. We evaluate the potential
difference between the inner of the cavity and the vapor phase every
50 fs. For FF results, we use a water slab of 648 water molecules.
Since the individual water molecules of the gas phase that cross over
the periodic boundary conditions lead to a minor movement of the
center of mass of the slab, we place a solid wall at z = 0 nm to repel
water molecules. We collect 200 ns of statistics for every distance and
evaluate the electrochemical potential with an Ewald summation of
all charges in post processing.

E. Vacuum properties of water molecules
The water dipole moment and the interior water potential in

vacuum are calculated from NVT single water DFT-MD simulations
in a 2 × 2 × 2 nm3 box, sampling over 10 ps statistics.

F. Error evaluation
Error bars are calculated by using the reblocking technique

introduced in Ref. 89. For z-dependent data, time series are consid-
ered for every z-bin and reblocked individually. In the case of the
electrochemical potentials shown in Fig. 4(c), we calculate the error
bars for the water cavity potential Δϕcav and for the air–water surface
potential ΔϕES and add up the resulting variances.

SUPPLEMENTARY MATERIAL

See the supplementary material for details of analysis proce-
dures, additional data, and discussion.
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