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Abstract— Parkinson’s disease (PD) is a progressive neurodegenerative disorder. Autism spectrum disorder (ASD) is a neurodevelopment 

disorder. Clinical decision-making process is complex. Due to complex nature of disease sign and its symptoms clinical decision making may 

lead to misclassification. To deal with such complex medical problems methods or approaches of soft computing play an important role. This 

paper will focus on presenting an integrated Neuro-fuzzy model. This integrated model has the learning strength of neural network and 

knowledge representation ability of fuzzy logic. Modified Adaptive Neuro –Fuzzy inference system (M-ANFIS) is used here for classification 

and predication. Here Fuzzy C-mean (FCM) Clustering is used first to make classes of data before presenting in to ANFIS. This FCM based 

class will reduce the classifier computational overhead. Precision error and recall, F-measure and accuracy matrices are used to compare the 

experimental results with other classic methods.  

 

Keyword – Parkinson’s disorder, Autism spectrum disorder, Fuzzy C- mean clustering (FCM), Modified Adaptive Neuro-Fuzzy Inference 
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I. INTRODUCTION 

Sign and symptoms of psychiatric disorders are not one to 

one mapped. They are complex in nature. Due to their 

overlapping nature the classification is not an easy task. Use 

of intelligent computing methods in medical health care 

domain increase in large scale. To classify between healthy 

and unhealthy i.e. with PD/ASD machine learning 

approaches play important role. The sign and symptoms of 

PD many times cause to classify it in other movement 

related disorders. The process of machine learning is defined 

in various phase. The output of each phase work as an input 

to the next layer.  This research deal with integrated neuro-

fuzzy classifier with Fuzzy C-mean clustering.  Here 

intelligent feature selection approach is used to reduce the 

classifier computations time. As we know that ANFIS has 

high computational cost due to its complex structure as well 

as learning capability. 

To overcome this the Fuzzy C-mean clustering is 

introduced by grouping the class of PD and ASD. Thus, 

grouping of class will reduce the complexity of 

computation. As we know that the computational cost and 

training cost of ANFIS architecture depends upon the size of 

numbers of parameters. To tune the parameters effective 

training approach is needed. Sugeno-Fuzzy inference 

approach is used in this work because it does not have 

output membership function as well as it is more flexible in 

designing system. In this paper section 2 will discuss the 

machine learning based methods used by various 

researchers. Section 3 will define the description about the 

dataset. Section 4 will elaborate the working of Modified 

ANFIS. Section 5 contain detail about experimental results 

followed by conclusion. 

 

II. RELATE WORKS 

In past decade lot of work related to medical computing 

imposing machine intelligence has been done by researcher. 

This section will discuss few of novel approaches applied 

previously. 

Abiyev et al.[1] uses fuzzy neural based system for 

classification of PD  from healthy class with very high 

accuracy. The diagnosis approach is combination of neural 

network along with fuzzy logic. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 2s 

DOI: https://doi.org/10.17762/ijritcc.v11i2s.6143 

Article Received: 26 November 2022 Revised: 22 December 2022 Accepted: 14 January 2023 

___________________________________________________________________________________________________________________ 

 
245 

IJRITCC | January 2023, Available @ http://www.ijritcc.org 

Aich et al. [2] uses support vector machine (SVM), random 

forest for the classification of Parkinson disease. The result 

of research shows good accuracy. Researcher has also 

compared the result with various other feature set based on 

genetic algorithm (GA) as well as principal component 

analysis (PCA) 

Linear regression, Linear Discriminate Analysis (LDA), 

gaussian naïve bayes along with KNN and SVM was used 

by Ali et al. [3]. This research shows the SVM linear 

accuracy of approximate 70%. 

Convolutional neural network (CNN) has been introduced 

by Gunduz [4] with leave one person out. Cross validation 

approach showing accuracy about 86.9%. 

Classification and regression technique (CART) with SVM 

and Artificial Neural Network (ANN) for classification of 

PD is used by Karapinav [5] showing SVM accuracy about 

93.8%. 

Evolutionary wavelet neural network (EWNN) with training 

and testing ratio of 90:10 along with cross validation was 

used by Khan et al. [6] for the classification with high 

accuracy. 

SVM with radial basis function Kernal (RBF) based 

classification proposed by Frid et al. [7] with accuracy of 

81.8%. This research also shows the assess of PD severity. 

Baby et al. [8] used ANN, SVM along with naïve bayes 

model for classifying PD from healthy class. In this cross-

validation approach is also used. The ANN accuracy of this 

result is 86.75%. 

ANN-SVM based modal was developed by Tahir et al [9]. 

In this research inter group and intra group-based 

normalization approach is used. 

Wrappers based feature selection along with K nearest 

neighbor, SVM and random forest for classification has 

been introduced by Solana-Lavalle et al. [10]. 

Principal component analysis [PCA] along with 

multidimensional scaling based hierarchical clustering 

method is used by El Ansary et al [11] to show the 

difference between ASD and controlled person. 

Goel et al [12] introduced modified grasshopper 

optimization algorithm (MGOA) which is a meta heuristic 

approach to detect ASD. The accuracy of this approach is 

very high in comparison to other approaches. 

The related study clearly indicates that with specific 

reference to psychiatric disorder the integrated neuro-fuzzy 

based approach is not explored along with intelligent feature 

selection. 

 

III. DESCRIPTION OF ASD AND PD DATASETS 

Two bench marked dataset of PD and ASD was taken from 

UCI machine learning data repository [13] [14]. Parkinson 

data set has 240 instances where as ASD has 292 data 

instances. Number of attributes in PD dataset is approximate 

46 where as in ASD it is 21. The dataset may have missing 

values also which will be handled during preprocessing 

phase. The ASD dataset contains screening data of children. 

Attribute A1 to A10 are questions whose value was 

classified with 0 or 1. Other attributes are like age, gender, 

ethnicity, country of res, used app before, relation, 

class/ASD, etc. The characteristics of this dataset is 

multivariate. PD dataset of UCI repository contains 

replications. The features were extracted from multiple 

voice recording of individuals. 

 

IV. PROPOSED METHODOLOGY 

Multiple levels of system are defined for the overall 

diagnosis system. This methodology is based on following 

phases: - 

 

Table 1: Phase wise working methodology 

Phase Working Approach used Input Output 

Preprocessing Cleaning/balancing 

 

SMOTE 

approach 

Row data Preprocessed 

data 

Feature selection Selection of optimal 

feature sets 

 

BOA+ELOA All feature set Optimal feature 

(subset) 

Classification First features go 

through FCM for 

categorization, then 

neural fuzzy classifier 

for classification 

ANFIS classifier Categorized 

feature set 

using FCM 

Classified result 

for predication 
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Table 1 represents the phase-wise working 

procedure of the integrated methodology. The datasets first 

go through with preprocessing phase to deal with cleaning, 

removal of missing values, normalization. 

The proposed methodology starts with the initial 

stage of preprocessing where SMOTE approach is used. The 

Pseudo code for this phase is as follows: - 

Algorithm 1: - Preprocessing (Advance SMOTE) 

Input: - PD and ASD dataset  

Output: - Normalized data 

Steps: - 

a. Missing and null value is handled. 

b. Data set is divided between majority and minority 

class based on disease or healthy. 

c. Using SMOTE technique [15] class imbalancing 

will be handled by creating synthetic instances. 

d. Synthetic instances that are closer to the SMOTE 

boundary or majority class is deleted. 

After the preprocessing feature selection will be 

performed as learning with complete data feature have lot of 

computational overhead and cost. The accuracy of 

classification system also degrades due to learning with all 

features. Attributes that play optimal and significant role in 

learning and predicting system are used whereas others are 

removed [16]. 

Meta heuristic-based optimization approaches play 

an important role in such classification. In this study nature 

inspired algorithm like Butterfly optimization (BOA) [17] 

and Lion based optimization algorithm [18] (LOA) is used 

to find the subset of suitable feature set. This hybrid 

optimization algorithm first incorporate BOA then LOA is 

clubbed with it. Due to the clubbed feature the shortcoming 

of BOA is addressed. The below figure clearly indicates that 

after feature selection, classification phase will be carried 

out. 

            

 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1- Overall approach of classification 

 

For classification purpose first order sugeno fuzzy 

model is used. This modified Adaptive Neuro fuzzy 

inference system (M-ANFIS) first deal with FCM algorithm. 

The FCM based clustered ANFIS shows efficient result for 

complex problems [19]. The use of fuzzy C-Mean based 

clustering increases in last decade for diagnosis of complex 

medical diseases [20-22]. Using this the classes of PD and 

ASD are group together which helps in reduction of 

computational cost also. 

The steps to perform the classification using M-ANFIS 

along with FCM based data clusters. 

 

Algorithm 2- Classification  

Input: - Data with optimal feature set 

Output: - Classified result 

Steps: -  

I. Data with optimal feature set is clustered using 

fuzzy C-mean algorithm [20]. 

a. During the clustering phase the PD and ASD data 

set is group in classes. Due to use of same 

distance for all iteration it will reduce the 

complexity. 

b. Clustering phase stops when it reaches to the 

max iteration or no improvement between 

objective function found. 

c. Data point with high membership grade from 

each cluster and cluster center is fetched. 

II. First order sugeno fuzzy model is used on the input 

of step 1 to build fuzzy if then rules. 

III. Five-layer ANFIS model is used for the 

classification using Gaussian membership function. 

IV. Classified result as an output of step 3. 
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 ANFIS model contains two type of nodes: fixed and 

adaptive. 

Layer wise working of ANFIS model is as below- 

Layer 1: - Gaussian membership function is applied on each 

node. 

Layer 2: - Strength of rule generated in layer 1 is calculated. 

Layer 3: - Normalized value is calculated. 

Layer 4: - Consequent part of fuzzy rule is represented by 

each node.  

Layer 5: - Summation operation perform defuzzification. 

All steps perform the training in the learning system.  

 

V. RESULT AND DISCUSSION 

MATLAB toolbox are used for the experimental results 

figure 2 mentioned blow shows the working of advance 

SMOTE approach where synthetic examples are created to 

remove the imbalancing.  

 

 
Figure 2:  Working of Advance SMOTE  

 

 
Figure 3:  Working of Feature Selection 

 

Figure 3 shows the working of integrated optimization 

approach to find the optimal feature set from the 

normalized dataset of PD and ASD. Figure 4 shows the 

classification step using ANFIS model. Here FCM 

clustering is applied which is then followed by ANFIS 

model for classification [23]. 

 
Figure 3:  Modified-ANFIS for Classification 

 

Table 2 shows the performance measure of the 

proposed approach using confusion matrices. 

Comparison is done between simple ANFIS and 

Modified approach for PD and ASD dataset. Various 

performance measures are calculated based on true 

positive, true negative, false positive, and false negative 

class instances. 

 

Table 2: Comparison of performance Measure 

 
 

The result of comparison clearly indicates that the FCM 

based ANFIS has batter result in form of fames like 

accuracy, precision, recall and F-measure value. Also this 

cluster based classification reduces the classifier 

computation overhead also. 

 

VI. CONCLUSION 

This study suggests a combined neuro-fuzzy classifier and 

method for intelligent feature selection based on 

optimization. The combination of BOA and ELOA carries 

out the intelligent feature selection (Enhanced Lion 

Optimization Algorithm). Opposition learning increases the 

ability of exploitation search. Prior to using these clusters as 

inputs to the ANFIS model for classification, features are 

first divided based on fuzzy C-mean clustering during the 

classification phase. The updated FCM clustering algorithm 

takes the same distance for all iteration. Due to this the 

complexity is majorly reduced. Thus, this research 

introduced an integrated model by combining neuro - fuzzy 

classifiers and feature selection methods for rapid and 

accurate detection of psychological disorders related to PD 

and ASD. A series of process are introduction for prediction 

of diseases. The proposed model contains new modified 

algorithms for achieving the classified result. 
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