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Abstract 

Background: social networks are dynamic due to continuous increases in their members, 

communications, and links, while these links may be lost. This study was conducted with the 

aim of investigating the link and communication between social network users using the 

centrality criterion and decision tree.  

Methods: After checking the nodes in the network for each pair of unrelated nodes, some 

common nodes in the proximity list of these two groups were extracted as common neighbors. 

Analysis was performed based on common neighbors, association prediction process, and 

weighted common neighbors. Prediction accuracy improved. Centrality criteria were used to 

determine the weight of each group. New Big Data techniques were used to calculate centrality 

measures and store them as features of common neighbors. Personal characteristics of users 

were added to build complete data for training a data mining model. After modeling, the 

decision tree model was used to predict communication. 

Results: There was an increase in sensitivity, which indicated model power in identifying 

positive categories (i.e., communications) when users' characteristics were used. It means that 

the model could identify potential latent communications. It can be stated that users are more 

willing to make a relationship with users similar to them through common neighbors. Personal 

characteristics of users and centrality were effective in method efficiency, while removal of 

these properties in the learning process of the decision tree model caused a reduction in 

efficiency criteria.  

Conclusion: Prediction of latent communications through social networks was promising. 

Better results can be obtained from further studies.  
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Introduction

 social network is a web-based 

service through which users 

connect with their friends, families, 

colleagues, and others on their pages. Users 

can join new communities and experience 

new social activities through these 

networks. Social networks include 

abundant knowledge about 

communications between people and a set 

of nodes that are connected through edges. 

These networks may be presented as 

different web pages, newspapers, 
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neighbors, and organizations (1). Users 

exchange a large volume of information 

through social, political, sports, and 

economic applications. Because social 

networks are dynamic networks, any 

change in the number of members and their 

communications may reduce the accuracy 

of prediction-related algorithms (2). Graph 

theory is one of the methods used for 

forecasting and consists of nodes and 

edges. Graph theory comprised some 

features, including centrality, the most 

important criterion that considers the 

significance of each node in the network 

structure. Centrality identifies important 

nodes in the social network, so predicting 

these nodes leads to better but not sufficient 

results in the whole network. In 

communication networks, the node serves 

as a connection, branch point, or endpoint 

of the connection. A node is a physical 

network that is an active electronic device 

connected to the network and can send, 

receive, or resend the data on a 

communicational channel (3). In the form 

of clustering, the effect of network structure 

on communication prediction efficiency 

indicates that clustering is effective in 

increasing prediction accuracy and 

efficiency. However, this technique does 

not work in solitude networks with poor 

connections. The network structure has 

been integrated with communities' 

information to determine the behavior and 

interests of users and to predict 

communication in the social network of 

Tweeter. Users' characteristics (e.g., 

education level, book title, keywords, and 

age) are used to predict communications in 

the two-part network (4). It is essential to 

use data to model users' behavior in social 

networks and the relationship between their 

behaviors and social phenomena (5). The 

challenge of the connection between 

increasing users of social networks is 

necessary (6). The extant study was 

conducted on the data of social networks by 

using centrality criterion and decision tree 

to examine the link and communication 

between users of these substantial 

networks. 

Methods 

The proposed method of this study 

comprises the following steps: In the first 

phase, the available raw data were 

processed initially, and the required data, 

common neighbors between pairwise 

unconnected nodes, were extracted from 

the data. The input data of this step includes 

the adjacency list that indicates the graph 

structure of a social network. The output of 

this step is used as input for the next step. 

The block diagram of the proposed method 

has been illustrated in Figure 1.  

In the second phase, big data analysis and 

MapReduce processing were used to 

measure centrality criteria for input nodes 

of this phase in social networks. The 

centrality criteria indicate the importance of 

nodes, so they were stored as nodes' 

features. The stored data served as input 

data for the next step. Then, users' 

calculated features and personal 

characteristics were used to build a training 

and evaluation dataset. In the last phase, 

training data were finally used to design the 

decision tree model to predict 

communications in the network. 

Data Preprocessing  

According to Figure 1, the applicable data 

in this step depicts a social network graph 

illustrated as an adjacency list. In this 

section, the adjacency list of all nodes of the 

graph was explored, and all common 

neighbors (i.e., nodes existing in adjacency 

list per pairwise unconnected nodes) were 

extracted per pairwise nodes that are not 

adjacent (neighbor) to each other. The 

common neighbors were taken as the output 

of this phase and transferred to the next 

step. 

Calculation of Centrality Criteria 

One of the big data techniques called 

Hadoop with MapReduce programming 

was used to measure centrality criteria. 

Hadoop is an open-code software 

framework that allows distributed big data 

processing on some clusters from servers. 

http://creativecommons.org/licenses/by-nc/4.0/
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Figure 1. Block scheme of the proposed model to predict communications in social network   

This framework based on Java Language is 

designed to distribute processes on 

thousands of machines with high fault 

tolerance. This framework can also be used 

on the local machine. MapReduce is a 

programming model that expresses a large 

distributed computation as a sequence of 

distributed operations on a key/value pairs 

dataset. Figure 2 depicts the MapReduce 

process. MapReduce computation has two 

phases: a map phase and a reduce phase. 

The input to the computation is a dataset of 

key-value pairs. In Figure 2, Map and 

Reduce tasks have been shown as circles, 

and key-value pairs have been depicted in 

colored rectangles. In the map phase, the 

framework splits the input data into many 

fragments and assigns each fragment to a 

map task. Each map task consumes 

key/value pairs from its assigned fragment 

and produces a set of intermediate 

key/value pairs (K’:V’).   Following the 

map phase, the framework sorts the 

intermediate dataset by key and produces a 

set of (K’:V’*) tuples so that all the values 

associated with a particular key appear 

together. This step, called Shuffle, is 

      

 

Figure 2. MapReduce Process  
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shown in Figure 2. As seen in the figure, all 

values appear together with equal keys. In 

other words, all values with the same color 

have been sorted together per a particular 

key. The framework also partitions the set 

of tuples into several fragments equal to 

reduced tasks. 

In the reduce phase, each reduces task 

consumes the fragment of (K’: V’*) tuples 

assigned to it and transmutes the tuple into 

an output key/value pair (K, V). Finally, the 

final output will be a set of key/value pairs 

(K,V). 

According to MapReduce Process, 

calculation of centrality criteria has been 

described based on this programming 

model. 

Calculation of Degree Centrality Criterion 

based on MapReduce Processing  

The pseudocode shown in Figure 3 was 

used to calculate degree centrality 

according to MapReduce processing. The 

graph adjacency list is the data required to 

calculate degree centrality. Therefore, a 

node with its adjacency list is taken as an 

input key-value pair.  In the map phase, 

input key/value nodes with their adjacency 

list were read, and intermediate key/values 

were produced. As we know, all values are 

sent to the reducer with the equal key in this 

processing paradigm. Therefore, an input 

key that is a node in the network can be 

considered an intermediate key. Then, it is 

possible to take a numerical value "1" as an 

intermediate value per node existing in its 

adjacency list and send the produced 

intermediate key-value pair to the output. In 

the Shuffle phase, the sorted intermediate 

key-values and all values related to a 

unique key go to a reducer. In reduce phase, 

a list of numbers 1 exists as a values list per 

entered key. Therefore, the values "1" can 

be counted to compute the final value of 

degree centrality for a node. Then, the 

output key in reduce phase, i.e., the key 

entered into it, is one node in the network, 

while the output value in this phase is in the 

sum of values "1" as the final value of 

degree centrality for the considered node.  

Calculation of Closeness Centrality 

Criterion based on MapReduce Processing  

The closeness centrality criterion indicates 

the average distance between a source node 

and other nodes existing in the graph. In 

other words, this criterion expresses how a 

node is close to other nodes in the graph. 

The more precise definition of this criterion 

indicates information diffusion speed from 

one node to another one. Therefore, this 

criterion implies the importance of a node. 

Figure 3. The pseudocode used for calculation of degree centrality criterion  

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


Ghadamheir et al. 

 Social Determinants of Health, Vol.9, No.1, 2023       5  
This work is licensed under a Creative Commons 

Attribution-NonCommercial 4.0 International License. 

Figure 4. The pseudocode used for calculation of closeness centrality criterion  

The higher the closeness centrality 

criterion, the closer the node in a graph to 

other nodes. In this case, information will 

spread throughout the network more 

rapidly. All of the shortest paths from a 

source node to all other graph nodes must 

be calculated for this criterion. Because 

there are numerous users in social 

networks, the closeness centrality criterion 

cannot be computed simply using classic 

methods. Therefore, the MapReduce model 

was used to compute this criterion based on 

the pseudocode presented in Figure 4.   

BFS (Breadth-First Search), the algorithm 

was used to compute the shortest path from 

a source node to all nodes existing in the 

network. Hence, this algorithm was the 

main core of closeness centrality criterion 

and was implemented based on the 

MapReduce paradigm.  

BFS Algorithm based on the MapReduce 

Paradigm  

In addition to the adjacency list, two-color 

and distance features were saved from 

implementing a distributed DFS algorithm 

for each node existing in the network graph. 

The distance indicated the distance between 

one node and a source node, while color 

indicates its current situation. When one 

node is white, it has not been explored 

while the BFS algorithm is running. If the 

node is observed, it will turn gray. After the 

algorithm observed all children of that 

node, the parent node turned black. It is 

worth noting that only the source node is in 

gray with zero distance in the first step.   

 

Figure 5. The pseudocode of the BFS algorithm  
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Input data of map phase included adjacency 

list related to the network graph along with 

the mentioned extra characteristics, each 

node of graph (as the key) and a data 

structure, including node adjacency list, 

color, and distance (as value) indicate the 

input key/values of the mapper. As seen in 

Figure 5, in the phase map, an intermediate 

key-value is built per node located in the 

adjacency list of the input node. Each node 

in the adjacency list of input nodes was 

created as an intermediate key. For the 

intermediate value of data structure 

comprising as adjacency list, the current 

distance plus "1" was chosen as the 

distance, and gray color was considered the 

color of the node in the intermediate key. 

This key/value pair was written in output. 

In addition to sending nodes existing in the 

adjacency list, the main node plus its value 

is written as a key in output. In this case, 

after the MapReduce process was run, the 

input graph structure appeared in the output 

completely. Because implementation of 

MapReduce-based BFS algorithm is 

iterative processing and the full graph 

structure is required per iteration, the 

reason for the iterative pattern of this 

algorithm has been explained herein. In the 

next step, the shuffle step is implemented to 

sort and send all values per an equal key to 

an equal reducer. In reduce phase, input 

keys are the same graph nodes, and the list 

of values is the list of data structures 

explained before. In this phase, the input 

key that is a node of the graph was taken as 

the output key to creating output key-value. 

Then, all distances in the data structure 

were examined, and the shortest distance to 

the source node was selected and written as 

the distance in the data structure. Then this 

node turned black. The considerable aspect 

of the calculation of this algorithm is that 

all graph nodes are not explored within one 

implementation of MapReduce processing, 

so that some nodes may remain gray. 

Therefore, this processing was done 

iteratively until there was no gray node in 

the graph. 

BFS algorithm was implemented per 

neighbor to calculate closeness centrality 

criterion for those common neighbors 

extracted in the first step then entered into 

this step. The output of the BFS algorithm 

included all shortest distances from 

considered nodes to all nodes of the 

network. Finally, the inverse mean of 

calculated distance was the final value of 

closeness centrality criterion for that 

common neighbor.   

Preparing Data to Build Model  

The extant study assumed that personal 

characteristics of users in their social 

network profiles, including their education, 

job status, and living place, could be used 

to improve the precession of 

communication prediction. In this case, 

users with more subscriptions and 

similarities make more relationships. 

Therefore, the personal characteristics of 

common neighbors were collected using 

the computed centrality criteria in the 

previous step, and then a larger dataset was 

formed.  

Training and building a data mining model, 

such as a decision tree learning method 

with the observer, require training data that 

perfectly defines inputs and outputs. In 

other words, training data belong to a 

certain category before the training process 

begins. The case of communication 

prediction is a kind of categorization. The 

extant study aimed at predicting the label or 

category to which a new observed sample 

belongs. In this case, the data were divided 

into two separate categories, and the data of 

common neighbors were used to determine 

data labels. Before common neighbors were 

extracted, the data were divided into two 

historical categories. For instance, 2003-

2010 were assigned to the first category, 

while 2001-2013 were placed n the second 

category. The first and second phases of the 

proposed method were implemented using 

data on first-time intervals in the next step. 

All communications that did not exist in the 

first time interval in the network were 

http://creativecommons.org/licenses/by-nc/4.0/
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examined in the second interval. Label 1 

was assigned to the data sample if the 

communication was created, 0, otherwise.   

Prediction of Communication 

After building training data, the last and 

main phase of the algorithm was proposed. 

In this strep of algorithm, the prediction 

process was done using a data mining 

model focusing on the decision tree model. 

Therefore, the decision tree model was 

created by dividing the data prepared in the 

previous step into training and test data sets. 

Results  

A dataset extracted from DBLP social 

network was used to evaluate the proposed 

technique of the present study (7). 

However, an equal graph of these data must 

be created before dividing data. Therefore, 

every user was taken as a node in the graph, 

and then the created graph was used as the 

tested dataset. Reports of the characteristics 

of the dataset showed that the number of 

users was11590, the number of 

communications was 71150, Number of 

common neighbors was 12256. 

Results of Empirical Experiments 

The Effect of Personal Characteristics of 

Users on the Algorithm Efficiency 

Personal characteristics of users can be 

used effectively in predicting latent 

communications in social networks. 

Personal characteristics comprise some 

information, such as education level, job 

status, and living place of users. Therefore, 

two tests were done to find the application 

results and non-application of these 

characteristics.  

Test 1: Prediction of Latent 

Communications by Using Personal 

Characteristics of Users  

In this test, the proposed method 

implemented both centrality criteria of 

nodes and users' characteristics used in the 

decision tree model. The results of 

communication prediction by using users' 

characteristics algorithm, Proposed method 

(Accuracy:0.95, Sensitivity:0.97, 

Precision:0.97, F-measures:0.97) was 

achieved. 

Test 2: Prediction of Latent 

Communications without Using Personal 

Characteristics of Users  

In this test, a decision tree was trained and 

evaluated after preparing the required 

datasets without using users' characteristics 

only by using the centrality features of 

nodes. The results have been reported in 

Table 1. 

 Table 1. Results of communication prediction 

without using users' characteristics  

Algorithm  A
ccu

racy
  

S
en

sitiv
ity

  

P
recisio

n
  

F
-

m
easu

res  

Proposed method  0.87 0.95 0.9 0.93 

Proposed method  0.84 0.9 0.91 0.9 

Proposed method  0.84 0.9 0.91 0.9 

Proposed method  0.89 0.92 0.94 0.93 

Proposed method  0.85 0.91 0.9 0.9 

 

According to Table 1, the use of personal 

characteristics had a significant effect on 

the efficiency of the proposed method and 

its results. Accordingly, there was a 

reduction in all calculated evaluation 

criteria in these two tests when personal 

characteristics of users were not applied  

model training. Such reduction in the 

efficiency was at least about 2% in the 

Sensitivity measure and a maximum of 8% 

in the Accuracy metric. If we know the 

personal characteristics of common 

neighbors between two disconnected nodes 

and their situation in the network, 

prediction performance will be improved. 

The Effect of Centrality Criteria as Weights 

Assigned to Nodes  

Following tests were implemented to 

expand the precision and efficiency of the 

proposed method in predicting latent 

communications in the network and to 

know to what extent this assumption was 

correct. The obtained results have also been 

reported. 

http://creativecommons.org/licenses/by-nc/4.0/
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Test 1: Prediction of Latent 

Communications by using Centrality 

Criteria of Nodes  

In this test, the proposed method was 

implemented considering all steps 

described above, i.e., both personal 

characteristics of users and two centrality 

criteria of nodes were used to create a 

decision tree model. Table 1 reports the 

relevant results.  

Test 2: Prediction of Latent 

Communications without using Centrality 

Criteria of Nodes  

In this test, a decision tree was trained and 

evaluated after only preparing the required 

datasets using users' characteristics. The 

results have been reported in Table 1. 

According to results reported in Table 1, 

removing centrality features led to a 

considerable drop of a minimum of 4% and 

a maximum of 9% in Precision and 

Accuracy criteria, respectively, in all 

evaluation criteria. It is worth noting that 

the effect of the features extracted from the 

network structure was higher than the 

personal characteristics of users because 

the efficiency loss of the model was more 

considerable than two tests conducted in the 

first section. The reason may stem from 

some users that are not honest in providing 

their personal information. In this case, 

there will be more noise in the model's 

training data that, in turn, will reduce the 

precision and accuracy of the model. On the 

contrary, there will be no noise if the 

features extracted from the network 

structure (e.g., centrality criteria of each 

node) are used because these features are 

adopted from the network structure. 

Accordingly, the primary assumption of 

this study was confirmed, i.e., the knowing 

contribution of each common neighbor 

increases the performance power of the 

proposed method. Two other tests were also 

implemented for further assessments. In 

these tests, only one centrality criterion was 

considered for common neighbors.  

Test 3: Prediction of Latent 

Communications by using Degree 

Centrality Criterion  

In this test, the personal characteristics of 

users and the degree centrality criterion 

were considered for nodes within the 

building decision tree. The obtained results 

have been reported in Table 1.  

Test 4: Prediction of Latent 

Communications by using Closeness 

Centrality Criterion  

In this test, the personal characteristics of 

users and closeness centrality criterion 

were considered for nodes within the 

building decision tree. The obtained results 

have been reported in Table 1.  

According to Table 1, degree and closeness 

centrality criteria had a significant effect on 

the performance of the decision tree in 

predicting latent communication in the 

network. As seen in test 3, the assignment 

of a contribution about degree centrality to 

each common neighbor led to improvement 

in all four criteria with a minimum 2% and 

maximum 5% rise in Precision and 

Accuracy criteria, respectively. However, 

the performance improvement of the model 

was less than the case of using both degree 

and closeness centrality in the building 

decision tree process.  

Moreover, the test 4 results reported in 

Table 1 indicated that closeness centrality 

could alone improve the precision and 

accuracy of the model. Compared to the 

case of using none of the centrality criteria 

n decision tree training, the case of using 

centrality resulted in a 1% rise in Accuracy 

and Sensitivity. The improvement percent 

was lower than the case in which both 

degree and closeness centralities were used 

in the decision tree process. Moreover, this 

improvement was less than test 3, in which 

only the degree centrality criterion was 

used to create a decision tree. Therefore, 

both degree and closeness centrality criteria 

had a significant effect on the efficiency of 

the proposed method to predict 

communication. Moreover, degree  

http://creativecommons.org/licenses/by-nc/4.0/
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Table 2. Evaluation of proposed method based on 

the method presented  

 

Algorithm  

S
en

sitiv
ity

  

P
recisio

n
  

F
-m

easu
re  

Proposed method  0.98 0.94 0.96 

Method with NB model 0.89 0.9 0.93 

Method with RF model 0.92 0.9 094 

Method with SVM model 0.91 0.91 0.93 

Ordinary decision tree 

method  

0.9 0.91 0.9 

Neural network method  0.92 0.9 0.92 

centrality was more important compared to 

closeness centrality.    

According to Table 2, the proposed method 

in the present paper had better performance 

than all three methods presented, decision 

tree and neural network in terms of 

Sensitivity and F-measure. However, the 

proposed method was at last ranked in 

terms of precision. In both studies 

mentioned above, like the proposed method 

of extant study, the application of the 

machine learning approach led to better and 

more satisfying results when personal 

characteristics and network structure 

features were used rather than the absence 

of these features. However, the selection of 

personal characteristics was effective in the 

performance of the learning model. In the 

extant study, the use of personal 

characteristics, including education, living 

place, and job conditions, produced better 

results than other studies that used other 

information, such as users' interest, sending 

and receiving a message in the network, or 

other behaviors and social activities of 

users in the network. 

Discussion 

Social networks are dynamic due to 

continuous increases in their members, 

communications, and links, while these 

links may be lost. This study was conducted 

with the aim of investigating the link and 

communication between social network 

users using the centrality criterion and 

decision tree. According to the research 

result, there was an increase in sensitivity, 

which indicated model power in identifying 

positive categories (i.e., communications) 

when users' characteristics were used. It 

means that the model could identify 

potential latent communications. It can be 

stated that users are more willing to make a 

relationship with users similar to them 

through common neighbors. It can be stated 

that the assumption of this study was 

confirmed, i.e., knowing the contribution of 

each common neighbor increases the 

performance power of the proposed 

method.  

The presence of both degree and closeness 

centrality criteria in this study were 

effective in the efficiency of the proposed 

method to predict communications. 

Moreover, the degree centrality criterion 

was more important than the closeness 

centrality. 

Users' personal characteristics were indeed 

more significant than their behavioral traits; 

hence, these characteristics are more 

effective factors for the performance of the 

learning model because users first consider 

the profile and personal information of 

other users in the network before they 

decide to communicate. In the next step, 

users are more likely to make a relationship 

with other users if the personal 

characteristics in their profiles are 

desirable. The second priority is assessing 

the behavioral traits and activity 

background of the considered user. 

Therefore, the proposed method of this 

study had an appropriate and acceptable 

performance to produce satisfying results. 

In addition, the proposed method used 

personal characteristics mentioned in users' 

profiles, so it had better performance than 

those studies that used users' behavioral 

traits and activity background. Therefore, 

this method can predict latent 

communications in social networks and 

achieve promising results, although further 

studies are required.  

http://creativecommons.org/licenses/by-nc/4.0/
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In the present research, a weighted decision 

tree model was used by considering of 

importance of each characteristic for the 

final phase of communication prediction. It 

is possible to use other data mining models 

to further valuation and compare results 

with proposed methods.  

This study used an outline dataset extracted 

from asocial network DBLP. The 

MapReduce programming model can be 

used when the big data volume is available. 

It is also possible to use flow processing 

techniques frequently used in big data 

techniques. These techniques allow a rapid 

flow of data that is producing or changing. 

The proposed method in this study has been 

compared to the current studies on 

predicting communications in social 

networks.  

A machine learning-based method was 

proposed to predict communication in 

stoical networks of microblogs. In this 

research, different learning models, such as 

Naïve Bayes and Random Forest, were 

used to predict communication, and the 

results of each method were presented 

separately. In the method proposed to train 

these models, various features extracted 

from network structure (e.g., common 

neighbors between two disconnected 

nodes) or those related to nodes (e.g., 

number of followers in the network and 

number of received messages) were used 

(8). This study used some metrics, such as 

Precision, F-measure, and Sensitivity, to 

evaluate their proposed method (9). In 

another study, a machine learning 

approach-based method was used to predict 

latent communications in the social 

network of Twitter. This method used 

structural features of the network and 

considered behavioral traits and desires of 

users to train a learning model (10).  

To evaluate the proposed methods of extant 

study based on the method presented in 

studies by Hosseini et al. (11), decision tree 

method, and neural network, the proposed 

algorithm was implemented with similar 

conditions of test 1.  

The present study considered 

communications between two users, while 

there are other entities in social networks, 

including different groups and 

communities, software, blogs, pages, and 

games that can be predicted the user may 

communicate with which one of these 

bodies. Therefore, the proposed method in 

this study can predict different kinds of 

communications in a social network. 

However, global methods identify all path 

structures. The method introduced in the 

present paper defined a new node similarity 

index that uses all local and global features 

of a network. This method used the 

similarity between nodes in a graph that 

was created indirectly based on 

communicational data. In the method 

introduced by Ebadsichani et al. (12), the 

algorithm starts by placing each vertex in a 

separate association. There is no edge at the 

beginning, while one-by-one adding edges 

leads to integration of the associations at 

two ends of this edge if division modularity 

increases. Division modularity is computed 

based on the graph to which edges are 

added and indicate associations. If adding 

an edge does not create integration in 

associations, that edge will be an edge in the 

association. Hence, this case does not 

change the modularity rate. The number of 

divisions found in the process equaled the 

number of vertices (n). Every division has a 

modularity value, and after edges were 

added, the division with the largest 

modularity is taken as output. Hosseini 

Sedeh et al. (13) used users' interests 

overlapping to measure their similarities. 

Users' interests are determined based on 

their performances, such as their answers to 

the questions asked on a website like Stack 

Overflow or edition of a paper in 

Wikipedia. All users' actions are shown as 

a vector, and similarities between two users 

are indicated with the cosine between two 

vectors. In the method presented in the 

study (14), the similarity criterion is 

defined based on the common friends 

shared between two users. In this study, the 

subgraph of common friends and their 
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communications are extracted. The more 

the edges in this subgraph, the stronger the 

relationship between two users and the 

more alike they are. 

The random walker algorithm was 

proposed in the paper. The random walker 

introduced by Yazdi et al., moves randomly 

on the graph and then goes from each vertex 

to adjacent vertex, considering the existing 

edges. The idea of Zhu's algorithm implies 

that random walker spends a longer time 

due to the high density of edges. Zhu used 

the random walker to define the distance 

between two vertices. The distance (dij) 

between two vertexes i and j indicates the 

average number of edges across which the 

random walker must pass to reach i from j. 

This method defines the global absorber of 

vertex i as the closest neighbor of this 

vertex (that has the lowest dij value). This 

method also defines the local absorber of 

vertex i as a vertex that i is its closest 

neighbor. Online social networks such as 

Facebook suggest new friends to users, and 

this is a process based on a transparent and 

clear social network in which users add 

each other as friends and create a network. 

A large part of the initial work on link 

prediction infers the new interactions 

between users by focusing on a unified 

network. However, users create several 

implicit social networks through their daily 

interactions, such as leaving comments on 

individuals' posts or ranking similar 

products shared between different users. 

The authors of the present paper introduced 

a method in which both implicit and 

explicit social networks were used to solve 

the group/item suggestion problem (15).  

The extant study showed that 

complementary information of the user's 

item network could be successfully 

integrated with the friendship network to 

improve friendship suggestion procedures. 

In this method, the famous Katz algorithm 

was changed to use a multifaceted network 

and provide friendship suggestions. Finally, 

the real and fake datasets were used, and 

results showed that the proposed method 

suggested more accurate friendship 

relationships than two path-based 

algorithms with the same source (16).  

Murata & Moriyasu, studied the effect of 

network structure on communication 

prediction efficiency in the form of 

clustering. The results indicated that 

clustering is effective in increasing 

prediction accuracy and efficiency. 

However, this technique did not work in 

solitude networks with poor connections 

(17). In Morata's research, link prediction is 

made on networks like Yahoo! Answers, 

where it is done by using graph theory and 

its features, as well as weighted edges 

between the nodes of this network. . The 

results obtained on the new databases have 

also been evaluated, and the results have 

been reported to be very effective (18). 

Today, users spend a lot of time surfing the 

Internet and social networks to make online 

purchases and social media. But one of the 

problems for business owners and 

managers of these media is a large number 

of these media, in other words, the 

existence of many competitors in this field. 

Therefore, users are surrounded by a large 

amount of information and have various 

options to use and spend time among the 

media. Having a proper understanding of 

user interests has become increasingly 

important for retailers who intend to create 

a personalized service for a target market 

and how these users relate to each other. 

Today, the size and number of online social 

networks are increasing day by day. For this 

reason, the analysis of social networks has 

become a popular issue in many branches 

of science. Relational prediction is one of 

the key issues in analyzing the evolution of 

social networks. With the increase in the 

size of social networks, the need to create 

and develop scalable communication 

prediction algorithms is felt more (19). 

Recommendation 

In this research, we considered only the 

communication that will be established 

between two users. But in a social network, 

there are other entities such as various 
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groups and communities, software, blogs, 

pages, and various games that can be 

predicted that in the future the intended user 

will Which one of these will communicate? 

Therefore, the method presented in this 

research can be used to predict different 

types of communication in a social 

network. 

Conclusion 

Some factors, such as personal 

characteristics and centrality criteria, affect 

the efficiency of the method. Removal of 

each factor in the learning process of the 

decision tree model indeed reduces the 

efficiency criteria. This study presented a 

method to predict communication in social 

networks. The proposed method benefited 

the advantages of big data techniques, 

users' characteristics and importance in the 

network, and data mining methods. Hence, 

this method had optimal performance in the 

prediction of latent communications. The 

method presented in the extant study not 

only used the information extracted from 

the network structure (e.g., centrality 

criteria of nodes) but also applied personal 

characteristics of users (e.g., education 

level, job status, and living place) to 

increase efficiency and precision of 

performance rather than other studies. 

Moreover, optimal results were obtained 

because the degree and closeness centrality 

features were considered a unique weight 

for each node in computations. Social 

networks' policymakers and watchdogs can 

use these results in their decisions.  
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