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Chapter

High Synthetic Image Coding
System
Abdallah A. Ibrahim and Loay E. George

Abstract

Compressing an image and reconstructing it without degrading its original
quality is one of the challenges that still exist now a day. A coding system that
considers both quality and compression rate is implemented in this work. The
implemented system applies a high synthetic entropy coding schema to store the
compressed image at the smallest size as possible without affecting its original
quality. This coding schema is applied with two transform-based techniques, one with
Discrete Cosine Transform and the other with Discrete Wavelet Transform. The
implemented system was tested with different standard color images and the
obtained results with different evaluation metrics have been shown. A comparison
was made with some previous related works to test the effectiveness of the
implemented coding schema.

Keywords: image coding, image compression, Discrete Cosine Transform (DCT),
Discrete Wavelet Transform (DWT), entropy coding, quantization

1. Introduction

In this work, a synthetic image coding schema will be described in detail. The
implemented compression system is consisting of four stages to compress the input
color image. First, the color transformation resolved from RGB (Red, Green, and
Blue) space to YCbCr (Y

0 is the luma component and CB and CR are the blue-
difference and red-difference chroma components, respectively). The second stage
applies DCT (Discrete Cosine Transform) or DWT (Discrete Wavelet Transform) to
produce the transform coefficients for a better representation of image data. These
coefficients are quantized using the scalar quantization technique in the third stage.
Finally, synthetic entropy coding schema will be implemented to encode the quan-
tized coefficients to produce a stream of bits for the purpose of storing. The entropy
encoder work by implementing the adaptive shift coding technique to specify the
optimal number of bits needed to store each value of image pixels. The system will be
tested on different color images and the results will be shown in detail with various
evaluation metrics.
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2. The implemented system schema

The system will be implemented with two transform techniques, one with DCT
and the other with DWT. In the first schema, the input image is split into blocks of
size N � N (where N is multiple of 2), each block is categorized according to its
spatial details whether it is a high-frequency block (its pixels are uncorrelated) or
low-frequency block that contains correlated pixels by using DPCM (Differential
Pulse Coding Modulation) in three different aspects (horizontally, vertically, and
diagonally) then the energy of each block is calculated to determine the correlation
level between its nearby pixels by using a specified threshold value. Then, image
blocks are scanned and converted into 1D vectors using a horizontal scan order.
The next step is to apply the 1D-DCT on each vector to produce the transform
coefficients. Then, adaptive scalar quantization is applied for both correlated
and uncorrelated blocks. The level of the quantization values for each block is
different according to the block feature whether it is high-frequency detailed blocks or
low-frequency correlated blocks, by taking advantage of that these high-frequency
blocks can be treated separately from low frequency to produce better compression.
Finally, the entropy encoder is applied to the quantized coefficients to store each
coefficient with an optimal number of bits. The encoding and decoding process of
DCT are described in detail in our original work in the following paper [1]. Figure 1
demonstrates the encoder and decoder units.

In the second schema, the image is transformed using wavelet biorthogonal CDF-
9/7 (Cohen-Daubechies-Feauveau) to produce the detailed and approximate coeffi-
cients. Then, the size of the transformed coefficient will be reduced using progressive
scalar quantization. Finally, entropy coding is applied to store these coefficients. DWT
encoder and decoder units are presented in Figure 2.

3. RGB color space decomposition

RGB color space stands for Red, Green, and Blue, RGB is the most popular color
space used, it is device-dependent and it is used for a display system. All colors in
the RGB color space are formed using only three-color coordinates: Red, Green,
and Blue (RGB) to render the color image. Each color within RGB space ranges
from (0 to 255) that is R = {0, 1, 2 … 255}, G = {0, 1, 2 … 255} and B = {0, 1, 2 … 255}.
Every pixel within a grayscale image is defined to have a depth of 8 bits per pixel.
In other words, the picture consists of different gray values ranging from 0 to 255.
In the RGB image, each pixel is a combination of three different channels (Red,
Green, and Blue), each of which is considered to be an 8-bit gray-scale image. All
other color spaces used in various applications can be extracted from RGB color
information [2].

In this work, a true-color image is selected for testing. Each pixel existing in a
true-color image comprises of 24-bits. These bits are divided into three parts,
each part is set of 8 bits for Red, Green, and Blue channels, respectively. And so,
16,777,216 probable colors could exist within such an image. To process these colors,
they are decomposed into their original space channels. These channels hold basic
color plane components (Red, Green, and Blue), which hold the color information
for each pixel in the image. The values for each channel range from 0 to 255 for each
color plane.
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4. RGB to YCbCr conversion

YCbCr is the most commonly used color space for compression. YCbCr is an
ascended and offset version of the YUV color space. Y is brightness (luminance or
Luma), that is, the gray scale value. U & V are the chrominance or chroma, used to
describe the image color and saturation, and used to specify the pixel color. Cb and Cr

Figure 1.
Block diagram of DCT encoder and decoder [1].
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are the chrominance components, CB is defined as the difference between the blue
part of the RGB input signal and the brightness value of the RGB signal, and Cr is the
difference between the red part of the RGB input signal and the brightness value of
the RGB signal. Since the human visual system (HVS) is more sensitive to changes in
luminance than to changes in chrominance, by describing a color in terms of its
luminance and chrominance content separately enables more efficient processing and
transmission of color signals in many applications, therefore images are compressed
more efficiently with this space [3].

The transform from RGB color space to YCbCr space is given by the following
equation [4]:

Y ¼ 16þ
65:738 Red

256

� �

þ
129:057 Green

256

� �

þ
25:064 Blue

256

� �

(1)

Cb ¼ 128þ
�37:945 Red

256

� �

�
74:494 Green

256

� �

þ
112:439 Blue

256

� �

(2)

Cr ¼ 128þ
112:439 Red

256

� �

�
94:154 Green

256

� �

�
18:285 Blue

256

� �

(3)

where Red, Green, and Blue are the color values of each pixel in the input image
multiplied by floating points constants, these constants are scaled by dividing each by
28 = 256.

The inverse transform from YCbCr color space to RGB space is given by the
following equations:

Red ¼
298:082 Y

256

� �

þ
408:583 Cr

256

� �

� 222:921 (4)

Figure 2.
Block diagram of DWT encoder and decoder.
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Green ¼
298:082 Y

256

� �

�
100:291 Cb

256

� �

�
208:120 Cr

256

� �

þ 135:576 (5)

Blue ¼
298:082 Y

256

� �

þ
516:412 Cb

256

� �

� 276:836 (6)

5. CDF-9/7 biorthogonal wavelet transform

To apply the biorthogonal wavelet, transforming the image includes two steps:
lifting steps follows by scaling steps. The lifting scheme is implemented through a
sequence of phases. It can be identified in three phases: split phase, predict phase, and
update phase as shown in Figure 3.

In the split phase, the original data is partitioned into two sub-bands: the first sub-
band consists of the elements of odd indices and the second consists of the elements of
even indices. The predict phase (P) is utilized to get the coefficients of the high-
frequency sub-bands details (these coefficients are called wavelet coefficients), and
this phase aims to predict the values of the even indices by values of the odd indices.
After the predict phase, the update phase (U) is applied to obtain the coefficients of
the low-frequency sub-band by making the average value of the output of low-pass
coefficients equal to the average values of the original input data. So, the update phase
(U) is used to update the even samples by using the previously calculated detail
(wavelet) coefficients [6].

6. Progressive scalar quantization

A progressive scalar quantization is applied to quantize the produced wavelet
detailed and approximate coefficients. Progressive quantization work by applying
quantization in a hierarchal form where each pass in the wavelet transform is quan-
tized with different scales, starting with large quantization scales and decreasing
drastically as the number of passes increase.

Figure 3.
Lifting scheme transform [5].
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The quantization step used to quantize the coefficients of each sub-band calcu-
lated, according to the following eq. [7]:

Q s ¼

Q0 for LL band in the nth Level

QαNPass�1 for LH:HL in nth Level

QβαNPass�1for HH in nth Level

8

>

<

>

:

(7)

where NPass is the wavelet level number (i.e., the pass number), α is the descending
rate parameter, and β is the Beta multiplication (such that Q0 = 2, Q ≥ 1, α ≤ 1, β ≥ 1).
The value of the quantization step is decreased using linear, progressive relationship,
and its value for HH sub-band is greater than its value for the corresponding HL and
LH sub-bands because it is multiplied by β (≥ 1).

7. Synthetic entropy encoder

Synthetic entropy coding is applied to represent the quantized coefficients as
a sequence of 0 and 1, by storing the optimal number of bits needed for each
coefficient. The flowchart of the implemented synthetic entropy encoder is shown in
Figure 4.

Firstly, the input array of coefficients is partitioned as a block of size (N*N), where
N is the size of the block used in DCT divided by 2 or the size of the LL band used in
DWT. Then, the block with all zero coefficients will be discarded and the block with
nonzero values will be converted into 1-D vector.

The next step is to map each negative value into a positive one to get rid of the
negative sign and also avoid the coding complexity when storing these numbers. This
is simply done by mapping all negative values to positive odd numbers while the
positive values are mapped to be even numbers. The mapped numbers are produced
by applying the following equation [7]:

Pi ¼
2 Pi if Pi≥0

=Pi= ∗ 2ð Þ � 1 if Pi<0

�

(8)

where Pi is the coefficient value in the incoming sequence.
The inverse mapping process is implemented using the following equation:

P0i ¼
Pi=2 if Pi is even number

�Piþ 1ð Þ=2 if Pi is odd number

�

(9)

The next step is to decompose each vector by moving each nonzero value (> = 1)
into a new vector and replacing its original location with one. Then, the run length
encoding process is applied to the original vector [1].

The resultant vectors from the previous stage (Nonzero Vector and Run Vector)
are further separated into two sub-vectors, according to the mean value. The first
vector will contain the values less than the mean value and the second vector will
contain the values that are greater than or equal to the mean value and then subtract
the second vector from the mean value to reduce its scaling range.

Finally, the adaptive shift coding technique is applied to assign the optimal number
of bits required to store each coefficient [1].
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Figure 4.
The implemented synthetic entropy encoder flowchart.

7

High Synthetic Image Coding System
DOI: http://dx.doi.org/10.5772/intechopen.109902



8. Evaluation metrics

A set of evaluation metrics have been taken to investigate the performance of the
compression method applied.

Compression ratio (CR) is defined as the ratio of the size between the original
image and the compressed image size. They can be measured in (bits, bytes,
kilobytes, etc.). The higher CR is the better compression technique used to
compress the image [8].

CR ¼
Original file Size

Compressed
(10)

Mean Square Error (MSE) is computed by averaging the cumulative squared
intensity error differences between the original image and the reconstructed image.
MSE value closest to zero is better, and the reconstructed image quality is poor when
MSE is large, thus MSE must be as low as possible for effective compression. MSE is
calculated through the following equation [9]:

MSE ¼
1

m n

X

m�1

i¼0

X

n�1

j¼0

X i:jð Þ � Y i:jð Þ½ �2 (11)

where X is the original image pixel and Y is the compressed image. The dimension
of the images is m � n.

Peak-Signal-to-Noise Ratio (PSNR) is the ratio between maximum signal power,
which is considered as the original image and the power of distorting noise obtained
from MSE. The higher the PSNR, the better the quality of the reconstructed image.
Typical values for lossy compression of an image are between 28 dB and 40 dB. The
PSNR can be given by the following equation [10]:

PSNR ¼ 10 log 10

MAX2
x

MSE

� �

(12)

where MAX2 is the power of maximum intensity value in the original image X.
Bit Per Pixel (BPP) is defined as a number of bits required to store each pixel in an

image. Pixels must be coded efficiently to reduce redundancy, hence reducing storage
requirements. BPP is calculated using the following equation [11]:

BPP ¼
B

MxN
(13)

or BPP ¼
24bits

CR
(14)

where B is a number of bits after compression and M � N is the total number of
pixels in an image.

Compression gain (CG) is defined as the amount of compression gained after the
image is compressed. The CG of a digital image is calculated by the following equations:

CG ¼
original size� compressed size

original size
x 100% (15)
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or CG ¼ 1�
1

CR
x 100% (16)

Structural similarity index measure (SSIM) aims to measure quality by capturing
the similarity of images. Three aspects of similarity: luminance, contrast, and
structure are determined and their product is measured [9].

9. Experimental results

This section is intended to examine the results of the proposed system in detail for
both DCT and DWT modules. The detailed results of many experiment tests are
presented and discussed to evaluate the performance behavior of the established
system. The adopted system and all additional programs for the testing purpose have
been established using visual studio (C sharp programming language).

A set of standard true-color images has been utilized to test and evaluate the
system’s performance. These images are of type “Bitmap” format in which each pixel
is stored in 24-bit true color. The image files “Lena.bmp,” “Barbara.bmp,” “Peppers.
bmp,” (smoothed images), and “Baboon.bmp” (sharp edge image). All test images are
of size 256 � 256 for width and height. Figure 5 presents these images.

A set of results tables is presented for evaluation. Each test image is evaluated
using two modules. One shows the results of compression when the DCT technique is
applied and the second module shows the results of compression when the DWT
technique is applied. Each table shows the effectiveness of each control parameter
used in the system on the resulting compressed image. The test results are evaluated
and compared based on fidelity criteria measurements (i.e., MSE, PSNR, SSIM, CR,
CG, and BPP). The real time of encoding and decoding process is also presented.

The effect of the following control parameters has been investigated to test the
results of the proposed system using the DCT technique:

BS: is the block size used in DCT.
Thr: is the threshold value used to determine the importance of each block.
Q0, Q1, and α: are the quantization control parameters used to calculate the
quantization step value.

The effects of each parameter are explored by varying the value of each parameter
from minimum value to maximum. Table 1 represents the assumed default range of
the considered control parameters used with the DCT module.

Figure 5.
Test color images.

9

High Synthetic Image Coding System
DOI: http://dx.doi.org/10.5772/intechopen.109902



The parameters used to control the level of compression by using the DWT
technique are instigated as the following:

N.Pass: the number of passes used in the wavelet transform.
Q0: used to quantize the approximation LL band.
Q1: used to quantize the details sub-bands (LH, HL, and HH).
α: the descending rate parameter used to decrease the quantization of details
bands as the number of passes increase.

β: Beta multiplication parameter used to scale the quantization of HH sub-band.

The range of these parameters after making a comprehensive set of tests is shown
in Table 2.

A set of results tables in our previous work [1] presents the system performance
when applying the DCT module in terms of MSE, PSNR, SSIM, CR, CG, and BPP for
Lena, Barbara, Peppers, and Baboon images, respectively. It shows that the fidelity
level in terms of PSNR and SSIM increased while the CR and CG decreased.

In the same manner, the system performance was evaluated when applying DWT
module on the same color images with the effects of control parameters shown in
Table 2, Tables 3–6 present these results.

Parameter Range

BS [8, 16]

Q0 [32,128]

Q1 [1–10]

Α [0.1–1]

Thr [1–20]

Table 1.
The range of the control parameters for the system when using DCT.

Parameter Range

N.Pass [3–7]

Q0 [2]

Q1 [1–35]

α [0.3–1]

β [1.2]

Table 2.
The default range of the control parameters for the system when using DWT.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

109.437 27.739 0.851 55.492 98.198 0.432 0.057 0.045

98.590 28.192 0.851 54.538 98.166 0.440 0.096 0.062

81.313 29.029 0.871 45.776 97.815 0.524 0.073 0.052

64.585 30.029 0.895 35.165 97.156 0.682 0.056 0.051
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MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

51.441 31.018 0.913 29.067 96.560 0.826 0.060 0.047

40.878 32.016 0.926 23.431 95.732 1.024 0.071 0.054

32.325 33.035 0.938 19.528 94.879 1.229 0.081 0.054

24.978 34.155 0.952 16.289 93.861 1.473 0.063 0.062

20.527 35.008 0.960 13.347 92.508 1.798 0.066 0.060

16.302 36.008 0.965 10.396 90.381 2.308 0.082 0.074

12.846 37.043 0.974 8.794 88.628 2.729 0.077 0.054

9.987 38.136 0.980 7.005 85.724 3.426 0.104 0.090

8.124 39.033 0.983 5.529 81.915 4.340 0.102 0.079

6.307 40.132 0.987 4.684 78.650 5.124 0.106 0.072

Table 3.
Test results after applying compression with DWT module on color “Lena” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

97.922 28.222 0.851 52.373 98.091 0.458 0.067 0.054

79.927 29.104 0.872 43.905 97.722 0.547 0.065 0.056

64.555 30.032 0.887 36.908 97.291 0.650 0.088 0.110

50.343 31.111 0.909 30.458 96.717 0.788 0.075 0.061

40.511 32.055 0.923 24.963 95.994 0.961 0.070 0.050

32.338 33.034 0.937 21.911 95.436 1.095 0.062 0.061

25.745 34.024 0.947 18.661 94.641 1.286 0.064 0.059

19.256 35.285 0.958 15.815 93.677 1.518 0.062 0.066

15.426 36.248 0.968 12.914 92.257 1.858 0.074 0.075

12.480 37.169 0.974 11.334 91.177 2.118 0.073 0.064

9.482 38.362 0.980 9.652 89.640 2.486 0.080 0.054

7.683 39.275 0.984 7.882 87.313 3.045 0.082 0.083

6.185 40.217 0.986 6.811 85.317 3.524 0.081 0.058

Table 4.
Test results after applying compression with DWT module on color “Barbara” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

111.022 27.677 0.852 30.219 96.691 0.794 0.065 0.052

100.160 28.124 0.862 26.848 96.275 0.894 0.094 0.080

81.561 29.016 0.877 21.840 95.421 1.099 0.085 0.063

77.301 29.249 0.881 21.734 95.399 1.104 0.084 0.067
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Figures 6–9 show the tradeoff between CR and PSNR when applying compression
on the test images (Lena, Barbara, Peppers, and Baboon), respectively.

A set of reconstructed color images is shown in Figure 10 with different fidelity
levels, where PSNR, SSIM, CR, and BPP values are varied.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

241.207 24.307 0.856 11.238 91.102 2.136 0.097 0.080

199.244 25.137 0.880 9.145 89.065 2.625 0.077 0.065

153.916 26.258 0.913 6.902 85.512 3.477 0.085 0.073

128.413 27.045 0.930 5.797 82.749 4.140 0.080 0.065

97.608 28.236 0.946 4.824 79.270 4.975 0.114 0.064

78.884 29.161 0.958 3.997 74.981 6.005 0.157 0.135

63.264 30.119 0.966 3.613 72.324 6.642 0.130 0.115

49.856 31.154 0.973 3.242 69.155 7.403 0.127 0.112

40.391 32.068 0.978 3.049 67.207 7.870 0.100 0.079

27.843 33.684 0.985 2.719 63.227 8.826 0.108 0.079

25.160 34.124 0.986 2.392 58.193 10.034 0.103 0.070

18.913 35.363 0.990 2.384 58.053 10.067 0.158 0.097

15.876 36.123 0.992 2.098 52.336 11.439 0.114 0.077

9.655 38.283 0.996 1.986 49.651 12.084 0.106 0.076

5.201 40.970 0.998 1.553 35.617 15.452 0.138 0.097

4.759 41.355 0.998 1.523 34.324 15.762 0.087 0.073

Table 6.
Test results after applying compression with DWT module on color “Baboon” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

63.036 30.135 0.897 17.096 94.151 1.404 0.072 0.053

51.382 31.023 0.910 13.464 92.573 1.782 0.064 0.054

40.738 32.031 0.924 9.420 89.384 2.548 0.072 0.059

30.476 33.291 0.945 6.819 85.335 3.520 0.088 0.064

25.562 34.055 0.954 5.687 82.415 4.220 0.075 0.066

19.684 35.190 0.966 4.143 75.863 5.793 0.114 0.090

15.180 36.318 0.975 3.667 72.733 6.544 0.120 0.111

7.750 39.238 0.988 2.884 65.328 8.321 0.098 0.086

8.313 38.933 0.988 2.880 65.284 8.332 0.122 0.097

4.468 41.630 0.994 2.095 52.269 11.455 0.082 0.081

Table 5.
Test results after applying compression with DWT module on color “Peppers” test image.
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Figure 6.
A tradeoff between CR and PSNR for color Lena image test results.

Figure 7.
A tradeoff between CR and PSNR for color Barbara image test results.

Figure 8.
A tradeoff between CR and PSNR for color Peppers image test results.

13

High Synthetic Image Coding System
DOI: http://dx.doi.org/10.5772/intechopen.109902



Figure 9.
A tradeoff between CR and PSNR for color Baboon image test results.

Figure 10.
Samples of the reconstructed color images where the PSNR, SSIM, CR, and BPP values are varied.
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10. Comparisons with previous works

In this section, the results of the implemented system have been compared with
some previously published methods and also with the standard JPEG system.

Table 7 lists the compression results attained by the proposed system with those
given in previous studies in terms of (CR, BPP, PSNR, and SSIM), taking into consid-
eration that in these studies same images have been used. The listed results demon-
strate that the proposed system outperforms other methods.

11. Conclusions

In this chapter, a high entropy image coding system was implemented, and
the system shows remarkable results compared to the existing approaches. A high
compression ratio was obtained while maintaining image quality without
distortion. The proposed entropy encoder has a positive significant impact on the
results. It is important that the transformed image coefficients must be processed
in a way to be suitable for the coding process in order to store it with a minimum
number of bits.

Test Image Reference Size CR BPP PSNR SSIM

Color Lena [12] 512 � 512 — 1.0 33.11 0.9583

[13] 512 � 512 12.67 — 33.86 —

[14] 512 � 512 — 0.75 33.01 —

[15] 512 � 512 — 0.4 30.83 —

[16] 512 � 512 — 0.82 33.15 —

[11] 512 � 512 — 0.73 31.556 —

JPEG standard 512 � 512 32.650 0.980 30.05 0.798

Proposed 512 � 512 39.678 0.6 33.134 0.963

Color peppers [14] 512 � 512 — 0.64 30.49 —

[15] 512 � 512 — 0.4 28.53 —

[16] 512 � 512 — 0.95 30.97 —

[11] 512 � 512 — 0.9 31.604 —

JPEG standard 512 � 512 29.528 0.974 28.588 0.839

Proposed 512 � 512 33.555 0.7 29.781 0.955

Color baboon [12] 512 � 512 — 1.0 29.74 0.6656

[13] 512 � 512 6.69 — 30.15 —

[11] 512 � 512 — 0.8 29.792 —

JPEG standard 512 � 512 24.403 0.978 15.332 1.565

Proposed 512 � 512 24.672 0.941 15.971 1.5

Table 7.
Comparison between the implemented system results and some related works used to encode different standard
images.
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From the obtained test results, the proposed system shows outperformed results
when dealing with smooth images like (Lena, Barbara, and Peppers) compared to the
existing approaches, but it has a major drawback in a sharp image like Baboon.

As a summary, the best-attained compression gains for the test images (Lena,
Barbara, Peppers, and Baboon) are 98.16%, 98.09%, 96.28%, and 91.10%, respec-
tively, where PSNR values are in an intermediate range.
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