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Chapter

Toward UWB Impulse Radio
Sensing: Fundamentals, Potentials,
and Challenges
Jonas Ninnemann, Paul Schwarzbach and Oliver Michler

Abstract

Radio sensing is a rapidly emerging research field. It focuses on designing an
integrated communication system that can also perform localization and radar func-
tionalities sharing the same transmit signals and potentially the same hardware. Ultra-
wideband (UWB) impulse radio is a promising technology for radio sensing because it
offers a high-range resolution and direct access to the channel impulse response (CIR)
to observe the multipath components (MPCs) of the wideband channel caused by
scattering at target objects. This approach enables a wide range of functionalities and
applications, especially in the field of mobility and transportation. The foundation is
given by the signal propagation and channel modeling of the UWB channel, which is
briefly revisited in this chapter. Based on the CIR and estimated MPCs the target
object can be localized like a multistatic passive radar. The influence of geometry in a
passive target localization system is studied by calculating the geometric dilution of
precision (GDOP). In addition to passive localization more tasks and functionalities of
radio sensing, are briefly introduced including detection, tracking, imaging, counting,
and classification. The chapter concludes with further research directions and chal-
lenges in UWB radio sensing, especially for real-world use in the context of mobility
applications.

Keywords: multipath-assisted radio sensing (MARS), channel model, channel
impulse response (CIR), multipath components (MPCs), impulse radio (IR), radio
sensing for intelligent transportation systems (ITS)

1. Introduction

Ultra-wideband (UWB) impulse radio (IR) is extensively researched and used as a
technology for indoor positioning systems [1, 2] and short-range communication [3].
Such systems are enabled by key features of the UWB physical layer (PHY) such as
high bandwidth, the transmission of very short impulses, and low power. These
features lead to a high range resolution and usually dense networks, which in general
makes UWB perfectly suitable for radio sensing tasks and applications.

The term radio sensing first emerged in the context of cellular networks and is
referring to the usage of existing radio signals to passively sense the environment
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[4–6]. The goal is to perform communication, localization, and radar functionalities
by sharing the same transmit signals and potentially the same hardware. The analysis
of the radio signal itself enables new features and functions of the communication
systems such as localization, tracking, imaging, detection, or classification of passive
target objects without the need for dedicated hardware or specialized measurement
setups. In the past, this approach referred to UWB-IR and was mostly considered for
tracking [7, 8], imaging [9], and people counting [10]. In contrast to such radar
systems, radio sensing follows a more integrated approach by combining communi-
cation, localization, and sensing functionalities with the same radio signal and hard-
ware to be more cost and spectrum efficient. This way the IR could be an integrated
part of future communication networks to fulfill sensing tasks [5].

UWB and its IR nature allow direct access to the channel impulse response (CIR)
in the time domain as the fundamental signal parameter for channel estimation. The
CIR measurement includes information about the different propagation paths of the
signal (direct path and echo paths). For passive target localization, the CIR is mea-
sured, and the multipath components (MPCs) are extracted to fulfill the different
tasks of radio sensing. The high bandwidth of UWB ≥ð 500 MHz) allows the
distinguishing of MPCs in the CIR, even if the time delay of the propagation paths is
relatively close together [11].

There are many use cases of radio sensing ranging from smart cities, smart homes,
vehicular networks, and health to drones. In terms of mobility applications, radio
sensing based on UWB could be helpful and game-changing for intelligent transpor-
tation systems (ITS). Table 1 lists possible use cases of radio sensing for the various
modes of transport and tasks of radio sensing.

To implement the use cases, UWB is a promising technology for radio sensing.
Therefore, this chapter transfers radio sensing approaches to UWB for different tasks
and functionalities. In particular, the chapter provides the necessary fundamentals
and proposes a UWB radio sensing approach based on the multipath channel model.
Limitations in terms of range resolution and sensor arrangement are discussed, as well
as further research directions and challenges.

The rest of this chapter is organized as follows: Section 2 gives an overview of the
research field of radio sensing, the different scientific and technological influences,
and the current state-of-the-art. In Section 3, the basics of signal propagation are
introduced to derive the wideband multipath channel model. Based on this, a UWB
radio sensing approach is then described in Section 4 for passive target localization. In
addition, the influence of network geometry is investigated for different transceiver

Mode of

transportation

Localization Detection Classification

Automotive Vehicular networks

and automotive radar

Parking lot occupancy

detection

Automotive radar

Rail transport Flow management in

stations

Passenger detection on

platforms or inside trains

Aviation Boarding monitoring Seat occupancy detection Classification of objects to

automated passenger safety

checks

Drones/UAVs Landing system Obstacle detection Obstacle classification

Table 1.
Use cases of UWB radio sensing for intelligent transportation systems.
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constellations and other tasks of radio sensing are briefly introduced. In Section 5
challenges and further research directions for UWB-based radio, sensing is discussed.
The chapter concludes with a summary of the key contributions in Section 6.

2. Taxonomy of radio sensing

The research field of radio sensing is composed of different scientific directions
and is only made possible by the fusion of these influences and ideas. The three main
pillars are wireless communication systems, localization based on RF signals, and
radar systems. The different terms and concepts in this highly interconnected research
field are presented in a word cloud in Figure 1.

Wireless communication systems [12, 13] have been used not only for networking
but also for the localization of devices for years now. Especially in the context of
indoor positioning systems (IPS) [1, 2], where no global navigation satellite systems
(GNSS) are available, localization enables new services and applications. To estimate
the location of a mobile sensor (tag) a wireless sensor network (WSN) [1], consisting
of fixed sensors (anchors) with known positions, is placed in the environment. Based
on different channel parameters and positioning principles, the position of the mobile
tag is estimated. Because the target object or user needs to wear an active sensor, this
technique is referred to as active localization. UWB is one technology for such locali-
zation systems, perfectly suitable due to its high positioning accuracy.

The same radio signal used for active localization can also be analyzed to enable
device-free passive localization (DFPL) [14, 15]. Here, the target object does not need
to carry a sensor, but instead the position is estimated by evaluating different channel
and propagation effects. DFPL is one possible task of a radio sensing system. But based
on the use of wireless radio technology and channel estimation procedures, many
tasks can potentially be accomplished. For example, detection of the target object,
mapping of the environment, tracking, classification of different scenes or counting of
objects and people.

In the past, such tasks were accomplished by dedicated radar systems with specific
hardware, spectrum, and techniques for the measurement of radar parameters. In

Figure 1.
Taxonomy of radio sensing as a fusion of different research directions in the context of integrated wireless
communication systems. New abbreviations are joint communication and sensing (JCAS), frequency-modulated
continuous wave (FMCW) radar, and real-time locating systems (RTLS).
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principle, there are two different types of radars: continuous wave (CW) and pulse
radar. One specific implementation of a CW radar is the frequency-modulated con-
tinuous wave (FMCW) radar. There are different geometrical configurations of radar
systems such as monostatic, bistatic, or multistatic systems. The radar system can
detect objects by transmitting a pulse or CW signal toward the target object and
analyzing the reflected signal to estimate different signal parameters like the time-of-
flight to the object [16].

More recent research focuses on the integration of these dedicated radar systems
into cellular communication systems such as 5G/6G. The integration can be achieved
through different levels starting from a better spectral coexistence of radar and com-
munication systems over uniform hardware, RF frontend, and waveform design to
true perceptive networks in the future. Different terms are used to describe such
systems in research like Joint Communication and Sensing (JCAS) [5], Integrated
Sensing and Communication (ISAC) [17], or radar communication (RadCom) [18].
This integration is only possible because of the trend to higher frequency spectrum
and bandwidth in cellular networks and the resulting higher range resolution for
sensing applications.

Paper Channel

parameter

Approach and algorithm Task Evaluation and use

case

[19] Amplitude and

phase of the CIR

Multipath-assisted device-free

localization

Mapping and

localization

Simulation and

measurements with

DW1000a

[11] CIR Multipath-assisted radio

tomographic imaging

Mapping and

localization

Measurements with

DW1000

[20] MPCs Multipath-enhanced device-free

localization and Bayesian

localization

Localization Measurements with

DW1000a

[21] MPCs Channel-SLAM with virtual

transmitters

SLAM Simulation

[7] CIR Background subtraction and particle

filter

Real-time

tracking

Measurements with

DW1000a

[22] Channel

frequency

response

Classification Human

activity

recognition

Measurements with

DW1000a

[23] MPCs Multipath-assisted positioning Localization Computational results

[24] MPCs Multipath-assisted navigation and

tracking with PHD-filter

Multiple

target

tracking

Indoor UWB

measurements

[25] CIR and MPCs Convolutional neural networks,

particle filter

Passive

human

tracking

Measurements with

DWM1000a

[26] CIR Clustering and Maximum

Likelihood Equation

People

counting

Measurements

aDW1000 and DWM1000 is a UWB Transceiver IC and module from Qorvo [27].

Table 2.
Different approaches and measurement principles for UWB radio sensing.
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In terms of UWB, the IR is already part of the PHY concept. UWB sends very short
pulses over a large bandwidth and uses pulse position modulation to transfer infor-
mation. This concept enables active localization based on time of arrival estimation.
Based on the transmitted pulses and the impulse response of the wideband channel,
the PHY of UWB is perfectly suitable for different sensing tasks. In research, different
approaches, algorithms, and use cases for UWB sensing are currently discussed
(Table 2).

3. Signal propagation and channel model

3.1 Propagation phenomena

A radio communication system emits an electromagnetic wave, that experiences
different propagation phenomena and effects before reaching the receiver (RX). In
general, the energy of the radio signal is reduced in free space, where no obstacle is
located between the transmitter (TX) and the RX (Figure 2). The Friis transmission
model [28] stated that the received power Pr is given as follows [29]:

Pr ¼ PtGtGr
λ

4πd

� �2

(1)

where Pt is the transmitted power, Gt and Gr are the antenna gain of the TX and
RX. The free-space path loss (FSPL) depends on the wavelength λ and traveled
distance d of the signal.

In addition to the FSPL, the received power is further reduced, and the signal
direction is influenced by three other basic propagation phenomena: reflection, dif-
fraction, and scattering (Figure 2). These effects occur when the electromagnetic
wave with wavelength λ encounters an object with size A. Reflections appear when the
size of the object is very large compared to the wavelength: A≫ λ. The angle of the

Figure 2.
Signal propagation and phenomena.
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incident wave concerning the surface normal is equal to the angle that the reflected
wave makes to the same normal. Reflections lead to a decrease in received power due
to absorption or even the transmission loss of the wave energy by the encountered
object. Diffraction arises when the wave hits an object with a size in the order of the
wavelength (A≈ λ) and is explained by the Huygens principle. Scattering is the result
of the encounter with a very small object compared to the wavelength: A≪ λ. Scatter-
ing occurs on objects with rough surfaces, whereby the incident wave is redirected in
many directions [29, 30].

3.2 Channel effects

The wireless channel is affected and characterized by the variation of the channel
strength or energy level over time and frequency. All effects combined are called
fading, and the summarized attenuation of all effects is the path loss between the TX
and the RX. Fading can mainly be categorized into large-scale fading and small-scale
fading, according to Figure 3. Large-scale fading characterizes the variations in path
loss over distance (FSPL, log-normal), and also shadowing (slow fading) or even
blockage by large objects. These effects are typically frequency independent. Small-
scale fading on the other hand describes the constructive or destructive interference of
multiple signal paths between the TX and RX. This is caused by scattering and
generally leads to a time-varying channel [13, 31, 32].

Especially small-scale fading must be considered for wideband channel models
targeting sensing applications. Small-scale fading results in either a flat fading channel
or a frequency-selective channel. The coherence bandwidth Bc is considered the band-
width where the channel is regarded as a flat channel. This mean all signals passing
through the channel experience similar attenuation and phase shifts. The root mean
square (RMS) delay spread τrms is inversely proportional to Bc, which means larger τrms

results in a more frequency selective fading channel. If the signal bandwidth Bs is higher
than Bc the channel is considered a frequency selective fading channel. The time inter-
val over which the wireless channel is constant is called coherence time Tc [29, 30].

3.3 Multipath propagation channel model

The path loss is the basis for empirical channel models, which model the received
power at a reference distance according to the carrier frequency and the environment
[29]. Empirical models consider different types of propagation environments and are

Figure 3.
Types of channel fading effects.
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based on real-world measurements [33]. Flat fading channels are modeled with sta-
tistical models. For example, the Rayleigh fading distribution describes a statistical
time-varying model for the propagation of electromagnetic waves. The Rice distribu-
tion modeling, a channel with one strong LOS component [29]. These models are
based on measurements of the channel statistics for different predefined environment
categories, but fail to resolve individual propagation paths. In comparison to statistical
and empirical models, a deterministic model is more suitable for sensing approaches
and applications. Individual propagation paths are calculated based on the aforemen-
tioned channel effects.

A multipath wideband frequency selective channel can be modeled as a linear
time-varying system. We assume that the attenuation and propagation delay does not
depend on the frequency inside the range of the coherence bandwidth of the channel.
We can generalize the system to an arbitrary input x(t) and compute the received
signal y(t) as follows:

y tð Þ ¼
X

N

i¼1

ai tð Þx t� τi tð Þð Þ (2)

where N is the number of different propagation paths with an attenuation ai tð Þ and
propagation delay τi tð Þ at time t [13].

Because the channel is linear, it can be described by an impulse response h τ, tð Þ
[13]. The CIR of a time-varying multipath channel is given as [29]:

h τ, tð Þ ¼
X

N

i¼1

ai tð Þδ t� τi tð Þð Þ (3)

where ai tð Þ and δ t� τi tð Þð Þ is the attenuation, respectively, the delta function of the
ith delayed propagation path. The Fourier-transformed impulse response of the sys-
tem results in the following frequency response H (f;t) in frequency domain f [13]:

H f ; tð Þ≔

ð

h τ, tð Þe�j2πf τdτ ¼
X

N

i¼1

ai tð Þe
�j2πf τi tð Þ (4)

The fading multipath channel is now described by an input/output relation as an
impulse response of a linear time-varying system. The system can be interpreted as a
linear finite impulse response (FIR) filter and is also referred to as the tapped delay line
model. An example of such an FIR-based channel model is illustrated in Figure 4with
three different reflected paths and the LOS path, resulting in a four-tap FIR filter. Each tap
corresponds to a reflected path with an amplitude ai tð Þ and a corresponding delay τi tð Þ.

In a stationary case, where the ai tð Þ and τi tð Þ do not depend on time twe can model
the channel as a usual linear time-invariant (LTI) system with the CIR corresponding
to the following equation:

h τð Þ ¼
X

N

i¼1

aiδ t� τið Þ (5)

Multipath propagation causes different propagation effects depending on the
propagation paths and shadowing. The direct path between the signal TX and RX is
referred to as line-of-sight (LOS) propagation. In contrast, an obstructed or reflected
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transmission path is called non-line-of-sight (NLOS). The term multipath reception
applies if the signal reaches the RX via multiple paths caused by different propagation
phenomena. This results in a received signal composed of attenuated, delayed, and
phase-shifted replicas of the transmitted signal. These components can take different
paths in the environment before reaching the RX and are thus called multipath
components (MPCs) [30, 32].

3.4 Bandwidth and range resolution

The next step in channel modeling is to convert the time-continuous channel to a
time-discrete channel with limited bandwidth Bs. In the case of UWB, the input
waveform of the channel or transmitted signal is a Gaussian pulse with a certain pulse
duration Td ¼

1
Bs
and a signal bandwidth of Bs ≥ 500 MHz. The rectangular shape in

the frequency domain corresponds in the time domain to the sinc function. Based on
the sampling theorem we can sample the CIR following the Whittaker-Shannon
interpolation formula [13]:

~h τð Þ ¼
X

N

i¼1

aisinc Bs t� τið Þð Þ (6)

where sinc �ð Þ donates to the sinc function defined by sinc xð Þ ¼ sin πxð Þ
πx . The sum of

normalized sinc functions for every tap in the time-continuous signal allows the
reconstruction of the CIR for the band-limited channel.

Figure 4.
Tapped-delay-line representation of the time-variant multipath channel model.
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The argument of the sinc function in Eq. (6) is proportional to the used bandwidth.
A larger signal bandwidth leads to a narrower sinc function. Thus, more individual
MPC in the CIR can potentially be resolved [34]. Therefore, the achievable range
resolution Δd for radio sensing is determined by the signal bandwidth Bs [35]:

Δd ¼
c

2Bs
(7)

where c donates to the speed of light.
The range resolution is a key metric for many types of radio-sensing tasks and

describes the ability to separate different MPC from each other in the CIR. Figure 5
shows an example of a channel with three multipath components and the bandlimited
reconstructed CIRs for different signal bandwidths. For the reconstruction, the signal
is interpolated using a sinc kernel according to Eq. (6). The qualitative comparison of
different bandwidths shows that a single MPC cannot be resolved if the bandwidth of
the signal is not sufficient.

4. UWB radio sensing: Approach and tasks

4.1 Problem formulation

The channel model and impulse response from Eq. (5) can be translated into the
spatial domain. The propagation delay τi of the ith MPC is the time the electromagnetic
wave travels from TX, bouncing at the scatter point (SP) and arriving at the RX. The SP
is located somewhere on the target object, which should be located or detected. The
time can be converted to a distance di by multiplying with the speed of light c [36]:

di ¼ τi � c ¼ RTX,SP þ RSP,RX þ ei (8)

where RTX,SP is the geometric distance between TX and SP, and RSP,RX is the
distance between SP and RX. The ranging error is represented by ei. The measured
distance di is the length of the propagation path between TX and RX.

Figure 5.
Qualitative correlation between four different bandwidths and time resolution for bandlimited received signals:
MPCs are marked as black Diracs and the signal is modeled as the sum of all sinc function according to Eq. (6).
The axes are scaled with min–max scaling, as this is only a qualitative representation of the different bandwidths.
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For the target localization, we consider a wireless sensor network (WSN) with
multiple sensor nodes. Now we can estimate kth different propagation delays τi,k for
the different channels and also have different propagation path lengths di,k. We
assume the WSN consists of an RX at position XRX ¼ 0,0,0½ �⊺ and k ¼ 1, … ,K differ-

ent TX at positions XTX,k ¼ xTX,k, yTX,k, zTX,k
h i⊺

. The SP at the target object is located

at X̂SP ¼ x̂SP, ŷSP, ẑSP
� �⊺

(Figure 6).

Rbi,k ¼ RTXk,SP þ RSP,RX

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xTX,k � x̂SPð Þ2 þ yTX,k � ŷSP

� �2
þ zTX,k � ẑSPð Þ2

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x̂2SP þ ŷ2SP þ ẑ2SP

q (9)

The bistatic range Rbi,k can be obtained or estimated for the measured propagation
path di,k and is then the sum of the transmitter-target range RTXk,SP and the target-
receiver range RSP,RX according to the following equation: [37].

This is a non-linear optimization problem and therefore the solution is not directly
obvious. One approach is iterative methods like the Taylor series linearization [38].
Another option is to estimate the target position by a closed-form solution [37, 39] like
spherical-interpolation (SI) [40] or spherical-intersection (SX) [41].

4.2 Non-linear least squares estimation

To solve the non-linear equation system given in Eq. (9) the function is linearly
approximated at a working point using Taylor’s theorem. The solution of the resulting
linear least-squares approach is used to adjust the position estimation in an iterative
process [38, 42]. A first estimation of the target object position x0, y0, z0

	 


is utilized
to initialize the Taylor series at this point. The innovation of this first estimation

δx, δy, δz
	 


allows the adjustment of the estimation and is calculated as follows:

Figure 6.
The geometric configuration of the target and sensors for the localization.
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x̂SP ¼ x0 þ δx ŷSP ¼ y0 þ δy ẑSP ¼ z0 þ δz (10)

The first-order Taylor polynomial Tk is used to calculate the linear approximation
of Eq. (9) at the first estimation of the target object position:

Tk ¼ Rbi,k þ ak,xδx þ ak,yδy þ ak,zδz

≈Rbi,k x0, y0, z0
	 


þ
∂Rbi,k x, y, zð Þ

∂x
x¼x0,y¼y0,z¼z0

δx þ
∂Rbi,k x, y, zð Þ

∂y

�

�

�

�

�

�

�

�

x¼x0,y¼y0,z¼z0

δy

þ
∂Rbi,k x, y, zð Þ

∂z

�

�

�

�

x¼x0,y¼y0,z¼z0

δz

(11)

where ak,x, ak,y, and ak,z are the partial derivatives of the Eq. (9):

ak,x ¼
xTX,k � x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xTX,k � x0ð Þ2 þ yTX,k � y0

� �2
þ zTX,k � z0ð Þ2

r þ
x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x20 þ y20 þ z20
p

ak,y ¼
yTX,k � y0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xTX,k � x0ð Þ2 þ yTX,k � y0

� �2
þ zTX,k � z0ð Þ2

r þ
y0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x20 þ y20 þ z20
p

ak,z ¼
zTX,k � z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xTX,k � x0ð Þ2 þ yTX,k � y0

� �2
þ zTX,k � z0ð Þ2

r þ
z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x20 þ y20 þ z20
p

(12)

In matrix notation this equals:

Aδ ¼ b

A ¼

a1,x a1,y a1,z

a2,x a2,y a2,z

⋮ ⋮ ⋮

ak,x ak,y ak,z

2

6

6

6

6

6

4

3

7

7

7

7

7

5

δ ¼

δx

δy

δz

2

6

6

4

3

7

7

5

b ¼

d1 � Rbi,1

d2 � Rbi,2

⋮

dk � Rbi,k

2

6

6

6

6

6

4

3

7

7

7

7

7

5

(13)

where matrix A represents the geometry matrix or Jacobian matrix containing the
partial derivatives for the variables. The vector δ contains the three-dimensional error
components for the object position estimation. Additionally, vector b is the calculated
difference between the measured length of the reflection path di and the function
value at the estimated object position Rbi,k x0, y0, z0

	 


. The linear equation system can
then be solved using the least squares approach [38]:

δ ¼ A⊺Að Þ�1A⊺b (14)

The calculated residual of the position estimation δ is used to adjust the estimation
(Eq. (15)), which is also the starting point for the next iteration of the method:

x0  x0 � δx, y0  y0 � δy, z0  z0 � δz (15)

4.3 Theoretical bounds and geometric dilution of precision

To assess the influence of the geometric constellation between network nodes and
scatter points the Cramer-Rao lower bound (CRLB) is computed. The CRLB is the
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theoretical limit on the performance and accuracy (error variance) of any unbiased
estimator and can be derived by the inverse of the Fisher information matrix (FIM). If
the FIM is positive definite or non-singular, then the inverse of J exists and the CRLB
can be written as [43]:

CRLB ¼ J�1 (16)

The geometric dilution of precision (GDOP) is the ratio of the accuracy limitation
of the localization to the accuracy of measurements and is calculated based on the
CRLB as follows [44]:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tr CRLBð Þ
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tr J�1
	 


q

(17)

where tr �ð Þ donates to the trace of the square matrix of CRLB. If all measurement
errors are to be considered zero-mean independent and identically distributed Gauss-
ian variables in the positioning system the GDOP is [45]:

GDOP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tr ATA
	 
�1

q

(18)

where A represents the Jacobian matrix as in Eq. (12).
The CRLB of the positioning accuracy depends also on the ranging error or error in

the MPC extraction [46]. This error also results partly from the limits in the range
resolution of UWB (Section 3.4).

Figure 7 presents the calculated GDOP map for every possible target position
inside a grid around the sensors for two different sensor arrangements. The GDOP is
calculated following Eq. (18) based on the Jacobian matrix A in Eq. (13) for position
candidates represented by an equidistant grid. The resulting GDOPs are indicated by
the color scale. The first geometric constellation has some areas with degraded GDOP
values, while the second symmetrical sensor arrangement around the target results in
lower GDOP values and thus a better accuracy [43].

Figure 7.
GDOP map for localization with two different sensor constellations with three TX (black) and one RX (gray). The
GDOP (color scale) is calculated for each target position within an equidistant grid sampled with 0.1 m.
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4.4 Tasks and functionalities of radio sensing

Radio sensing fulfills different tasks and functionalities depending on the use case
(cf. Table 1). These tasks include but are not limited to localization, tracking, map-
ping/imaging, presence detection, counting, or classification and are enabled by spe-
cific algorithms. The data processing to achieve the different sensing tasks concerning
to UWB specifics is outlined in Figure 8. The input for all UWB radio sensing tasks
and functionalities is the CIR, from which the clutter is removed beforehand (Section
5.2). Mapping, classification, and counting use all values in the CIR, whereas detection
and localization are based on the extracted MPC at the target object.

Figure 9 depicts a collection of results of algorithms and methods to enable radio
sensing. All subfigures show original content and were created based on the frame-
works and algorithms detailed in [47–49]. The software used to create the illustrations
is indicated on the backmatter.

The goal of passive localization is to estimate the position of the target object in a
multistatic sensor network based on the measured bistatic ranges between multiple
TX and RX. The bistatic range corresponds to the length of the reflection path and can
be estimated as MPC from the CIR. An ellipse is defined by the constant bistatic range,
on which the target lies, with its foci being located at the TX and RX positions. The
target position can either be estimated by setting up the ellipse equation and calculat-
ing the intersections of these ellipses or by solving the non-linear equation system (9)
with a Taylor series linearization as outlined in Section 4.2. Figure 9a shows the
localization with the elliptical model with four sensors (three TX and one RX) and the
target at the intersection point of the ellipses [42].

Mapping or imaging is accomplished by using the whole CIRs obtained between all
TX and the RX. For that, a single CIR is spatially mapped based on the elliptical model
resulting in a crowd of ellipses for every distance value in the CIR with the
corresponding amplitude values as magnitude. After interpolating the ellipses and
combining the resulting grid with the other mapped CIRs in the sensor network, a
heatmap of the environment is obtained. The heatmap in Figure 9b highlights regions
with reflections at the target objects in yellow. The map could also be used to estimate
the position of the target objects or even multiple objects [47].

The next task for sensing is the detection of objects or even counting multiple
objects/people. Detection is achieved by only analyzing the CIR. As shown in

Figure 8.
The connection between data processing and the various sensing tasks.
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Figure 9c, the CIR is filtered to remove the static background using the reference
method described in Section 5.2. Then, the MPC from the wanted target is extracted
using a simple threshold detector [48]. Further challenges for clutter removal and
MPC extraction are discussed in Section 5.2. The CIR and extraction of MPCs could
also be used for counting objects or people. Here, the different peaks and local maxima
in the CIR are clustered, probability filtered, and the number of targets are extracted
by a maximum likelihood estimator [26].

The whole CIR is used for classification for example based on the k-nearest neigh-
bor (kNN) algorithm to distinguish between different states. Therefore, the test data
is compared with pre-recorded training data by finding the minimum distance deter-
mined by a specific metric. Thus, the recorded CIR could be assigned to a state/class
for example to derive a detection status. Figure 9d shows an assembled time series
from two measured CIRs of the test dataset (red) compared to the three closest time
series of the training dataset (black). The kNN algorithm uses a Euclidean metric and
the three closest neighbors in the training dataset to determine the state/class of the
test sample. The example in Figure 9d shows the measured data from seat occupancy
detection inside a connected aircraft cabin using UWB. The static background from

Figure 9.
Tasks of radio sensing: (a) localization with elliptical model, (b) mapping and imaging, (c) detecting and
counting with MPC extraction, (d) classification of CIRs with k-nearest neighbor (kNN) algorithm.

14

UWB Technology - New Insights and Developments



the CIR is removed beforehand and the CIRs from the different sensors are combined
into a unified time series [49].

5. Challenges and research directions

In this section, selected challenges for UWB-based radio sensing are discussed and
further research directions are derived. Since the focus in this chapter is on transport
and mobility, the challenges are mainly highlighted based on the various use cases in
this area.

5.1 Performance indicators and metrics

Moving from solely communication purposes toward perceptive networks funda-
mentally changes how wireless systems are evaluated. State-of-the-art performance
metrics, such as the received signal strength (RSS) or signal-to-interference-plus-noise
ratio (SINR), are not useful to evaluate radio sensing systems. Instead, specific metrics
for different sensing tasks from other research domains should be applied. For example,
vision technologies, such as LiDAR and camera commonly uses the probability of
detection [50] to determine the detectability of objects, IPS apply the root mean square
error (RMSE) as an accuracy metric, or classification tasks consider the accuracy to
predict the label of an object. To further elaborate, Table 3 proposes and briefly
describes performance metrics for different sensing tasks. One challenge is to select the
right metric for the desired task and to combine and weigh different metrics.

5.2 Clutter removal and MPC extraction

Clutter is MPCs from the static background environment. In general, these signals
are not of interest for sensing applications, but instead only the reflected signals from
the target object or detected people need to be considered. The task of clutter removal
is to remove or suppress these MPCs in the CIR. One approach is the background
subtraction of multipath signals originating from permanent or long-period static
objects. There are two methods for background subtraction: the reference method and
the dynamic method [5, 7, 51].

The reference method subtracts an averaged reference signal h
ref

tð Þ without the
target object from the measurement with the target object h(t) flowing Eq. (19). This

Task Metrics Description

Localization Accuracy, mean absolute error (MAE), RMSE Euclidean distance between estimated

position and true position

Tracking Empirical cumulative distribution functions

(ECDF)

MAE or RMSE over the track

Detection Probability of detection, SINR, prominence,

isolation [50]

Classification Accuracy, confusion matrix Confusion matrix to compare predicted

and actual class

Table 3.
Possible performance indicators and metrics for different sensing tasks.
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method is best suited for static environments and when the calibration with the
reference signal is possible beforehand [7, 50]:

h
sub

tð Þ ¼ ∣h tð Þ � h
ref

tð Þ∣ (19)

The dynamic method subtracts the static, time-invariant background based on
exponential averaging. The background bt is computed using the previous background
estimate bt�1 and the newly received CIR ht [52]:

bt ¼ αbt�1 þ 1� αð Þht (20)

The constant scalar weighing factor α between 0 and 1 determines whether recent

or long-term events are emphasized. The clutter-removed signal h
sub

tð Þ is then also
obtained by subtraction:

h
sub

tð Þ ¼ ∣ht � bt∣ (21)

In non-stationary scenarios, clutter removal is much harder, especially in dynamic
environments, and can lead to missed detection of the target during the measurement
time. Also, background subtraction is not effective in dense multipath scenarios [25].

In addition, the extraction of the MPC with the corresponding time delay from the
CIR is of upmost importance to fulfill the different sensing tasks. First, a basic maxi-
mum or threshold detector could be used to find the MPC peak in the CIR. More
advanced methods cluster the different peaks in the CIR to MPC clusters, which are
from a single target object. Other methods used for UWB signals for MPC extraction are
detectors of distributed targets (so-called (N,k)-detector), the interperiod-correlation
processing (IPCP) detector, and the constant false alarm rate (CFAR) detector [53].

Froehle [36] uses an MPC extraction algorithm consisting of three steps to tackle
this challenge. First, all peaks in the CIR are searched with a high-resolution peak
search, then a weighting factor is applied before the estimated MPC is detected and
canceled out as the strongest scatter. This process is repeated for more attenuated
scatter and MPCs [36].

The precondition for the MPC extraction and delay estimation is the distinctness of
the MPCs in the CIR. This is especially challenging when the reflected signal strength
from a long propagation path is very weak, the target is hidden or shadowed behind
other objects, or the MPCs could not be isolated due to limited range resolution and
bandwidth [25, 47].

5.3 Channel model and propagation simulation

Commonly the channel for communication systems is modeled with empirical or
statistical models like the 3GPP TR 38.901 for 5G [33]. These models are based on
measurements of channel statistics for different predefined environment categories
such as indoor, urban, or rural. In comparison, deterministic channel models like the
multipath channel model described in Section 3 use individual propagation paths or
rays as a modeling foundation. This approach is generally suitable for sensing
approaches and applications because every ray and MPC can individually be modeled.

Often ray tracing is used to calculate the delay of every propagation path or ray. In
addition, the attenuation of the path is determined taking FSPL, reflection, scattering,
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and diffraction losses into account. Ray tracing is a computationally intensive opera-
tion and much more complex than statistical models [54].

An example of a radio sensing mapping task is to estimate the occupancy state of a
parking lot in a car park for smart parking and ticketing, as depicted in Figure 10. The
car park environment is geometrically modeled, and the material properties are
applied. Sensors are deployed at different locations (Figure 10a), and the signal
parameters are complying with UWB [54]. The center frequency is set to 6.5 GHz and

the transmit power to�41.3 dBmMHz�1. Then, the individual propagation paths with
their corresponding received signal power and propagation delay are computed with
the radio propagation simulation software Altair Feko/WinProp 2022 [55] using the
deterministic ray tracing model (Figure 10a). After the simulation, the propagation
delays and amplitudes are used to obtain the bandlimited reconstructed CIR with help
of Eq. (6) in a custom software framework. Since the simulation is performed without
and with the target vehicle, the static background subtraction is applied based on the

Figure 10.
Antenna comparison for a radio sensing application: (a) radio propagation simulation with Altair Feko/WinProp
2022 [55] for parking plot occupancy detection in a car park with an example of computed rays between two
sensors, (b) mapping of a CIR between two sensors (black circles) as a family of ellipses, resulting interpolated
heatmap with (c) omnidirectional antennas and (d) directional/sector antennas.
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reference method described in Section 5.2. The subtracted CIRs between all sensors
are mapped with the elliptical method described in Section 4.4 (Figure 10b). Inter-
polating and combining the maps of all sensor combinations results in a heatmap of
the environment highlighting the reflections of the target object for two different
antenna configurations (Figure 10c and d) [56].

In the future, a combination of deterministic ray tracing and statistical models will
be needed to evaluate integrated communication systems with both data transmission
and radio sensing capabilities [18].

5.4 Directional antennas

The sensing performance can not only be enhanced with enhanced signal
processing but also directly by antennas and the HF signal itself. Omnidirectional
antennas radiate the radio power in all directions perpendicular to the azimuth direc-
tions equality, whereas specific directional antennas have much higher antenna gain
in a specific direction. This means that the signal from this direction is amplified,
whereas signals from other directions are much more attenuated. In terms of radio
sensing, the reflected signal strength from the desired direction is much stronger in
the CIR, so the MPC can be isolated more accurately to find the position of the target.
In addition, sector antennas combine multiple directional antenna elements and are
switchable to a desired sector and direction. Beamforming even allows spatial selec-
tivity of an antenna array by dynamically controlling the phase and relative amplitude
of the signal.

To investigate the influence of directional antennas on the sensing performance,
the radio propagation simulation based on ray tracing with Altair Feko/WinProp 2022
[55] can be used. Figure 10 compares the mapping/imaging of a car park to estimate
the occupancy state of a parking lot with omnidirectional antennas against directional
antennas. Due to the selectivity of the antenna and the antenna gain in direction of the
target vehicle, reflections are much stronger and highlighted at the boundaries of the
vehicle from all sites.

The antenna choice directly affects the radio sensing performance and should be
further investigated and considered in addition to algorithms and signal processing
improvements.

6. Conclusions

The main contribution of this chapter is the transfer of UWB IR to the emerging
research field of radio sensing from a mobility and transportation applications per-
spective. Therefore, the wideband multipath channel model was introduced and the
theoretical bounds for range resolution and GDOP were concluded. Different tasks
and functionalities of radio sensing were described across the board ranging from
detection, localization, mapping/imaging, counting, and classification. The
approaches and algorithms are promising and allow a wide range of use cases of radio
sensing in ITS overall modes of transport, for example, smart parking and ticketing,
connected aircraft cabin or vehicular networks, and automotive radar.

However, some challenges need to be addressed in further research to implement
UWB-based radio sensing systems in real-world applications. These include adapt-
ability to the environment, scalability to a larger sensor network and reliability and
robustness of the discussed approaches and algorithms. One approach is machine
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learning (ML) algorithms to classify the different detection states. This does not
require prior MPC extraction. Instead, the entire CIR is used to train and test the
classifier with predefined detection scenes and labels to improve the robustness of the
detection. Another promising research direction is the integration of radio sensing
into a UWB RTLS system to improve the integrity of the localization and enable
detection or localization when the object does not carry an active sensor. A fully
integrated solution may also use a SLAM approach for anchor mapping, active mobile
tag localization, and radio sensing for detection and other tasks.

Software

All calculations, algorithms, and plotting of figures were performed with Python
(version 3.10) [57] using the following additional packages: matplotlib (3.6.2) [58],
numpy (1.22.4) [59], and scipy (1.9.0) [60]. The radio propagation simulation is
carried out with Altair Feko/WinProp 2022 [55].
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