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Chapter

Machine Learning Applications 
in Pharmacovigilance: Scoping 
Review
Hager Ali Saleh

Abstract

Background: Pharmacovigilance (PV) is the activity to identify comprehensive 
information on the safety characteristics of the drug after its marketing. The PV data 
sources are dynamic, large, structured, and unstructured; therefore, the automation 
of data processing is essential. Purpose: This review aims to identify the machine 
learning applications in PV activities. Methods: Nine (9) studies that were published 
within the period from 2016 to 2020 were reviewed. The studies were extracted from 
two databases; PubMed and web of science. The review and analysis were done in 
December 2020. Results: The supervised and semi-supervised learning techniques  
are applied in the main three PV group activities; adverse drug reactions (ADRs)  
and signal detection, individual case safety reports (ICSRs) identification, and  
ADRs prediction. Future research is needed to identify the applicability of  
unsupervised learning in PV and to formulate the legal framework of the false  
positive predicted data.

Keywords: machine learning, pharmacovigilance, supervised learning,  
semi-supervised learning, unsupervised learning

1. Introduction

The World Health Organization’s (WHO) definition of pharmacovigilance (PV) is 
“the science and activities relating to the detection, assessment, understanding, and 
prevention of adverse effects or any other drug-related problem” [1]. It is difficult to 
get comprehensive safety characteristics of the drug during the drug development 
phase because the clinical trials are conducted in a controlled environment in a limited 
patients number and for a specific duration, however, after the drug marketing, it will 
be prescribed to thousands of patients in different age groups, therefore, it is obliga-
tory that “safety of all medicines to be monitored throughout their use” [2].

In 2018, the WHO global database of individual case safety reports (VigiBase) has 
17 million ADRs reports [3] and the Food and Drug Administration (FDA) Adverse 
Event Reporting System (FAERS) has more than 10 million of which 5 million are 
serious ADRs and one million caused the death [4]. These databases use spontane-
ous reporting to collect ADRs, nevertheless, the known criticisms of spontaneous 
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reporting are under-reporting and uncertainty of the causality assessment1 [5], 
therefore, there is a need to find other methods to predict ADRs and to efficiently 
analyze the available data not only from the structured data from spontaneous report-
ing databases (SRS) but also from other data sources, such as electronic health records 
(EHR), clinical narratives, medical literature, social media, and health forums [6].

The PV data sources are dynamic, diverse, structured, and unstructured, accord-
ingly, the manual detection of ADRs and processing of PV data are time-consuming, 
therefore, the automation of ADRs/signal detection and reports processing will be 
efficient [7].

Machine learning (ML) is a robust data analysis technique that has statistical and 
probabilistic techniques to develop models that automatically learn from data and 
consequently help to accurately identify and predict the source data [8]. ML algo-
rithms are supervised, unsupervised, and semi-supervised learning. In supervised 
learning, a known label is used to train a model to predict labels from new data, 
while the unsupervised mathematical methods are used to cluster data, and semi-
supervised uses models based on both [8].

This scoping review aims to explore the current applications of machine  
learning techniques on pharmacovigilance (PV) activities; therefore, the research 
questions are:

• What are the PV activities and data sources for which the machine learning 
techniques are currently applied?

• What are the machine learning methods used?

2. Methods

The scoping review was considered to explore the available publications regarding 
the current applications of machine learning techniques in pharmacovigilance activi-
ties. The literature search was performed in December 2020.

2.1 Sources

PubMed and web of science were considered to identify relevant publications 
related to machine learning and pharmacovigilance. PubMed focuses on the life and 
the biomedical sciences, while the web of science covers medical and computing and 
information technology. Boolean operators were used to define the relationship between 
keyword and Wildcard symbols that were used to expand the scope of the search [9, 10].

2.2 Search criteria

• Inclusion criteria: Journal articles in the English language and articles published 
between 2016 and 2020.

• Keywords: The keywords for PubMed are (“machine learning”[MeSH Terms] OR 
(“machine”[All Fields] AND “learning”[All Fields]) OR “machine learning”[All 

1 Causality assessment of the ADRs is “method used for estimating the strength of relationship between 

drug exposure and occurrence of adverse reaction(s)” [5].
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Fields]) AND (“pharmacovigilance”[MeSH Terms] OR “pharmacovigilance”[All 
Fields]). While The keywords for the web of science are TOPIC: (machine learning) 
AND TOPIC: (pharmacovigilance). The number of hits in each database and the 
total number of hits obtained after applying the filters are shown in Table 1.

2.3 The articles selection

All the articles found in the two bibliography databases were reviewed, the duplicate 
check was done, and 21 duplicates were detected and removed. After that, the remaining 

Keywords PubMed Web of Science

machine learning AND pharmacovigilance 93 84

After Applied Filters

Filters: in the last 5 years, Humans, English 50 —

Languages: (English) And Document Types: (Article)

Timespan: Last 5 years. Indexes: SCI-EXPANDED, SSCI, 

A&HCI, CPCI-S, CPCI-SSH, ESCI.

— 46

Total 96

Table 1. 
Shows the number of hits per database.

Figure 1. 
PRISMA diagram for the articles’ selection process.
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hits were assessed. The inclusion criteria were peer-reviewed and relevant articles, the 
relevance means articles that clearly addressed the ML application in PV activities, while 
the exclusion criteria were articles that addressed PV alone, articles addressed the use of 
ML in drug-drug interaction (DDI) detection because DDI is not the focus of PV activi-
ties, and articles focused on considering more data sources rather than ML Applications.

The hits assessment process was done in three phases firstly assessment of the title, 
then an assessment of the information provided by the abstracts, eventually assess-
ment of the full text. At each phase, articles were retained or excluded for analysis, 
based on the inclusion and exclusion criteria. PRISMA flow diagram was used to 
illustrate the selection process (Figure 1) [11].

3. Results

3.1 Overview of articles characteristics

A total of 96 articles were identified of which nine articles met the inclusion criteria, 
seven were research articles and two reviews. Table 2 summarizes the retrieved articles 
according to the year of publication, the first author, the country where the author affili-
ation is located, the PV activities and data sources, ML technique, and the main findings.

3.2 The PV activities and ML

Based on analyzed articles ML techniques are used in their PV activities groups. 
Early detection of ADRs and signal detection, individual case safety reports (ICSRs) 
identification, and ADRs prediction.

3.3 Early detection of ADRs and signal detection2

3.3.1 Spontaneous reporting systems mining

From the last quarter of 2012 to the second quarter of 2013, 632 722 data were 
extracted from FAERS reports by using the Apriori algorithm 2933 interacting f drug 
interaction-adverse event was extracted. The algorithm was effective to detect severe 
life-threatening and rare ADRs [6].

3.3.2 Electronic health record mining

Discharge summaries mining: The supervised machine learning technique was used 
to detect the ADRs from discharge notes in a tertiary hospital in Switzerland by using 
a hybrid method, ML, and rule-based. The manual annotation was used to create 
the training and testing datasets, while the supervised learning technique is used to 
classify the discharge notes as positive (had ADRs) or negative (had no ADRs), the 
automatic detection was efficient compared to the manual one and the accuracy was 
0.90 [12]. Furthermore, ML algorithms were used to automate the detection of the 
relationship between the drug and the ADR from the discharge summaries [14].

2 “A signal is defined by WHO as reported information on a possible causal relationship between an adverse 

event and a drug” [19].
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RN Year Author Country PV activity/ 

Data source

ML method/ Concept Main findings

[12] 2020 Vasiliki 

Foufi

Switzerland Early 

detection of 

ADRs (from 

Discharge 

Letters 

mining)

Supervised learning for the text classification. 

The following ML algorithm is used: Support 

Vector Machine (SVM), Naive Bayes

Classifier, and Linear Classifier. Where 20% 

of the dataset is used for testing, while 80% is 

used for training.

ML algorithms are efficient to detect automatically the 

ADRs.

Naive Bayes

Classifier and Linear Classifier have more accuracy than the 

SVM the accuracy was (0.94, 0.94, and 0.83, respectively)

[13] 2019 Azadeh 

Nikfarjam

USA Signal 

detection 

(from health 

forums)

“DeepHealthMiner (DHM), a neural network-

based named entity recognition (NER) system” 

where the supervised learning was used to train 

the DHM to identify the ADRs

13600 ADRs were detected where the F-measure was 0.738 

(0.731 precision and 0.745 recall).

[4]* 2019 Anna O. 

Basile

USA Early 

detection of 

ADRs (from 

literature)

the ML models were used to predict ADRs from 

literature and to detect ADRs from EHRs.

Natural Language Processing (NLP) is used 

to detect ADRs from clinical notes and social 

media.

The limitation of the SVM is the prediction of unknown 

ADRs cannot depend on the labeled data.

[14] 2019 Yixuan 

Tang

Singapore Early 

detection of 

ADRs (From 

EHR)

A rule-based approach called Readpeer for 

Active PV (REAP) this structure divided into 

two steps “named entity recognition (NER) 

and drug-AE relation extraction” where the 

ADRs and drug names were recognized then 

the pairing of ADR-Drug would occur.

The precision and recall of ADRs and drug name detection 

were 90%. While for detection the relationship between 

the drug and the ADR the precision was 75% and the recall 

was 60%.

[6]* 2019 Chun Ye n 

Lee

Australia Signal 

detection 

(SRS and 

social media)

using the Apriori algorithm to detect life-

threatening ADRs from FAERS reports.

SVM classifier to detect from Twitter posts if 

the users used the drug and to detect the ADRs 

mentioned in the posts.

The precision of the Apriori algorithm was 85% and 

sensitivity was 81%.

The precision of the SVM classifier was 70%, while the 

recall was 69%

[15] 2018 Shaun 

Comfort

USA ICSR 

identification 

(from social 

media)

Support vector machine (SVM) algorithm used 

to detect ICSRs from 311,189 social media posts

The ML model spent 48 hr. to finish the task compared to 

an estimated 44,000 hr. spent by human experts and the 

accuracy was 74%.
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RN Year Author Country PV activity/ 

Data source

ML method/ Concept Main findings

[16] 2018 Shashank 

Gupta

India Early 

detection of 

ADRs (from 

social media)

Semi-supervised bidirectional long-short-

term-memory (LSTM) where the unsupervised 

technique is used to train the bidirectional-

LSTM model to predict the drug name, and 

the supervised model to retrain it to predict the 

label sequence.

The semi-supervised was effective, where the F-score was 

0.751.

[17] 2017 Kalpana 

Raja

USA Adverse drug 

reactions 

prediction 

(Literature 

mining)

The researchers used the DDI corpus training 

data, the following classifier Bayesian network, 

decision tree, random tree, random forest, 

and k-nearest neighbors are used to predict 

ADRs types from the DDI corpus then the 

performance of each classifier was evaluated 

using 10- fold cross-validation technique. The 

random forest showed the best performance (F 

score = 0.9) After that, the researcher used this 

ML framework to predict from the literature 

the ADR types related to psoriasis.

The researchers identified the previously known ADRs (F 

score =0.9) and predicted the ADRs of psoriasis drugs.

[18] 2016 Vassilis 

Plachouras

UK Detection of 

ADRs (From 

social media)

SVM classifier identified ADRs based on the 

surface-textual properties and the known 

information about drugs’ adverse effects.

Accuracy = 74%

RN= reference number, Year = Publication year, Author= First Author, and *= review articles

Table 2. 
Shows an overview of the eligible articles listed chronologically.
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3.3.3 Social Media and Health forums mining

A combination of supervised and unsupervised ML models (semi-supervised) was 
used to detect the ADRs mentioned in Twitter posts, where the unsupervised trained model 
to detect the drug name, while the supervised technique was to retrain the model to detect 
the ADRs labels [16]. Furthermore, 67172 posts are identified in the health forums, where 
13600 ADRs were identified by using the supervised machine learning technique [13].

3.4 ICSR identification

3.4.1 Social media mining

The ICSR to be valid it should have identified the patient, identified the suspect 
drug, identified ADR, and identified the reporter, so to identify the valid or invalid 
ICSR from social media posts “ICSR classification framework” was developed by 
using a support vector machine (SVM) to detect the patient, drug, and ADR, while 
the reporter was assumed to be the author of the post [15].

3.5 ADRs prediction

3.5.1 System pharmacology

System pharmacology is “the study of drug action using principles from systems 
biology, considering the effect of the drug on the entire system rather than a single 
target or metabolizing enzyme.” Its application to PV activities is to focus on “off-
target effects and clinical observations of adverse reactions.” [4] An application of this 
approach was addressed in a published study in 2017, where the researchers evaluated 
the feasibility of using the “ML models to learn syntactic and semantic information 
from literature,” to enhance the model prediction the researchers used drug-drug 
interaction (DDI) information to predict ADRs caused by DDI, and drug-gene interac-
tion (DGI) to predict the ADRs caused by two drugs interaction by the same gene [17].

3.5.2 Event reporting system database mining

The Bayes classifier algorithm was used to predict ADRs from experts’ opinions 
texts in the ADR case [4].

4. Discussion

Based on the reviewed literature, the benefits of integrating ML with PV activities 
are the following:

4.1 The data source for post-marketing surveillance

There are two data sources3 structured for example spontaneous reporting systems 
(SRSs) and unstructured like medical literature, clinical notes, and social media 

3 Post marketing surveillance “refers to the process of monitoring the safety of drugs once they reach the 

market” [20].
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posts [6]. The ADRs are collected by regulatory authorities through voluntary report-
ing to SRSs, therefore, under-reporting is the main drawback of these sources, there-
fore, it is important to use more data sources to comprehensively collect the safety 
information [6]. The supervised and semi-supervised machine learning techniques 
helped in mining other data sources, such as clinical notes, medical literature, and 
social media [4, 6, 9, 10, 12–14].

4.2 Improve the accuracy and time efficiency

The PV sources are dynamic, which means it is periodically updated over time, 
these sources become large beside their unstructured characteristics [6], and 
the accuracy of using ML techniques in the detection or prediction of ADRs was 
between 74% to 90% [6, 9, 12], the precision was between 0.7 and 0.9 [10, 11], 
furthermore, the ML model spent 48 hr. to finish the ICSR identification task from 
social media compared to an estimated 44,000 hr. spent by human experts with 
accuracy 74% [12].

4.3 ADRs prediction

Predicting ADRs in the early stages will enhance drug safety activities and reduce 
the financial cost, for example, saving the cost of hospitalization due to the ADRs 
[21], the ML techniques were used to predict the ADRs from the social media posts, F 
score=0.9 [14].

4.4 Limitation of the review

Only two databases are considered, the scoping review is not like the systematic 
review, therefore, it is expected to miss some relevant articles.

5. Conclusion

The supervised and semi-supervised machine learning techniques are applied 
in the main three PV group activities; detection of adverse drug reactions 
(ADRs) and signal detection, individual case safety reports (ICSRs) identifica-
tion, and ADRs prediction. Furthermore, it helps in analyzing large data sources, 
such as social media and literature, to predict and detect ADRs, accordingly, it 
complements the drawbacks of spontaneous reporting. Moreover, ML techniques 
are efficient in terms of accuracy and saving time when compared to human 
experts.

Knowledge gaps

The supervised learning technique is currently used in PV activities, which has a 
problem with the scarcity of labeled data [16], so the first knowledge gap is how to 
apply the unsupervised technique in PV activities.

The second knowledge gap is that PV activities are legally regulated [22], there-
fore, a regulation should be developed to manage the risk of false-negative detected 
results.
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The third knowledge gap: further research is needed to assess the attitude, knowl-
edge, and practice of PV personnel regarding the applicability of the ML techniques 
in PV daily practice.
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