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Fault-tolerant control based on virtual actuator and
sensor for discrete-time descriptor systems

Ye Wang, Damiano Rotondo, Vicenç Puig, and Gabriela Cembrano

Abstract—This paper proposes a fault-tolerant control (FTC)
strategy based on virtual actuator and sensor for discrete-time
descriptor systems subject to actuator and sensor faults. The
fault-tolerant closed-loop system, which includes the nominal
controller and observer, as well as the virtual actuator and the
virtual sensor, hides the effects of faults. When an observer-based
state-feedback law is considered, an existing algebraic loop may
prevent the practical implementation due to the current algebraic
states depending on the current control input, which is an issue
that affects also the implementation of the virtual actuator. To
deal with this, an observer-based delayed feedback controller
and a delayed virtual actuator are proposed for discrete-time
descriptor systems. Furthermore, the existence of a separation
principle is shown, and an improved admissibility condition is
developed for the design of the controller and virtual actuator.
Finally, some simulation results including an electrical circuit are
used to demonstrate the applicability of the proposed methods.

Index Terms—Fault-tolerant control, virtual actuator, virtual
sensor, improved admissibility condition, descriptor systems

I. INTRODUCTION

DESCRIPTOR systems [1], also known as singular sys-
tems [2] or differential-algebraic systems [3], are de-

scribed by both differential and algebraic equations, so that
they provide a more natural representation of physical systems
comprising static and dynamic behavior. In simple terms, the
main difference between descriptor and dynamic systems is
that in the former the derivative-term matrix may be singular
whereas in the latter it is an identity matrix. Although their
analysis is somehow more complicated, since it is necessary
to ensure not only stability, but also the existence of a unique
solution and the causality (a set of properties commonly
referred to as admissibility), their superiority in describing
real-world systems has led to their applications in a very wide
range of fields, such as economics [4], biological systems [5],
water distribution networks [6], flight vehicle control [7], and
robotics [8], among others.
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A. Motivation

Due to the increasing complexity of modern engineered
systems, the possibility of actuator and sensor malfunction-
ing/faults has increased dramatically. These faults may degrade
the performance, leading to unsatisfactory behavior, or in the
worst cases to instability, thus bearing catastrophic conse-
quences for the system itself and for the safety of living beings
around them. Motivated by the increasing need for safety and
reliability, fault diagnosis and fault tolerant control (FTC) tech-
niques have attracted a lot of interest in the control community,
since they allow to maintain the system performance close to
the desired one while preserving stability in spite of the faults
[9], [10], [11]. Following a well-established nomenclature, the
existing FTC techniques can be classified into passive and
active [12]. In passive FTC, faults are considered as uncer-
tainties and the controller is designed using robust control,
leading to simpler implementation but more conservativeness
in terms of performance and fault-tolerance [13]. On the
other hand, active FTC reacts to faults by performing some
reconfiguration action based on online information coming
from a fault diagnosis module [14]. Recently, a few works
have considered fault diagnosis [15], [16] and FTC [17], [18],
[19] for descriptor systems. However, these techniques require
an online modification of the controller/observer so that in
presence of an already designed and operating control system,
fault tolerance can be enforced only by means of redesigning
from the scratch its components. The development of new FTC
techniques that do not require such a redesign, but can be
applied to existing control systems in a plug-and-play fashion,
would allow for a more extensive enablement of fault tolerance
in descriptor control systems.

B. State-of-the-art

Among the successful active FTC paradigms proposed
to achieve fault tolerance, there is fault-hiding [20], which
reconfigures the faulty plant so that from the point of view
of the controller/observer no fault is perceived, in such a
way that these components can be kept in the loop without
modifications. Fault-hiding is achieved by inserting appro-
priate blocks in the loop, which are called virtual actuators
(VA) in the case of actuator faults and virtual sensors (VS)
in the case of sensor faults. The main advantage of this
approach with respect to other existing alternatives is that fault
tolerance can be added to an already existing control scheme
following a plug-and-play philosophy [21]. This strategy has
been applied successfully to several classes of systems, such
as linear systems [22], piecewise affine [23], Hammerstein-
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Figure 1. Active FTC Scheme using VA and VS.

Wiener [24], Takagi-Sugeno [25] and linear parameter varying
[26], [27]. Furthermore, some recent research has integrated
virtual actuators with an interval formulation to achieve secure
control against denial of service attacks [28]. However, to
the best of the authors’ knowledge, no formulation of virtual
actuators/sensors is available for descriptor systems.

C. Contributions

This work proposes an active FTC strategy using VA and
VS technique to the case of descriptor systems. In particular,
the contributions of this paper are summarized as follows:
• The two techniques are merged together in a formulation

that allows handling at the same time partial and even
total losses of actuators/sensors, as well as additive faults.
It is worth noting that the overall FTC scheme, presented
in Figure 1, includes a state observer.

• Notably, so far, the problem of observer-based state-
feedback control has been addressed only in the case of
continuous-time systems [29], but not in the discrete-time
case. This is due to the appearance of an algebraic loop in
the implementation, which prevents the use of a classical
state-feedback control law. In order to break this algebraic
loop, we propose a delayed observer-based state-feedback
control law. The closed-loop system arising from this
choice can be modeled as a descriptor system with state
delay. We show that for the augmented system, composed
of the system itself, the controller and the state observer,
a separation principle holds, which allows the separate
design of each component.

• This property is later used to show that also the virtual
actuator, which is also delayed, and the virtual sensor
can be designed separately. Finally, a new admissibility
condition that decreases conservativeness with respect to
existing results is proposed to design the delayed state-
feedback and virtual actuator gains, while the observer
and virtual sensor design is performed based on Lyapunov
stability.

D. Outline

The remainder of this paper is structured as follows. Section
II provides a brief statement of the problem of interest. Section
III discusses the observer-based feedback control of discrete-
time descriptor systems by motivating the use of a delayed

control action, showing the existence of a separation principle,
and proposing an improved admissibility condition that can be
used for the design of the delayed state-feedback gain. Section
IV describes the extension of the virtual actuator and virtual
sensor to the case of descriptor systems. Simulation results are
shown in Section V to validate the theoretical results. Finally,
some conclusions are outlined in Section VI.

E. Notation

We use I to denote an identity matrix of appropriate
dimension. For a matrix X , we use X>, X† and rank(X) to
denote the transpose, the pseudo inverse and the rank of X .
He(X) = X +X>. We use X � 0 (X ≺ 0) to denote that
the matrix X is positive (negative) definite. We use X � 0 to
denote that the matrix X is positive semi-definite. We also
define the following sets: Sn :=

{
X ∈ Rn×n | X = X>

}
,

Sn�0 :=
{
X ∈ Rn×n | X = X>, X � 0

}
and Sn�0 :={

X ∈ Rn×n | X = X>, X � 0
}

. For two matrices X and Y ,
we use diag(X,Y ) to denote a block diagonal matrix with el-
ements defined by X and Y . For a singular matrix M ∈ Rn×n
with rank(M) = r and r < n, let M⊥ ∈ R(n−r)×n be any
matrix such that M⊥M = 0 and M⊥M⊥

> � 0.

II. PROBLEM STATEMENT

Consider the following discrete-time descriptor system sub-
ject to actuator and sensor faults

Exf (k + 1) = Axf (k) +Bf (φ(k)) (uf (k) + fa(k)) , (1a)
yf (k) = Cf (γ(k))xf (k) + fs(k), (1b)

where xf ∈ Rnx , uf ∈ Rnu and yf ∈ Rny denote the
vectors of faulty system states, faulty control inputs and
faulty measurement output vectors, respectively. fa ∈ Rnu

and fs ∈ Rny denote the vectors of additive actuator and
sensor faults. φ ∈ Rnu and γ ∈ Rny denote the vectors of
multiplicative actuator and sensor faults with

φ(k) = [φ1(k), . . . , φnu
(k)]

>
, 0 ≤ φi(k) ≤ 1, i = 1, . . . , nu,

γ(k) =
[
γ1(k), . . . , γny (k)

]>
, 0 ≤ γj(k) ≤ 1, j = 1, . . . , ny,

Besides, A ∈ Rnx×nx and Bf (φ(k)) ∈ Rnx×nu

and Cf (γ(k)) ∈ Rny×nx are defined as follows:

Bf (φ(k)) = Bdiag (φ1(k), . . . , φnu(k)) , (2a)

Cf (γ(k)) = diag
(
γ1(k), . . . , γny

(k)
)
C, (2b)

where B and C are given in the nominal descriptor system (3).

Assumption 1. The additive and multiplicative actuator and
sensor faults are assumed to be estimated as known variables.

As described in Section I, and depicted in Figure 1, the
ultimate goal of the paper is to design a VA and a VS for the
reconfiguration of the faulty system (1), so as to achieve fault
tolerance.
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III. OBSERVER-BASED FEEDBACK CONTROLLER FOR
DESCRIPTOR SYSTEMS

In this section, we first discuss an observer-based feed-
back control of the nominal system (without faults). Let us
consider the following discrete-time descriptor system, which
corresponds to (1) under no faults

Ex(k + 1) = Ax(k) +Bu(k), (3a)
y(k) = Cx(k), (3b)

where x ∈ Rn, u ∈ Rm and y ∈ Rp denote the system state,
control input and measurement output vectors, respectively.
A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and E ∈ Rn×n are state-
space matrices, with E possibly singular, such that rank(E) =
r ≤ n.

Under the assumption that the descriptor system (3)
is observable and hence matrices E and C satisfy
rank

(
[E> C>]

)
= n, it is possible to use the observer

structure from [30]

z(k + 1) = (TA− LC) x̂(k) + TBu(k) + Ly(k), (4a)
x̂(k) = z(k) +Ny(k), (4b)

where z ∈ Rn and x̂ ∈ Rn denote the observer state and the
estimated state, respectively, L ∈ Rn×p is an observer gain.
Besides, T ∈ Rn×n and N ∈ Rn×p are matrices such that

TE +NC = I, (5)

whose existence is guaranteed by the above-mentioned observ-
ability and rank conditions.

To make the descriptor system (3) admissible, i.e. regular,
causal and stable, using a feedback law fed by the estimated
state x̂, one might propose to use a standard state-feedback
law, u(k) = Kx̂(k), where K ∈ Rn×m is a controller gain.
However, in many cases, the choice u(k) = Kx̂(k) creates
an algebraic loop, which makes the practical implementation
impossible as shown in Figure 2. In fact, u(k) depends on
x̂(k), which is calculated using y(k) through (4b). The output
vector y(k) depends on x(k) through (3b), which might
depend on u(k) itself if rank ([E B]) 6= rank(E).

For this reason, in this paper we propose a delayed state
feedback to perform the observer-based control of the descrip-
tor system (3), as follows:

u(k) = Kx̂(k − 1). (6)

Thus, the closed-loop system can be modeled as a descriptor
system with state delay. In the remainder of the section, we
discuss about this choice by showing that the separation prin-
ciple still holds, so that the controller and the observer design

can be performed independently. Then, by revisiting some
preliminary results for discrete-time descriptor systems with
state delay given in [2], we propose an improved admissibility
condition for these systems taking into account a Lyapunov
functional in [31], which is later used to present a design
procedure for the observer-based state-feedback control of
discrete-time descriptor systems.

A. Separation Principle

Define the state estimation error e(k) = x(k) − x̂(k).
From (3b) and (4b) with (5), this error dynamics can be formu-
lated as e(k+ 1) = (TA− LC) e(k). Besides, using (6) with
x̂(k−1) = x(k−1)−e(k−1), the descriptor system (3) can be
rewritten as Ex(k+1) = Ax(k)+BKx(k−1)−BKe(k−1).

As a result, the augmented system can be expressed as the
descriptor system with state delay

Ē

[
x(k + 1)
e(k + 1)

]
= Ā

[
x(k)
e(k)

]
+ Ād

[
x(k − 1)
e(k − 1)

]
, (7)

with

Ē =

[
E 0
0 I

]
, Ā =

[
A 0
0 (TA− LC)

]
, Ād =

[
BK −BK

0 0

]
.

Let us consider the class of discrete-time descriptor systems
with state delay

Ex(k + 1) = Ax(k) +Adx(k − 1). (8)

According to [2, pp. 178], we first recall the following
definition.

Definition 1. The discrete-time descriptor system with state
delay (8) is said to be
• regular if det

(
z2E − zA−Ad

)
is not identically zero;

• causal if it is regular and

deg
(
zndet

(
zE −A− z−1Ad

))
= n+ rank(E);

• stable if it is regular and max (|ν|) < 1, with ν ∈
λ (E,A,Ad), where

λ (E,A,Ad) =
{
z : det

(
z2E − zA−Ad

)
= 0
}

;

• admissible if it is regular, causal and stable.

The following theorem establishes the separation principle
for a discrete-time descriptor system with state delay in a
block-triangular form, i.e. (7).

Theorem 1. The following statements are equivalent:
• The descriptor systems with state delay

E1x1(k + 1) = A11x1(k) +Ad11x1(k − 1), (9a)
E2x2(k + 1) = A22x2(k) +Ad22x2(k − 1), (9b)

with x1 ∈ Rn1 and x2 ∈ Rn2 are admissible.
• The descriptor system with state delay[

E1 0
0 E2

] [
x1(k + 1)
x2(k + 1)

]
=

[
A11 A12

0 A22

] [
x1(k)
x2(k)

]
+

[
Ad11 Ad12

0 Ad22

] [
x1(k − 1)
x2(k − 1)

]
, (10)
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with A12 ∈ Rn1×n2 and Ad12 ∈ Rn1×n2 is admissible.

Proof. (Regularity) The following equality holds

det

(
z2
[
E1 0
0 E2

]
− z

[
A11 A12

0 A22

]
−
[
Ad11 Ad12

0 Ad22

])
= det

([
z2E1 − zA11 −Ad11 −zA12 −Ad12

0 z2E2 − zA22 −Ad22

])
= det

(
z2E1 − zA11 −Ad11

)
det
(
z2E2 − zA22 −Ad22

)
.

Hence, according to Definition 1, the regularity of the sys-
tems (9a) and (9b) is equivalent to that of the system (10).

(Causality) Let us denote

Ψ =

[
zE1 −A11 − z−1Ad11 −A12 − z−1Ad12

0 zE2 −A22 − z−1Ad22

]
.

According to Definition 1, we also have that

deg
(
zn1+n2 det (Ψ)

)
= deg

(
zn1 det

(
zE1 −A11 − z−1Ad11

)
× zn2 det

(
zE2 −A22 − z−1Ad22

) )
= deg

(
zn1 det

(
zE1 −A11 − z−1Ad11

))
+ deg

(
zn2 det

(
zE2 −A22 − z−1Ad22

))
.

From causality of the systems (9a) and (9b), it follows
that deg(zn1 det(zE1 − A11 − z−1Ad11)) = n1 + rank(E1)
and deg(zn2 det(zE2 − A22 − z−1Ad22)) = n2 + rank(E2).
Then, we know that deg(zn1+n2 det (Ψ)) = n1 + rank(E1) +
n2 + rank(E2) = (n1 +n2) + rank

([
E1 0
0 E2

])
, which implies

causality of the system (10).
On the other hand, for the pairs (E1, A11, Ad11) and

(E2, A22, Ad22), we have that

deg
(
zn1 det

(
zE1 −A11 − z−1Ad11

))
≤ n1 + rank(E1),

deg
(
zn2 det

(
zE2 −A22 − z−1Ad22

))
≤ n2 + rank(E2).

From causality of the system (10), it follows

deg(zn1+n2 det(Ψ)) = (n1 + n2) + rank(E1) + rank(E2),

which implies deg(zn1 det(zE1 − A11 − z−1Ad11)) = n1 +
rank(E1) and deg(zn2 det(zE2 − A22 − z−1Ad22)) = n2 +
rank(E2), and therefore causality of the systems (9a) and (9b).

(Stability) Following the proof of regularity, we
also have that λ

([
E1 0
0 E2

]
,
[
A11 A12

0 A22

]
,
[
Ad11

Ad12

0 Ad22

])
=

λ(E1, A1, Ad11) ∪ λ(E2, A2, Ad22), which implies the
equivalence of the stability according to Definition 1.

(Admissibility) Since we have proved the equivalence of reg-
ularity, causality and stability in systems (9a), (9b) and(10), we
can conclude the equivalence of admissibility of systems (9a)
and (9b) and the system (10).

Theorem 1 is crucial, since it states that the admissibility
of (7) can be enforced by considering independently the
systems

Ex(k + 1) = Ax(k) +BKx(k − 1), (11a)
e(k + 1) = (TA− LC)e(k), (11b)

where (11b) is in a dynamical form without state delay so that
the design of a stabilizing observer gain L can be performed

using results widely available in the literature. For this reason,
hereafter we focus on the design of a delayed controller gain
K that guarantees the admissibility of (11a). First, we present
an improved admissibility condition for the descriptor system
with state delay (8). Then, we propose the design condition
of the delayed controller using matrix inequalities.

B. Improved Admissibility Condition

Let us recall [2, Theorem 9.3], which provides a sufficient
condition for the admissibility of the system (8).

Proposition 1. The discrete-time descriptor system with state
delay (8) is admissible if there exist matrices P ∈ Sn and
Q ∈ Sn�0 such that

E>PE � 0, (12a)[
A>PA− E>PE +Q A>PAd

A>d PA A>d PAd −Q

]
≺ 0. (12b)

Proof. Based on [2, Theorem 9.3] with τ = 1, we can
obtain (12) with Q � 0. Since τ = 1, following the proof
of [2, Theorem 9.3], we know the matrix P̂ = diag(P,Q)
and Q does not appear in [2, Eq. (9.33)] and hence can be
positive semi-definite.

However, as stated by [31], conditions as the ones provided
by Proposition 1 may lead to conservativeness, since the
considered Lyapunov functional is of the type

V (k) = x(k)>E>PEx(k) + x(k − 1)>Qx(k − 1),

and the possibility of introducing an additional term related
to (x(k)− x(k − 1)) is ignored. Inspired by the choice of
the Lyapunov functional in [31, Eq. (6)], we now present an
improved admissibility condition in the following theorem.

Theorem 2. The discrete-time descriptor system with state
delay (8) is admissible if there exist matrices P ∈ Sn, Q ∈ Sn
and S ∈ Sn such that[

E> (P + S)E −E>SE
−E>SE Q+ E>SE

]
� 0, (13a)[

φ1 φ2
φ>2 φ3

]
≺ 0, (13b)

with

φ1 = A>(P + S)A+Q− E>PE −He
(
E>SA

)
, (14a)

φ2 = A>(P + S)Ad − E>SAd + E>SE, (14b)

φ3 = A>d (P + S)Ad −Q− E>SE. (14c)

Proof. Define the variable ξ(k) =
[
x(k)> x(k − 1)>

]>
.

Then, it can be verified that the system (8) can be rewritten
as

Êξ(k + 1) = Âξ(k), (15)

where
Ê =

[
E 0
0 I

]
, Â =

[
A Ad
I 0

]
. (16)

Set
P̂ =

[
P + S −SE
−E>S Q+ E>SE

]
. (17)
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For the system (15), it can be shown that

Â>P̂ Â− Ê>P̂ Ê =

[
φ1 φ2
φ>2 φ3

]
≺ 0. (18)

By noting that Ê>P̂ Ê � 0 due to (13a), and employing [32,
Theorem 2], we have that the system (15) is admissible.
From regularity of (15), it follows that det(zÊ − Â) is not
identically zero, and since det(zÊ−Â) = det(z2E−zA−Ad),
regularity of (8) follows from Definition 1. Moreover, from
the causality of (15), we have that deg(det(zÊ − Â)) =
rank(Ê) = n + rank(E), which proves causality of (8)
since det(zÊ − Â) = zn det

(
zE −A− z−1Ad

)
. Finally, the

stability of (15) implies the stability of (8) and, therefore, its
admissibility.

Remark 1. Note that Theorem 2 can be reduced to Proposi-
tion 1 when S = 0.

The condition of Theorem 2 includes non-strict inequalities
due to (13a). Following the spirit of [2, Theorem 9.4], we next
present the admissibility condition with strict inequalities.

Theorem 3. The discrete-time descriptor system with state
delay (8) is admissible if there exist matrices P ∈ Sn, Q ∈ Sn,
S ∈ Sn and W ∈ R2n×(n−r) such that

P̂ � 0, (19a)[
φ1 φ2
φ>2 φ3

]
+ He

(
WE⊥

[
A Ad

])
≺ 0, (19b)

with P̂ as in (17), and φ1, φ2 and φ3 as in (14).

Proof. Consider the matrix Ê⊥ =
[
E⊥ 0

]
, which is of full

row rank and satisfies Ê⊥Ê = 0 with Ê defined as in (16).
From (18), we have that

Â>P̂ Â− Ê>P̂ Ê + He
(
WÊ⊥Â

)
=

[
φ1 φ2
φ>2 φ3

]
+ He

(
WE⊥

[
A Ad

])
≺ 0.

Since P̂ � 0, according to [33, Theorem 1], the system (15)
is admissible. Following the proof of Theorem 2, the sys-
tem (8) is shown to be admissible.

Remark 2. Note that Theorem 3 can be also reduced to [2,
Theorem 9.4] when S = 0.

C. Delayed Controller Synthesis

Based on above results, we now present the condition for the
design of a delayed controller gain K in (6), which is obtained
by applying Theorem 3 taking into account that (11a) is in the
form of (8) with Ad = BK.

Theorem 4. The discrete-time descriptor system with state
delay (11a) is admissible if there exist matrices P ∈ Sn, Q ∈
Sn, S ∈ Sn, W1 ∈ Rn×(n−r), W2 ∈ Rn×(n−r) and K ∈
Rm×n such that (19a) and ψ1 ψ2 A>(P + S)

ψ>2 ψ3 K>B>(P + S)
(P + S)A (P + S)BK −(P + S)

 ≺ 0, (20)

with P̂ as in (17) and

ψ1 = Q− E>PE + He
(
W1E

⊥A− E>SA
)
,

ψ2 = W1E
⊥BK +A>

(
E⊥
)>
W>2 − E>SBK + E>SE,

ψ3 = He
(
W2E

⊥BK
)
−Q− E>SE.

Proof. According to (19b), let us set W =
[
W>1 W>2

]>
and

Ad = BK. Taking into account that the positive definiteness
of the matrix (P +S) is ensured by (19a), applying the Schur
complement to (19b), we obtainψ1 ψ2 A>

ψ>2 ψ3 K>B>

A BK −(P + S)−1

 ≺ 0.

By pre- and post-multiplying the above inequality by
diag(I, P + S), we thus obtain (20).

IV. FAULT-TOLERANT CONTROL BASED ON VIRTUAL
ACTUATOR AND SENSOR FOR DESCRIPTOR SYSTEMS

In this section, we present an FTC strategy for discrete-time
descriptor systems. Taking into account the structure of the
delayed feedback controller in Section III, a delayed virtual
actuator and a virtual sensor for faulty descriptor systems are
defined, with the goal of achieving fault tolerance by hiding
the effects of faults in the closed-loop system.

A. Nominal Observer-based Delayed Controller

For the remaining of the section, the observer-based delayed
state-feedback controller in (4) and (6) will be referred to as
the nominal controller/observer:

uc(k) = Kx̂(k − 1), (21a)
z(k + 1) = (TA− LC)x̂(k) + TBuc(k) + Lyc(k), (21b)

x̂(k) = z(k) +Nyc(k), (21c)

where uc ∈ Rnu and yc ∈ Rny are the nominal input and
output vectors, respectively.

B. Delayed Virtual Actuator and Virtual Sensor for Descriptor
Systems

In order to define the delayed virtual actuator, let us consider
the following matrices:

Nva(φ(k)) = Bf (φ(k))†B, (22a)
B∗ = Bf (φ(k))Nva(φ(k)). (22b)

Definition 2 (Delayed virtual actuator for descriptor systems).
Given the descriptor system subject to actuator and sensor
faults in (1), the delayed virtual actuator is given by:

Exva(k + 1) = Axva(k) +B∗Mvaxva(k − 1)

+ (B −B∗)uc(k), (23a)
uf (k) = Nva(φ(k)) (uc(k)−Mvaxva(k − 1))

− fa(k), (23b)

where xva ∈ Rnx denotes the virtual actuator internal states.
Moreover, Mva ∈ Rnu×nx is the delayed virtual actuator gain,
which needs to be designed.
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zvs(k + 1) = (TsA−MvsC
∗)xvs(k) + TsBuc(k) +MvsNvs(γ(k)) (yf (k) + Cf (γ(k))xva(k)− fs(k)) , (27a)

xvs(k) = zvs(k) +NsNvs(γ(k)) (yf (k) + Cf (γ(k))xva(k)− fs(k)) , (27b)
yc(k) = Nvs(γ(k)) (yf (k) + Cf (γ(k))xva(k)− fs(k)) + (C − C∗)xvs(k). (27c)

Ẽ =

[
E 0 0 0
0 E 0 0
0 0 Inx 0
0 0 0 Inx

]
, Ã =

[
A 0 0 0
0 A 0 0
0 0 (TA−LC) Ξ
0 0 0 (TsA−MvsC

∗)

]
, Ãd =

[
B∗Mva (B−B∗)K (B−B∗)K (B−B∗)K

0 BK BK BK
0 0 0 −TBK
0 0 0 0

]
. (30)

Similarly, in order to introduce the virtual sensor, let us
consider the following matrices:

Nvs(γ(k)) = CCf (γ(k))†, (24a)
C∗ = Nvs(γ(k))Cf (γ(k)). (24b)

Assumption 2. The pair (E,C∗) is assumed to be observable
and hence matrices E and C∗ satisfy the rank condition

rank

[
E
C∗

]
= nx. (25)

If Assumption 2 holds, there exist matrices Ts ∈ Rnx×nx

and Ns ∈ Rnx×ny satisfying the following condition

TsE +NsC
∗ = Inx

. (26)

Definition 3 (Virtual sensor for descriptor systems). Given the
descriptor system subject to actuator and sensor faults in (1),
the virtual sensor is defined in (27), where xvs ∈ Rnx and
zvs ∈ Rnx denote the vector of internal states and intermedi-
ate states of the virtual sensor. Moreover, Mvs ∈ Rnx×ny is
the virtual sensor gain to be designed.

Remark 3. According to [27], matrices B∗ and C∗ are
independent to faults φ(k) and γ(k).

C. Overall Analysis and Design

Let us analyze the closed-loop dynamics of the augmented
system composed of the faulty system (1), the delayed virtual
actuator and the virtual sensor given by Definitions 2 and 3 as
well as the nominal observer-based delayed controller (21).

Theorem 5. Consider the faulty descriptor system (1), the
nominal controller in (21), the delayed virtual actuator in (23)
and the virtual sensor (27). Let us define a new vector of state
variables ζ(k) =

[
ζ1(k)>, ζ2(k)>, ζ3(k)>, ζ4(k)>

]>
with

ζ1(k) = xva(k), (28a)
ζ2(k) = xf (k) + xva(k), (28b)
ζ3(k) = x̂(k)− xvs(k), (28c)
ζ4(k) = xvs(k)− xf (k)− xva(k). (28d)

Then, the dynamics of ζ is described by

Ẽζ(k + 1) = Ãζ(k) + Ãdζ(k − 1), (29)

where Ẽ, Ã and Ãd are defined in (30) with Ξ = (TA −
LC∗)− (TE +NC∗)(TsA−MvsC

∗).

Proof. See Appendix A.

Based on Theorem 5 with the separation principle in The-
orem 1, the admissibility of the closed-loop system in (29) is
equivalent to admissibility of the following subsystems:

Eδ(k + 1) = Aδ(k) +B∗Mvaδ(k − 1), (31a)
Eδ(k + 1) = Aδ(k) +BKδ(k − 1), (31b)
δ(k + 1) = (TA− LC)δ(k), (31c)
δ(k + 1) = (TsA−MvsC

∗)δ(k), (31d)

where δ ∈ Rnx denotes an auxiliary state.
From (31a) and (31b), the design of the gains of the delayed

virtual actuator and of the nominal controller correspond to
the descriptor delay system form in (8). Thus, they can be
designed using Theorem 4.

On the other hand, since (31c) and (31d) are in a non-
descriptor form, the design of the gains of the state observer
and of the virtual sensor can be performed using standard
Lyapunov stability results, see e.g. [34].

D. FTC Implementation Algorithm

The implementation steps is summarized in Algorithm 1.

Algorithm 1 Active FTC for Descriptor Systems
Given the system matrices E,A,B,C,Bf , Cf ;
Obtain matrices T and N by satisfying the condition (5);
(Offline Synthesis) Obtain the gains Mva and K by sat-
isfying the conditions in Theorem 4, and obtain the gains
L and Mvs by satisfying the standard Lyapunov stability
condition in [34];
(Online Implementation)
while k ≥ 0 do

Collect the faulty output yf (k) from the sensors;
Obtain the reconstructed nominal output yc(k) from the

virtual sensor based on (27);
Obtain the nominal estimated state x̂(k) and the nominal

control input uc(k) based on (21);
Obtain the control input uf (k) using the virtual actuator

based on (23) and send it to the actuators.
end while

V. SIMULATION RESULTS

A. Example 1: Admissibility Analysis

Let us consider the following first-order system with state
delay

x(k + 1) = ax(k) + adx(k + 1),
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Figure 3. Example 2: electrical circuit scheme.

with scalar parameters a, ad, and let us analyze its admissi-
bility according to the theoretical results provided in Section
III-B. Taking into account that all matrices A = a, Ad = ad
and E = 1 are scalars, the conditions of Proposition 1 become[

a2p− p+ q adap
adap a2dp− q

]
≺ 0, p ≥ 0, q ≥ 0.

In order to find out the conditions that the system’s pa-
rameters a and ad must satisfy to assess admissibility, let us
consider the characteristic polynomial of the above matrix,
which is

p(λ) = λ2 + λ
[
p
(
1− a2 − a2d

)]
+
(
p− q − a2p

) (
q − a2dp

)
− adap.

By applying the Descartes’ rule of signs, a necessary
condition for negativity of both roots of p(λ) is a2 + a2d < 1.
Let us consider a = −ad = 0.8, which corresponds to
a2 + a2d = 1.28, so that the above necessary condition is
not satisfied, which means that Proposition 1 would fail in
assessing the admissibility. Nevertheless, Theorem 2 provides
feasible conditions, since the following solution is returned by
the MOSEK solver [35]: P = 1.17, S = 0.72, Q = 0.78.

B. Example 2: Application to an Electrical Circuit

Consider the electrical circuit shown in Figure 3. Based
on the Kirchoff’s laws, the corresponding differential and
algebraic equations are obtained as follows:

L1i̇1 = −R1i1 −R3i3 +R5i4 + V1,

L2i̇2 = (R4 +R7)i1 − (R4 +R6 +R7)i2 −R4i3 +R7i4,

0 = (R7 +R8)i1 −R7i2 + (R5 +R7 +R8)i4 − V3,
0 = −(R2 +R4)i1 +R4i2 + (R2 +R3 +R4)i3 + V2,

y1 = i1 + i4,

y2 = i1 − i3,
y3 = i2 − i1 − i4,
y4 = i4,

where L1 = 0.3H , L2 = 0.65H , R1 = 10Ω, R2 = 17Ω,
R3 = 3Ω, R4 = 5Ω, R5 = 2Ω, R6 = 27Ω, R7 = 8Ω and

R8 = 10Ω. Set the vectors x = [i1 i2 i3 i4]>, u =
[V1 V2 V3]> and y = [y1 y2 y3 y4]>. By applying an Euler
discretization with sampling time Ts = 0.01s, a discrete-time
descriptor model as in (3) is obtained, with

E =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 , A =


0.67 0 −0.1 0.07
0.2 0.38 −0.08 0.12
18 −8 0 20
−22 5 25 0

 ,

B =


0.03 0 0

0 0 0
0 0 −1
0 1 0

 , C =


1 0 0 1
1 0 −1 0
−1 1 0 1
0 0 0 1

 .
Let us consider the closed-loop system includes partial

and total loss of actuators and sensors, that is, Bf =
Bdiag(0.8, 0.4, 0), Cf = diag(0.8, 0.2, 0.7, 0)C, fa = 0 and
fs = 0. These actuator and sensor faults are injected into the
closed-loop system from the sampling step k = 8.

Since the separation principle holds for the closed-loop
FTC system as discussed in Theorem 1 and Theorem 5, we
can design separately the nominal controller and observer,
delayed virtual actuator and virtual sensor to obtain the gains
as follows:

K =

−6.8514 −0.5272 0.4857 −0.5038
3.9852 −0.9889 0.9712 −0.7700
2.5770 −1.8868 −0.0432 −0.0585

 ,
L =


18.4571 −24.9163 −3.1442 −1.5725
18.4276 −24.9279 −2.9419 −1.3125
18.4571 −24.9263 −3.1442 −1.5725
17.8804 −25.0163 −3.1442 −1.0525

 ,
Mva =

[
−6.7414 −0.4498 0.4362 −0.4814
1.4438 −0.5625 1.0963 −0.9369

]
,

Mvs =


−86.9881 28.0430 −2.7376 158.1273
−39.3522 3.9590 −2.4778 86.3636
−87.0385 27.8508 −2.7579 158.1629
−33.8528 0.5126 −3.0026 76.7430

 .
To test the proposed FTC strategy, we enable the FTC from

the sampling step k = 15. The closed-loop results are shown in
Figure 4(a)-4(d). The results also include the comparison with
the closed-loop trajectory without faults as well as with faults
but without introducing FTC. For all the four states, when
the faults occurred, the closed-loop system becomes unstable
without FTC. When the proposed FTC is applied, the closed-
loop system becomes stable again and converges to zero after
a transient.

C. Example 3: Scalability

This section presents an extensive numerical validation of
the design approach presented in this paper, with the aim of
illustrating its scalability to higher order systems. In particular,
for different system orders between n = 5 and n = 12,
100 systems have been generated by assuming r = dn/2e,
with E obtained as E = diag(Ir, 0n−r), the availability of
three inputs and three outputs (nu = 3, ny = 3), and values
for the elements of the matrices A,B,C drawn from normal
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Figure 4. Example 2: comparison results with and without FTC.

Table I
EXAMPLE 3: SCALABILITY WITH INCREASING SYSTEM ORDER.

n % Feas. Av. Time n % Feas. Av. Time
5 65% 22.69 s 6 61% 47.55 s
7 58% 55.74 s 8 49% 134.15 s
9 35% 201.36 s 10 26% 368.18 s

11 24% 550.98 s 12 17% 1024.8 s

distributions, using a variance of 0.25 for the state matrix and
1 for the input and output matrices. For each of these systems,
complete losses of the third actuator and the third sensor have
been considered for the design of the corresponding virtual
actuator/virtual sensor. The results in terms of percentage of
systems for which feasibility of the design of all the com-
ponents (controller, virtual actuator, observer, virtual sensor)
was obtained are shown in Table I, along with the average time
needed to solve the matrix inequalities (a laptop equipped with
an Intel(R) Core(TM) i7-8565U CPU @1.80 GHz 1.99GhZ
processor has been used). The results show that, although the
performance of the approach and the average computation time
get worse when the system order increases, it is still possible
to apply the proposed approach for higher order systems. It
must be remarked that computations are performed offline,

such that the issues arising from the increase of needed time
can be partially alleviated by the availability of more efficient
computational equipment as well as the natural increase in
computational power brought by technological advances.

VI. CONCLUSIONS

This paper has proposed an active FTC scheme for discrete-
time descriptor systems. By means of the proposed VA and
VS, the closed-loop system has been reconfigured so that fault-
hiding has been achieved. For discrete-time descriptor systems,
we have also proposed an observer-based feedback controller
to deal with the algebraic loop in the implementation. For
the synthesis of this feedback controller, we have proposed an
improved admissibility condition, which has larger feasible re-
gion of solutions. Finally, we have applied the proposed active
FTC scheme to several examples, among which an electrical
circuit, showing that this FTC scheme is able to deal with
partial and total loss of some actuators and sensors. Future
work will aim at integrating the proposed design procedure
with disturbance/noise rejection techniques that would increase
the overall robustness of the FTC scheme.
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APPENDIX A
PROOF OF THEOREM 5

From the definition of ζ(k) in (28), the following relations
can be obtained xva(k) = ζ1(k), xf (k) = −ζ1(k) + ζ2(k),
x̂(k) = ζ2(k) + ζ3(k) + ζ4(k), xvs(k) = ζ2(k) + ζ4(k).

From (23) and (21), it follows that

Eζ1(k + 1) =Exva(k + 1)

=Axva(k) + (B −B∗)Kx̂(k − 1)

+B∗Mvaxva(k − 1)

=Aζ1(k) +B∗Mvaζ1(k − 1)

+ (B −B∗)Kζ2(k − 1)

+ (B −B∗)Kζ3(k − 1)

+ (B −B∗)Kζ4(k − 1).

From (1), (21) and (23), we have that

Eζ2(k + 1) =Exf (k + 1) + Exva(k + 1)

=A(xf (k) + xva(k)) +BKx̂(k − 1)

=Aζ2(k) +BKζ2(k − 1)

+BKζ3(k − 1) +BKζ4(k − 1).

From (1), (23), (27) and (21), we have that

ζ4(k + 1) =xvs(k + 1)− xf (k + 1)− xva(k + 1)

=zvs(k + 1) +NsC
∗(xf (k + 1) + xva(k + 1))

− xf (k + 1)− xva(k + 1).

Taking into account the condition (26), the above equation
can be simplified as

ζ4(k + 1) =zvs(k + 1)− TsE (xf (k + 1) + xva(k + 1))

=(TsA−MvsC
∗)(xvs(k)− xf (k)− xva(k))

=(TsA−MvsC
∗)ζ4(k).

From (1), (21) and (27), we have that

ζ3(k + 1) =x̂(k + 1)− xvs(k + 1)

=(TA− LC)x̂(k) + TBuc(k)

+ LC∗(xf (k) + xva(k)) + L(C − C∗)xvs(k)

+NC∗(xf (k + 1) + xva(k + 1))

+N(C − C∗)xvs(k + 1)

− (TsA−MvsC
∗)xvs(k)− TsBuc(k)

−MvsC
∗(xf (k) + xva(k))

−NsC∗(xf (k + 1) + xva(k + 1)).

Considering the conditions (5) and (26), the above equation
becomes

ζ3(k + 1) =(TA− LC)ζ3(k) + (TA− LC∗)ζ4(k)

− (TE +NC∗)(TsA−MvsC
∗))ζ4(k)

− TBKζ4(k − 1).

As a result, according to calculations above, it can be con-
cluded that the closed-loop dynamics of ζ is given by (29).
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