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a b s t r a c t 

Software security is a complex topic, and for development projects it can be challenging to assess what 

security is necessary and cost-effective. Agile Software Development (ASD) values self-management. Thus, 

teams and their Product Owners are expected to also manage software security prioritisation. In this 

paper we build on the notion that security experts who want to influence the priority given to security in 

ASD need to do this through interactions and support for teams rather than prescribing certain activities 

or priorities. But to do this effectively, there is a need to understand what hinders and supports teams in 

prioritising security. Based on a longitudinal case study, this article offers insight into the strategy used 

by one security professional in an SME to influence the priority of security in software development 

projects in the company. The main result is a model of influences on security prioritisation that can 

assist in understanding what supports or hinders the prioritisation of security in ASD, thus providing 

recommendations for security professionals. Two alternative strategies are outlined for software security 

in ASD – prescribed and emerging – where we hypothesise that an emerging approach can be more 

relevant for SMEs doing ASD, and that this can impact how such companies should consider software 

security maturity. 

© 2022 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Today, software is an integrated and important part of daily life, 

s well as of our critical infrastructures, and it is essential that 

oftware has adequate security. What "adequate security" means 

s however unclear and may vary between different types of soft- 

are projects and even with time as development progresses and 

equirements are negotiated ( Tøndel et al., 2020a ). Furthermore, 

hich practices would be good to adopt to achieve this adequate 

evel of security can depend on the development company and 

heir development approach. Thus, software development projects 

eed to make priorities and decisions related to security through- 

ut development. 

The challenge of prioritising security is present both in Agile 

oftware Development (ASD) ( Beck et al., 2001 ) and in more tradi- 

ional development approaches ( Blaine and Cleland-Huang, 2008 ). 

owever, as ASD is central in conventional software development, 

here is currently a need to address this challenge within a context 
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f ASD. From a security standpoint, many have expressed scep- 

icism towards ASD ( Türpe and Poller, 2017 ), and challenges re- 

ated to security and other non-functional or quality aspects in 

SD are extensively documented in several systematic literature re- 

iews ( Inayat et al., 2015 ; Oueslati et al., 2015 ; Khaim et al., 2016 ;

lsaqaf et al., 2017 ; Behutiye et al., 2020 ; Jarz ̨ebowicz et al., 2021 ).

hallenges for prioritising security include missing or implicit se- 

urity requirements ( Khaim et al., 2016 ; Behutiye et al., 2020 ), a

ack of incentives for security in the early stages of development 

 Oueslati et al., 2015 ; Behutiye et al., 2020 ), and security not be-

ng a part of agile frameworks ( Oueslati et al., 2015 ) – all this

eading to a neglect of security ( Inayat et al., 2015 ; Oueslati et al.,

015 ; Behutiye et al., 2020 ; Jarz ̨ebowicz et al., 2021 ). But ASD also

rings positive aspects related to security priority, e.g., through 

upporting security requirements iterations ( Türpe, 2017 ), and the 

ncompatibility of security and ASD has been declared a myth 

 Rindell et al., 2017 ). 

Popular agile approaches such as Scrum ( Schwaber, 2004 ) do 

ot have roles or activities specific for security. As a response, sev- 

ral extensions to Scrum and other agile frameworks have been 

eveloped to integrate security into the process ( Williams et al., 

010 ; Pohl and Hof, 2015 ; Rindell et al., 2015 ; Koç and Aydos, 2017 ;
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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aldassarre et al., 2021 ). However, Scrum does not aim to pre- 

cribe how to perform the development work (including software 

ecurity) in detail. Rather, it is a management framework aimed 

o "create an environment where development teams can self- 

rganize and take responsibility for their work while being man- 

ged to the extent necessary for a project to succeed" ( Türpe and 

oller, 2017 ). ASD values "Individuals and interactions over pro- 

esses and tools" and trusts skilled and motivated software teams 

o do their job well ( Beck et al., 2001 ). Thus, in ASD, the challenge

f getting security prioritised needs to be addressed through inter- 

ctions and support for teams rather than by prescribing specific 

ays of doing software security and its prioritisation ( Türpe and 

oller, 2017 ; Weir et al., 2020a ). Consequently, there is need to un-

erstand what supports and hinders prioritisation of security. 

Research has identified a frequent divide between software se- 

urity and information security ( van Wyk and McGraw, 2005 ; 

øndel et al., 2020c ). Thus, the involvement of security profession- 

ls may be less than optimal in many organisations ( Ashenden and 

awrence, 2016 ; Thomas et al., 2018 ; Palombo et al., 2020 ). In

crum, Product Owners are responsible for prioritisation of the 

acklog. Thus, Product Owners are key actors to interact with for 

ecurity professionals who want to influence the priority given to 

ecurity requirements. However, Product Owners have previously 

een identified as a common hindrance for quality aspects such as 

ecurity, e.g., due to lack of knowledge, heavy workload, or insuffi- 

ient availability ( Alsaqaf et al., 2017 ). 

This article provides insight into the strategy used by one se- 

urity professional to influence the priority of software security in 

oftware development projects in the company. Through a longitu- 

inal case study, we address the following two research questions 

RQs): 

• RQ1: What influences the security prioritisation throughout an 

ASD project? 

• RQ2: How can security professionals increase the attention key 

decision makers give to security in an ASD project? 

As literature generally claim that security requirements tend 

o be neglected in ASD ( Inayat et al., 2015 ; Oueslati et al., 2015 ;

ehutiye et al., 2020 ; Jarz ̨ebowicz and Weichbroth, 2021 ), we ex- 

ect that support for security prioritisation is important for soft- 

are companies in general. Still, we chose to study a company 

hat can be characterised as a small and medium sized enterprise 

SME). Research points to SMEs as having the largest potential for 

oftware security improvements ( Weir et al., 2020a ). As SMEs are 

ess likely to have a strong security department and a software 

ecurity program that ensures software security to be addressed 

hroughout development, they are less likely to be considered ma- 

ure when it comes to software security, e.g., according to the 

uilding Security In Maturity Framework (BSIMM) ( Migues et al., 

021 ). Still, we suggest that also SMEs can and should strive to- 

ards adequate security in their products but expect that they 

eed other ways to structure and think about such security ini- 

iatives than larger enterprises. A lot of our software is developed 

y SMEs. To illustrate, in Norway most software companies are of 

mall or medium size. Thus, it is important to increase knowledge 

n how to support SMEs in making software with adequate secu- 

ity. 

This article makes contributions to both theory and practice. 

ased on this case study we develop a model of influences on se- 

urity prioritisation, organised into five influence categories. Then 

e relate these findings to the state of the art, to build confidence 

n the model. The model can aid future research on security en- 

ineering in ASD, providing a framework for understanding. It can 

lso help practitioners, especially security professionals, in navigat- 

ng opportunities and challenges when trying to improve the pri- 

rity of security in their projects. 
2 
This article is structured as follows. In Section 2 we explain the 

ackground for the research design. In Section 3 we explain our 

esearch approach. In Section 4 we describe the findings related 

o the two research questions. In Section 5 we introduce related 

ork and relate it to our findings, in Section 6 we discuss our 

ontribution, and in Section 7 we discuss the threats to validity. 

ection 8 concludes the article. 

. Background 

This section explains the background for the research design, 

ocusing on two key aspects: the need for an exploratory and in- 

uctive approach, and the decision to study a security expert’s ini- 

iatives to improve security prioritisation. 

.1. The need for exploring security prioritisation in agile software 

evelopment 

"Security is not simply a set of features or a functional compo- 

ent to be added to a system" ( Türpe, 2017 ). According to McGraw ,

Software Security is the practice of building software to be secure 

nd to function properly under malicious attack" ( McGraw, 2006 ). 

his implies that although security features are frequently neces- 

ary in a software system, other features also need to be secure, 

est they be exploited by malicious attackers. Put in another way, 

t will likely be obvious to developers that an authentication mech- 

nism needs to be secure, as attackers would like to compromise 

r circumvent it for illicit access to a system. However, any part 

f the software that reads data not provided by the developer is a 

otential target of attack (buffer overflows, SQL injection, etc. etc.). 

he large number of potential activities (BSIMM has 122 activities 

n its BSIMM12 version ( Migues et al., 2021 )), checklists (e.g., as 

n the OWASP Application Security Verification Standard ( van der 

tock et al., 2021 )), and vulnerability and attack patterns (e.g., 

s organised within the Common Weakness Enumeration (CWE) 

 https://cwe.mitre.org/ ) and the Common Attack Pattern Enumer- 

tion and Classification (CAPEC) ( https://capec.mitre.org/ )) all illus- 

rate the broadness and the extensiveness of the software security 

ork. 

In this article we consider the concept security prioritisation to 

nclude prioritisation amongst security requirements and activi- 

ies, prioritisation of security vs. other aspects such as function- 

lity, as well as the priority and attention given to security in the 

ay-to-day work. Thus, security prioritisation is a broad term that 

an encompass many different activities. Looking at BSIMM, activ- 

ties like [SM1.2] Create evangelist role and perform internal mar- 

eting, [PT1.1] Use external penetration testers to find problems , and 

CMVM1.2] Identify software defects found in operations monitoring 

nd feed them back to development , although very different, all are 

ikely to influence security prioritisation through raising the pro- 

le of security work and draw attention to specific vulnerabilities. 

his comes in addition to activities aimed at identifying security 

equirements and prioritise them for development. 

To our knowledge, there are no studies that examine the pri- 

rity given to security throughout a development project. Such a 

tudy can complement existing literature, e.g., on challenges to se- 

urity in ASD ( Inayat et al., 2015 ; Oueslati et al., 2015 ; Khaim et al.,

016 ; Alsaqaf et al., 2017 ; Behutiye et al., 2020 ; Jarz ̨ebowicz and

eichbroth, 2021 ). The potential influences on the security prior- 

ty are however numerous. In addition to security being a broad 

oncern that includes functional as well as non-functional aspects 

 Türpe, 2017 ), it is characterised by dispersed responsibilities as 

uch a broad concern cannot solely be the responsibility of clearly 

efined security roles ( Kocksch et al., 2018 ). Security prioritisation 

hus involves a broad set of individuals and their daily choices and 

https://cwe.mitre.org/
https://capec.mitre.org/
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riorities. Whereas the broad range of challenges is well docu- 

ented in literature, more knowledge is needed on which chal- 

enges apply in which situations. Studies have shown that chal- 

enges identified in one company are not generally applicable to 

ther companies ( Karhapää et al., 2021 ; Olsson et al., 2021 ). This, 

nd the lack of a theory on what brings priority to security in an

SD project, made us decide on an exploratory research design. 

.2. The role of security experts in security prioritisation in agile 

oftware development 

Security experts are not usually involved in requirements pri- 

ritisation in ASD. Prioritisation criteria, decision makers, and pri- 

ritisation frequencies may vary between projects but, typically, 

he most important prioritisation criterion is business value, with 

ize, effort, and cost estimations being important inputs as well. 

roject constraints like release dates, budget, and available re- 

ources are important influences ( Bakalova et al., 2011 ). The project 

acklog contains the requirements for the project, of which a pri- 

ritised subset is to be implemented in the upcoming iteration. 

lthough the Product Owners are typically responsible for priori- 

ising the backlogs based on expected business value ( Türpe and 

oller, 2017 ), developers are often influential in practice, providing 

dvice and suggesting solutions. Changes in prioritisation can stem 

rom external changes or learning experiences ( Bakalova et al., 

011 ). 

While requirements prioritisation in ASD usually not involves 

ecurity experts, security expertise is often considered a pre- 

equisite for working with security requirements ( Daneva and 

ang, 2018 ). In ASD, the relation between security experts 

nd development teams is not always optimal ( Ashenden and 

awrence, 2016 ; Thomas et al., 2018 ; Tøndel et al., 2020c ). How-

ver, a study of the adoption of secure development tools identi- 

ed that "if companies structure their security processes so that 

ecurity teams and other developers often interact, developers are 

ore likely to feel personally responsible for security" ( Xiao et al., 

014 ). Chowdhury et al. (2020) suggested that all organisational 

nits have a strong relationship with the security department as 

 way of dealing with the implications of time pressure on secu- 

ity. Ashenden and Lawrence (2016) found that "when a security 

rocess works well, it is often because the security practitioner 

as good soft skills." Others have pointed to the need for combin- 

ng top-down and bottom-up approaches to security ( Cruzes and 

ohansen, 2021 ). Including security experts in the development 

eam, e.g., through the Security Champion role, is another sug- 

estion ( Antukh, 2017 ; van der Veer, 2019 ; Palombo et al., 2020 ;

øndel et al., 2020c ; Jaatun and Cruzes, 2021 ; Tuladhar et al., 

021 ). 

Much of the existing work on the involvement of security ex- 

erts in ASD has been centred on moving software security to 

he developers, e.g., as is done by Palombo et al. (2020) and 

uladhar et al. (2021) . Both represent ethnographic studies, and 

how how security experts effectively can bring security to de- 

elopers through co-creation ( Palombo et al., 2020 ) and situated 

earning ( Tuladhar et al., 2021 ). However, there are fewer stud- 

es on how to bring security to Project Managers and Product 

wners. This is the case although neglect of quality requirements 

including security) is a challenge commonly reported in ASD 

 Behutiye et al., 2020 ; Jarz ̨ebowicz and Weichbroth 2021 ), and al-

hough Product Owners have been found to be a common hin- 

rance for security ( Alsaqaf et al., 2017 ; Terpstra et al., 2017 ).

aneva and Wang (2018) suggested to redefine the role of Prod- 

ct Owners when it comes to security requirements and their pri- 

ritisation, e.g., by having a Product Owner and a security expert 

hare ownership over the backlog. With this article we contribute 
3

ith knowledge on how security professionals can bring security 

o Product Owners. 

Although we study the practices of a security expert, we are 

n this study more interested in what makes the security ex- 

ert’s actions have (or not have) an effect than in identifying a 

ew or improved method or coping strategy for security priori- 

isation. Existing literature documents that a broad set of prac- 

ices can be involved in work with security requirements (see 

erpstra et al. (2017) and Daneva and Wang (2018) for overviews 

f coping strategies for security requirements in ASD). Further, 

here are specific techniques that offer support for prioritisation 

f security requirements. A prominent example is Protection Poker 

 Williams et al., 2010 ), a collaborative risk-estimation game that 

dentifies and ranks security risks related to the features to be 

mplemented in the upcoming iteration. Another is the approach 

y Ionita et al. (2019) that suggest a way to integrate risk as- 

essment with security requirements prioritisation to populate the 

roduct backlog with prioritised security requirements. But de- 

pite availability of such techniques, there is limited knowledge on 

hat coping strategies are most beneficial and why ( Tøndel and 

aatun, 2020 ), and there is still the challenge of being able to make 

ecurity gain priority in practice ( Türpe and Poller, 2017 ). This 

ork contributes with knowledge on what supports and hinders 

rioritisation of security. 

. Research approach 

Our research approach is exploratory. Modern software de- 

elopment can be complex or messy in nature ( Pelrine 2011 ; 

øndel et al., 2020b ) and thus, a plethora of potential influences 

xist. Case studies are suited for in-depth investigation of complex 

ontemporary phenomena where the boundary between context 

nd phenomenon can be unclear ( Yin, 2018 ). A longitudinal case 

tudy allowed for a proper attention to context as well as a thor- 

ugh investigation of a broad set of influences. 

.1. The case 

The research questions call for studying a case with changing 

ecurity prioritisation and with security professionals working to 

ncrease security attention amongst key decision makers. Through 

 research project with several company participants, we had ac- 

ess to a case that matched these needs. The company – sub- 

equently called DevCo – was an SME with about 80 developers 

cross four locations. The main office of the company was in Nor- 

ay and within reasonable travelling distance for the researchers. 

he other locations were in Eastern Europe and in two of the 

ordic countries. They developed software solutions on a contract 

asis, but with the aim to, through these contracts, develop prod- 

cts that could be offered to a broader set of actors within the 

ector in which they operated. Solutions included mobile apps for 

he public, hardware-orientated solutions for real time monitoring, 

nd back-end solutions. In DevCo, development was performed ac- 

ording to Scrum in the main aspects we wanted to investigate 

development in iterations; backlog; Product Owner role respon- 

ible for requirements refinement and prioritisation; autonomous 

eams; etc.) although the environment of the project (e.g., the bid 

rocess and the contracts) was not fully agile. The only central se- 

urity resource was a Security Officer in a 60% position, and the Se- 

urity Officer role was placed in the development department. De- 

Co had some experience on including software security in some 

revious projects and had recently increased their attention to se- 

urity through hiring a Security Officer and establishing a Secu- 

ity Champion role in the development team. Still, DevCo lacked 

ystematic attention to security on the Product Owner and Project 

anager level. 



I.A. Tøndel, D.S. Cruzes, M.G. Jaatun et al. Computers & Security 118 (2022) 102744 

p

t

h

s

s

i

t

w

o

S

j

c

e

a

c

p

t

i

(  

i

h

c

(

A

m

t

o

t

f

w

t

(

s

d

y

t

t

p

p

p

s

s

y

i

c

t

a

u

i

o

o

r

C

w

s

f

a

p

D

e

p

m

t

t

T

r

P

m

f

g

g

c

l

3

A

t

v

d

v

t

s

c

fi

f

a

p

t

w

t

a

e

t

i

a

w

i

p

s

t

w

C

t

a

3

u

n

o

o

(  

T

c

u

s

u

p

t

c

d

r

w

t

At the time of the study, DevCo had just received a big new 

roject – in the following called ProjectAlpha – where the cus- 

omer had more explicit security requirements than what DevCo 

ad experienced before, thus motivating the need to improve on 

oftware security. In ProjectAlpha they were to develop front-end 

olutions for Android and iOS, as well as back-end solutions that 

ntegrated with security solutions from a third party. Not long af- 

er, they started a second big project – ProjectBeta – where there 

as less security push from the customer and where the technol- 

gy was more complex, involving more hardware components. The 

ecurity Officer used the security push from the customer in Pro- 

ectAlpha to start a new initiative, in the following called the Se- 

urity Requirements Initiative. This initiative offered a process to 

licit, document, prioritise, and follow up on security requirements, 

nd ProjectAlpha was its pilot. 

For us, DevCo offered an opportunity not only to study the 

hanging security priorities (RQ1) and the impact of security ex- 

ert initiatives (RQ2). We also considered the case to have charac- 

eristics that we suspected to be common amongst SMEs – mak- 

ng this a relevant case to study in a single-case study design 

 Yin, 2018 ) – at the same time as it was interesting from a theoret-

cal standpoint. We assumed that for SMEs it would be common to 

ave few dedicated security resources, to have some software se- 

urity experience but without a strong software security program 

thus limited software security maturity), and to have established 

SD practices but with challenges to change the larger environ- 

ent surrounding the company to make the full project agile. Still, 

he relatively short distance between security experts and devel- 

pment allowed them to interact regularly and thus study this in- 

eraction. Further, studying an SME made it more feasible to aim 

or an overview of a broad set of influences than what we expect 

ould have been possible with a larger development company –

aking into account the invisibility of security and security work 

 Kocksch et al., 2018 ). 

A further benefit of the case was that two new projects were 

tarting almost simultaneously, allowing us to opt for an embed- 

ed single-case design with each project as a single unit of anal- 

sis ( Yin, 2018 ). Thus, we could study similar interactions and ini- 

iatives in two projects and learn from similarities and differences 

hat would be identified amongst them. However, our main em- 

hasis was on ProjectAlpha as the Security Requirements Initiative 

ilot. In this project the key participants were positive to partici- 

ating in this study and willing to act as interviewees etc., more 

o than in ProjectBeta. According to our embedded single-case de- 

ign we considered each project as a unit of analysis, but we anal- 

sed data from ProjectAlpha first, using an inductive approach to 

dentify influences on security priority and understand the impli- 

ations of the Security Officer and the Security Requirements Ini- 

iative. Then we analysed data from ProjectBeta with a deductive 

pproach, based on the findings from ProjectAlpha. This allowed 

s to study one project in detail (ProjectAlpha) while strengthen- 

ng and extending upon the findings with additional data from an- 

ther project (ProjectBeta) in the same company. 

ProjectAlpha had a duration of around two years. It involved 

ne team where most of the developers were in the Eastern Eu- 

ope office, while the project management as well as the Security 

hampion and the Security Officer were in the main office in Nor- 

ay. The project had two Product Owners. One of them had exten- 

ive understanding of the customer domain and was responsible 

or the front end. The other, sometimes in the following referred to 

s the technical Product Owner (TPO), had a strong technical com- 

etence and had previously worked as a developer/consultant at 

evCo. In addition to Product Owner responsibilities for the back 

nd, the TPO had responsibility for the architecture of the overall 

roduct. The Project Manager of ProjectAlpha was responsible for 

onitoring the contract activities and following up the customer, 
4 
he budget, and the requirements. This Project Manager was new 

o DevCo, and ProjectAlpha was his first main project in DevCo. 

he developers (including the Security Champion) and the Secu- 

ity Officer were part of the development department, while the 

roject Manager and the two Product Owners were in the project 

anagement department. Operations, that were to be responsible 

or operation of the software solution after development, was or- 

anised in yet another department. ProjectBeta had a similar or- 

anisation except that it consisted of more teams, and that the Se- 

urity Champion and the Product Owner was placed at other office 

ocations. 

.2. Data collection 

In the case study, we used multiple methods of data collection. 

s can be seen from the overview given in Fig. 1 , data collection 

ook place between April 2018 and June 2020 and included obser- 

ations, interviews, status updates with the Security Officer, and 

ocumentation of processes and requirements. We opted for such 

aried data collection because we wanted to get a broad view of 

he security prioritisation in ProjectAlpha and get to a rich de- 

cription of this case. Observations allowed us to observe key se- 

urity discussions first-hand, status updates with the Security Of- 

cer and interviews allowed us to collected personal experiences 

rom the main actors, and access to key documentation items such 

s security requirements allowed for direct knowledge about the 

rojects’ requirements and how they were documented throughout 

he project. Data collection was spread out in time throughout the 

hole period of the study, with an emphasis on observations in 

he beginning, interviews towards the first release of ProjectAlpha, 

nd status updates with the Security Officer throughout. To prop- 

rly account for the context, we did not limit data collection to 

he two projects but collected supplementary data from surround- 

ng activities such as department and security guild meetings. We 

imed to observe as many as possible of the scheduled meetings 

here security priorities were to be discussed in ProjectAlpha. For 

nterviews, we recruited four key individuals: the Security Cham- 

ion, the two Product Owners and the Project Manager. These were 

elected due to their involvement in the Security Requirements Ini- 

iative and their influence on project priorities. From ProjectBeta 

e did try to recruit both the Product Owner and the Security 

hampion, however we were only able to get an interview with 

he Security Champion. All data collection was done by the first 

uthor. 

.3. Analysis 

We needed an analysis approach that could help us make good 

se of our multi-method data collection and support us in our 

eed to take a broad view of the situation to identify influences 

n security priorities. We opted for an analysis approach based 

n thematic coding ( Maxwell, 2013 ), Situational Analysis (SA) 

 Clarke et al., 2016 ) and Narrative Analysis (NA) ( Riessman, 2008 ).

hematic coding supported us in categorizing and structuring the 

ollected data into themes. SA and NA, on the other hand, helped 

s identify connections in the data material through analysing the 

ituation as a whole (SA) and through analysing narratives in an 

nfragmented state (NA). Fig. 2 gives an overview of the analysis 

rocess for arriving at the influence categories (RQ1). 

Coding of data was performed in the tool MAXQDA. Although 

he coding approach was inductive, we used categories from the 

onceptual model of Tøndel and Jaatun (2020) to organise the in- 

uctive codes within concepts that had already been identified as 

elevant based on previous studies: the context of the security 

ork including the security posture of the customer, the organisa- 

ion, and the team; the way the security work that was performed, 
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Fig. 1. Overview of data collection (SO = Security Officer, SC = Security Champion, PM = Project Manager, PO = Product Owner, SRI = Security Requirements Initiative). 

Fig. 2. Analysis process for arriving at influences and influence categories. 
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nd; its effect. This helped us get some initial structure to the data 

nd increase overview from the onset. 

As influences on security priorities can be related both to con- 

extual aspects as well as the technique and the effect observed, 

nfluences on the priority given to software security could be found 

ithin all our organising codes. To capture the broad set of influ- 

nces, and at the same time make analysis more manageable, we 

tilized memoing ( Maxwell, 2013 ). For each of the topics "security 

ecisions", "influences", and "impact" we created a longer memo 

here we wrote a summary of all the codes that were related to 

he topic, and we used the functionality of MAXQDA to link rele- 
5 
ant codes to the memos for traceability. We made three versions 

f all these memo types; one (I) based on data from interviews, 

nd two (II and III) based on observations and Security Officer sta- 

us updates – where II considered the start-up phase (Ref. Fig. 1 ) 

nd III the rest of the project. This approach was taken to make 

he analysis more manageable, not taking the full data material 

nto account at once, and to allow for identifying similarities and 

ariations in findings amongst these data sources on key issues 

 Eisenhardt, 1989 ). All research memos were discussed with the 

ecurity Officer of DevCo, and comments from the Security Officer 

o the memos were noted down. Generally, the Security Officer did 
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Fig. 3. Example showing part of the link between one identified influence and coded segments, demonstrating how the identified influences are related to memos that are 

linked to coded segments from the data material that are ordered according to categories from Tøndel and Jaatun (2020) . 
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ot object to the findings in the memos, except for a few minor 

orrections, but sometimes had additional comments and further 

xplanations of phenomena described in the memos. 

From all these nine memos, we extracted influences that low- 

red and increased the priority given to security. This resulted 

n two long lists of influences, subsequently refined and cate- 

orised using the tool MindManager. In this process we compared 

he identified influences and grouped those that were similar into 

efined influences. Finally, we grouped the identified influences 

nto five influence categories that emerged from this categorisa- 

ion process (driving force, visibility, room to manoeuvre, motiva- 

ion, and process match) and developed a definition for each of 

hese categories. Fig. 3 demonstrates how the influences we iden- 

ified through this analysis process can be traced back to coded 

egments. 

To strengthen the results from the study of ProjectAlpha, we 

nalysed data from ProjectBeta and from the surrounding context. 

or this additional material, we performed deductive coding. We 

eliberately looked for data that could dispute our findings from 

rojectAlpha or expand our understanding of the already identified 

nfluences. 

SA and NA were utilised to build a stronger understanding 

bout the identified influences and to reduce the risk of miss- 

ng important influences in our analysis. Constructing a Social 

orlds/Arenas Map ( Clarke et al., 2016 ) for ProjectAlpha helped us 

et an overview of all the collective actors that were to a smaller 

r larger extent influencing the priority given to security in this 

roject. Constructing Positional Maps ( Clarke et al., 2016 ) helped 

s get an understanding of an important underlying debate in 

he data material, that of whether one should rely on software 

raftmanship and everybody taking responsibility for security, or 

hether there should be a central push for security, e.g., through 

rocedural requirements and audits. NA supported us in analysing 

he narratives collected in interviews in an unfragmented manner, 

ooking at the content and the flow of events. We also constructed 

ur own narratives of the evolvement of the Security Requirements 

nitiative based on status updates with the Security Officer, and ob- 

ervations. 
6 
To visualise the flow of events in the collected and constructed 

arratives we created causal networks ( Miles et al., 2018 ). These 

ausal networks helped us understand how states and/or actions 

ere understood as interrelated into sequences. The causal net- 

orks supported us in the refinement of the influences. However, 

heir main importance was in their support for identifying and un- 

erstanding strategies applied by the Security Officer and the un- 

erlying mechanism at play (RQ2). 

. Findings 

Through the analysis we identified a large set of influences on 

he priority given to security, and we organised them into five cat- 

gories ( Fig. 4 ): driving force, visibility, motivation, room to ma- 

oeuvre, and process match. These categories together cover as- 

ects of the individuals, the project, and the company. In the fol- 

owing we provide a definition of each of these categories before 

he following subsections explain the influences observed within 

ach of these categories: 

• Driving force refers to someone who takes initiative and re- 

sponsibility for making software security happen. A negative 

driving force would actively hinder software security. 

• Visibility refers to the degree to which security is visible (seen, 

known about) to stakeholders related to the project. This in- 

cludes the visibility of security to developers in their daily cod- 

ing activities, to project management and top management, to 

the customer, and in the product. 

• Motivation refers to the willingness to focus on software secu- 

rity, as well as the aspects that cause such willingness. Reasons 

for doing or not doing software security, and activities that pro- 

vide such reason would be part of this category. 

• Room to manoeuvre refer to resources and opportunities to 

prioritise software security, and to act accordingly. This might 

include time, budget, competence, etc. 

• Process match refers to the ability to fit the security approach 

into the existing software development process, so that they 
align well. 
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Fig. 4. Conceptual model of influences on security priority (PM = Project Manager, PO = Product Owner). 
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Note that we can see in the data that these five influence cat- 

gories are somewhat related, and we found that some of the in- 

uences could fit more than one category. In such cases, we chose 

he category that was most explicitly linked to the influence. Visi- 

ility plays an important role for motivation, and it was sometime 

ard to distinguish between the two, but we still opted for keep- 

ng both categories as motivation can happen also without visibil- 

ty. Room to manoeuvre and process match can inhibit motivation 

or security, e.g., in cases where these pose limitations for security 

hat are hard to overcome. Driving force is related to motivation 

nd room to manoeuvre, as individuals with a motivation for secu- 

ity and room to take on security tasks are more likely to take on 

esponsibility and push for security. Driving force is also related to 

isibility, as a driving force can contribute to security being more 

isible, and it is related to process match as, e.g., organisational 

tructures can strengthen or limit the potential influence of an in- 

ividual or a role. 

In the following we explain the how the identified influences 

layed out in the study, as well as the strategies used by the Se- 

urity Officer related to these influence categories. Fig. 5 gives an 

verview of the evolution of the Security Requirements Initiative 

hat the Security Officer initiated. 

.1. Driving force 

There were several roles that had a potential influence on the 

riority given to security in this project. Fig. 6 gives an overview 

f these roles, through a social worlds/arenas map created through 

ituational Analysis ( Clarke et al., 2016 ). In this figure, the size of
7 
he oval shapes and their overlap with the main concern (the pri- 

rity given to security in ProjectAlpha) represent our understand- 

ng of the magnitude of their influence. Table 1 provide a descrip- 

ion of their influence. As can be seen from this figure and table, 

he main driving forces for software security were the Security Of- 

cer and the Security Champion. 

For the Security Officer, it was highly useful to have the Secu- 

ity Champion role as a driving force for security within the de- 

elopment team. The Security Officer collaborated closely with the 

ecurity Champion both in performing the activities of the Secu- 

ity Requirements Initiative and in increasing its adoption. At the 

roduct Owner and Project Manager level, however, there was no 

imilar champion role to collaborate with, and the Security Offi- 

er had challenges in being the driving force for security towards 

roduct Owners due to the organisation of the Security Officer 

ole in the development department. The Security Officer’s inter- 

ction with operations was challenging for similar reasons; when 

he Security Officer made effort s to involve operations in Project- 

eta, the Security Officer got the perception that operations viewed 

nteraction with the Security Officer as doing development a 

avour. 

Aspects related to trust and view of responsibility amongst in- 

ividuals and roles influenced the adoption of the Security Re- 

uirements Initiative in ways that were not always easy to pre- 

ict for the Security Officer. When the Project Manager and the 

ess technical Product Owner saw that security was addressed by 

omeone else, this resulted in a less perceived need to take active 

esponsibility for security themselves. Moreover, when the Secu- 

ity Officer arranged security onboarding meetings with develop- 
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Fig. 5. Overview of the stages of the Security Requirements Initiative. 

Fig. 6. Social worlds/arenas map for ProjectAlpha (SO = Security Officer, SC = Security Champion, PM = Project Manager, PO = Product Owner). 
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rs, they got the impression that they had to do security but no 

ne else had to, and they pushed back on this message. 

.2. Visibility 

Both the priority given to security and the visibility of security 

aried throughout the project in a way that indicates that they are 

inked. Fig. 7 shows a generalised view of how the priority given 

o security was depicted in interviews. As shown, it varied in a 

-curve but with some spikes along the way. The drop in the U- 

urve was explained in the following way in one of the interviews 

shortened and paraphrased): We had quite high attention to secu- 

ity in the beginning, as part of planning. And we started development 

ith an aim to do security well and document it well. But then, to- 

ards the middle, some of this had been, maybe not forgotten but at 

east not as prioritised. The focus was on making sure to finish, deliver, 

nd make money on the project. 

This "forgetting" or down-prioritising of security can be ex- 

lained partly by limited visibility of security, as described in 

able 2 . Various triggers for security were important for the spikes, 

ncluding triggers related to requirements, security roles and activ- 
8 
ties such as pentests. This made security visible and on the agenda 

f both the Project Manager and the Product Owner roles. On the 

ther hand, a lack of visibility of security in formal routines low- 

red the attention given to security. 

The Security Officer was active in increasing the visibility of 

ecurity throughout the project, and actively made use of secu- 

ity triggers by arranging security meetings, pushing for secu- 

ity through documentation, and poking about security tasks. Note 

owever that the Security Officer experienced a need to strike a 

alance between reminding key individuals about their security 

asks and respecting that they were pressed for time. 

.3. Motivation 

The drops as well as the spikes in security attention can also 

o some extent be explained by motivational factors. This is out- 

ined in Table 3 . Motivation and view of security varied from team 

o team, and between individuals. In ProjectAlpha, the interaction 

nd relation to the customer was important for the motivation for 

ecurity, as illustrated by the following narrative from an interview 

shortened and paraphrased): We were bound by the requirement 
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Table 1 

Overview of the social worlds/arenas involved and their influence as Driving Force. 

Social world/arena How they influenced the priority given to security (including the battling of challenges) 

Influence in conceptual 

model ( Fig. 4 ) 

Security Resources: 

Security Officer 

• Initiated and followed up the Security Requirements Initiative, arranged meetings and poked 

individuals about security tasks. 

• Later, the Security Officer left the company and a drop in security focus was observed. 

• Had to battle issues with formal authority, as the Product Owners, the Project Manager, and 

operations were not in the development department. 

• It was not scalable to be personally involved in all follow-ups on security. 

+ Involvement of the 

Security Officer 

- Limited authority of the 

Security Officer 

Security Resources: 

Security Champion 

• Supported continuity of security attention in the development teams. 

• More successful when able to present security issues to Product Owners in a way that made them 

understand the costs and the risks and made them able to make an informed decision. 

+ Security Champion role 

in teams 

+ Security Champion able 

to communicate effectively 

with Product Owner 

Developers in the 

project 

• Several developer initiatives for security came in addition to the explicit security requirements from 

the customer. 

• Developers did the coding and made choices on which security mechanisms to apply. 

• Influence on the project management roles because of technical competence. 

+ Developer initiatives for 

security 

Project Management 

(Project Manager, 

Product Owners) 

• Influence through prioritisation and budget, but largely delegated prioritisation to the security 

resources, and to some extent to the developers. 

• Product Owners explained that they relied on the ability of the Security Champion, developers, or 

the Security Officer to bring important security issues to their attention. 

• Viewed as more of a hindrance for security in ProjectBeta, as the Security Champion felt their 

security concerns were not taken seriously by the Product Owner. 

- Unclear responsibilities 

for security 

- The Product Owner as a 

potential hindrance for 

security 

Customer • Indirect influence through the explicit security requirements. 

• Still, it seems security was not that visible in communication with the customer throughout, except 

from occasions such as presentation of security analysis or discussions concerning specific security 

requirements. 

(Indirect influence, thus 

not included as driving 

force) 

3rd Parties (vendors of 

software components 

they had to integrate 

with; security experts 

involved by the 

customer) 

• Technological solutions from 3rd parties could support (or not support) the security requirements, 

thus indirectly allowing for (or hampering) their prioritisation. 

• 3rd parties involved by the customer were perceived as security experts and influenced through the 

security competence they brought and the push they represented toward security. 

(Indirect influence, thus 

not included as driving 

force) 

Management • Management influence was perceived differently by the individuals at DevCo; some perceived a 

support from senior management on spending resources on security, while others explained that 

senior management expected them to do security but did not understand that this had a cost. 

(No clear examples of how 

this influence played out, 

thus not included as 

driving force) 

Operations • Had security competence that could have benefited development and knew how security was 

addressed during operation, but the silo structure limited operation’s involvement during 

development. There were ongoing initiatives to improve that. 

(Potential driving force, 

but not much active in the 

project) 

Fig. 7. Typical timeline drawn in interviews. 
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rom the customer that there should be a security analysis. Thus, we 

orked on that to get a good start. And then, at some point, we pre-

ented this to the customer and their technical consultant. And we 

eceived very good feedback on the work we had done, they were im- 

ressed, had never had software vendors that had that much secu- 

ity focus. And then we got this drop because we got a little compla- 
9 
ent. ProjectAlpha additionally benefited from key individuals with 

 positive view of security, as expressed in the following interview 

uote: "It is a huge difference! In previous projects it has not been, 

et’s say, a first-level thing. It has been delivering of features and en- 

uring customer requirements and then security is some murky stuff

n the bottom that we should take care of if time. But now it has be-

ome something that has to be in place." In ProjectBeta, on the other 

and, there were key individuals which did not seem to be as pos- 

tive towards security. 

One of the strategies used by the Security Officer, was to 

ut attention on the explicit security requirements coming from 

he customer. Further, the Security Requirements Initiative itself 

ushed for security through creating a process for security re- 

uirements elicitation, documentation and follow up, and thus 

as an aim to increase motivation for security. Despite sev- 

ral challenges related to its adoption, we observed strong pos- 

tive effects related to increased security awareness. Intervie- 

ees stated that, to some extent, this awareness spread also 

o other roles in the project, including testers and developers. 

ven meetings that seemed to be quite unsuccessful led to im- 

roved security awareness. It is likely that this increased secu- 

ity awareness had broader consequences in form of more de- 

eloper initiatives for security and less pushback from Prod- 

ct Owners, etc., though we have no clear data to support this 

ausality. 
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Table 2 

Overview of the role of influences related to visibility on the security priority timeline in Fig. 7 . 

Stage in timeline How this was influenced by visibility 

Influence in conceptual 

model ( Fig. 4 ) 

Initial high security 

attention 

• Security analysis was required from the customer in the beginning of the project. 

• The Security Requirements Initiative pushed for the security priorities being made early in the 

project. 

+ Triggers to remember 

security 

Drop in security 

attention 

• The security requirements were less visible than the functional requirements, and this was 

particularly the case for security requirements that were more overarching or unclear, and thus 

hard to demonstrate and test. These requirements were often postponed. 

• A lack of security focus in the Product Owners’ processes (e.g., in form of requirements for security 

analysis or Key Performance Indicators (KPIs) on security) resulted in security work not being 

visible and accounted for. One Product Owner compared security to testing and explained that 

testing was part of the procedures and processes and were part of KPIs, and thus testing was done 

despite time pressure and although the management and Product Owner level often thought that 

testing took too much time. 

• The security work that was done often ended up being quite invisible as well (e.g., only known 

about by developers), and thus did not help build security culture in the same way as if it would 

have been more visible. 

- Requirements that are 

hard to demonstrate and 

test 

- Non-assigned tasks 

- Lack of metrics for 

security in the Product 

Owners’ processes 

- Invisible security in 

decisions 

Some ongoing 

attention, despite the 

drop 

• The Security Officer and the Security Champion roles served as visual reminders of security. This 

could take the form of remembering that there were security tasks to be done when seeing the 

Security Officer in the office, or in case of the Security Champion: "It becomes kind of, we can call it 

security advertisement. You can see that he has to spend hours on security champion work" (as 

explained by one of the Product Owners). 

+ Triggers to remember 

security 

Spikes • In iterations where security requirements were to be implemented, security was more visible. 

• Security requirements that gave visible security (were functional) served more as a trigger for 

security and were easier to give priority, as opposed to more overarching security requirements. 

• Customer interaction on security (e.g., presentations, questions) put security on the agenda of 

Project Managers and Product Owners. 

• Performing an external penetration test increased visibility of security towards the Project Manager 

and Product Owner roles. 

+ Triggers to remember 

security 

+ Security requirements 

that give visible security 

+ External penetration test 

Increase towards 

release 

• Security became visible as part of a need to check whether all the explicit security requirements 

from the contract were fulfilled. 

+ Triggers to remember 

security 
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.4. Room to manoeuvre 

The room to manoeuvre is dependant on resources such as 

ime, budget, and competence. Table 4 shows how these resources 

nfluenced the priority given to security. Of particular importance 

or getting ongoing priority were the dedicated security roles that 

epresented time and budget for security, as well as competence. 

n the other hand, the strong time pressure experienced – espe- 

ially by Product Owners – represented a major hindrance for giv- 

ng priority to security. 

The Security Officer experienced that time pressure led to a 

esistance to take on security tasks, and used several strategies 

o address this resistance (focusing on security requirements from 

he customer, splitting into smaller tasks, pushing security through 

ocumentation and meetings, and poking about security tasks). 

rogress was difficult as it relied on Product Owners who did not 

ave security as part of their procedures and did not have time for 

dditional tasks. This issue was difficult for the Security Officer to 

ddress, as it depended on the overall project load and the con- 

racts with the customer. Thus, adding security to the beginning 

f the project was not early enough, one needed to also consider 

he bid process (and this was now no longer an option). To further 

mphasise this need, it turned out that some of the security re- 

uirements stemming from the bid process of ProjectAlpha did not 

ake much sense and were costly to address, and thus had to be 

enegotiated. 

Regarding competence, the Security Officer supported learn- 

ng between projects. Further, the activities and meetings initi- 

ted as part of the Security Requirements Initiative increased se- 

urity awareness and competence. Note however that the individ- 

als most involved in the Security Requirements Initiative had pre- 
g

10 
xisting technical security competence, something that may have 

imited the potential effect of competence building on security. 

.5. Process match 

Table 5 explains the influences identified related to the match 

ith the process of the Product Owners, the developers, and the 

verall culture of DevCo. The Security Requirements Initiative was 

iewed as an addition to existing processes, largely related to doc- 

mentation, and as lacking integration with the processes of the 

roduct Owners. 

The Security Officer experienced several challenges when it 

ame to integrating the Security Requirements Initiative into the 

rocesses of DevCo. As seen in Fig. 5 , in the early stages it was

mportant for the Security Officer to get overview of the secu- 

ity requirements to prepare for getting Product Owners involved 

n prioritisation. There was however a trade-off between present- 

ng good quality security requirements documentation and getting 

arly involvement from Product Owners on security. Throughout, it 

as challenging to find a way to structure the security documen- 

ation so that it was more usable for the Product Owners, and still 

rovided overview for the Security Officer. 

To improve the Security Requirements Initiative, interviewees 

uggested both to have more formal procedures for security and 

o have everybody take on more responsibility for security with- 

ut having to add a lot of extra overhead. To explore these po- 

ential axis of integration and responsibility, Fig. 8 uses Situational 

nalysis and its Positional Map ( Clarke et al., 2016 ) to span out 

he practices that were applied in the project or that were pro- 

osed by interviewees. The adopted approach to have a separate 

onfluence page for security requirements represented a less inte- 

rated approach than what was suggested by some interviewees, 
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Table 3 

Overview of the role of influences related to motivation on the security priority timeline in Fig. 7 – note that as ProjectAlpha and ProjectBeta experienced main differences 

when it comes to security motivation, Table 3 represent findings from ProjectAlpha unless otherwise specified. 

Stage in timeline How this was influenced by motivation 

Influence in conceptual 

model ( Fig. 4 ) 

Initial high security 

attention 

• Having to go through the explicit security requirements from the customer increased understanding 

on what to deliver on security and increased motivation to do a good job on security. 

• Presentation of the security analysis to the customer led to a motivation to do a good job on this 

analysis. 

+ Explicit security 

requirements from 

customer 

+ Customer interaction on 

security 

Drop in security 

attention 

• They experienced perceived trust from the customer on security. Throughout, customer meetings 

emphasised the showing of functionality. 

• The motivation for security was reduced when security was not explicitly required in procedures or 

in requirements and were not audited. This especially became a motivational challenge in 

combination with security tasks that delayed development. 

• In ProjectBeta, the Security Champion experienced a Product Owner with a view of security as cost 

without real gains. Thus, the motivation to spend time on upgrading the security of an already 

working solution was low, and the approach to security became more reactive. 

- Trust from the customer 

on security 

- Focus on showing 

functionality 

- Security is not explicitly 

required and not audited 

- Security tasks that delay 

development 

- View of security as costs 

without real gains 

Some ongoing 

attention, despite the 

drop 

• Security was viewed as something that had to be in place and was discussed as something that 

could be beneficial for future sales and solutions. 

• Security experts were in the loop on the customer side and the project had to interact with these 

experts: "Of course, when you have good people on the other side then you want to deliver good work 

too. (…) And I use them, (…) ask questions." 

• The need for integration with solutions from 3rd parties, and thus the need to secure that 

interaction, increased the perceived need for and the motivation to handle security. 

• GDPR represented a push and motivation for security, and requirements related to GDPR came up 

in the observed meetings. 

• Security aware Product Owners knew that the customer needed security, even if it was not 

explicitly stated or if it was not pushed for in the same way as features. However, it could be 

challenging for Product Owners to balance what the customer explicitly stated as requirements 

with what the Product Owner knew the customer needed to have in addition to that (e.g., security). 

+ Third-party security 

experts 

+ Integration with 3rd 

parties 

+ Product Owner sees the 

need for security 

+ Security viewed as 

something that has to be 

in place 

+ Beneficial for future 

sales or solutions 

+ GDPR 

Spikes • Customer interaction on security (e.g., presentations, questions) increased the motivation to do a 

good job on security. 

+ Explicit security 

requirements from 

customer 

+ Customer interaction on 

security 

Increase towards 

release 
• There was a need to check that all the promised security had been delivered. Meetings were 

arranged to discuss this. 

• The need to document the system, including the security, could motivate for and put attention on 

security. Such documentation could, e.g., be part of release notes for customers or operations. 

+ Explicit security 

requirements from 

customer 

+ Need to document the 

system, including the 

security 
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amely, to have security more integrated into Jira and have it han- 

led as any other requirement. However, having a separate Conflu- 

nce page for security eased overview and follow up by security 

xperts external to the project, thus supporting an approach with 

ore central control in form of procedural requirements and secu- 

ity audits. The Security Requirements Initiative however struggled 

ith limited formal authority in procedures and thus, in practice, 

ecame quite reliant on individual initiative in a context where se- 

urity was largely seen as an addition. 

.6. Influence interactions 

Note that it was the combination of the influences that re- 

ulted in the changing security priorities in the projects. In each 

ituation, several influences were present simultaneously and to- 

ether contributed to or hindered the prioritisation of security. In 

he following we provide two examples of narratives from inter- 

iews (shortened and paraphrased) that illustrate how different in- 

uences could play together and lead to a certain security prioriti- 

ation. Both narratives come from ProjectAlpha. 

The first example concerns how the development team and its 

ecurity Champion responded to a customer requirement on secu- 

ity: We found that one of the things the customer had suggested was 

ot easy to do, and it did not help much with security. In previous 
11 
rojects, I had wanted to implement an encryption solution and, be- 

ause of this requirement, considered this project an opportunity to 

o through with it. I brought the issue up with the other developers 

sing Slack, and the others agreed to this solution. Then we just did 

t without involving anyone else. What we implemented is something 

hat gives good security. However, it is probably only us developers 

hat know it has been done as it is not documented anywhere. 

This example shows the importance of developers and the Se- 

urity Champion as driving forces for security, and the importance 

f their motivation (want to implement encryption) and room to 

anoeuvre (skills and time) that allows them to identify and im- 

lement security solutions. In this case, the process match was re- 

ated to their ability to do this security improvement within their 

urrent process without involving other decision makers. The secu- 

ity requirement from the customer sparked the visibility of the is- 

ue and contributed to the opening ( motivation ) to go through with 

t, despite the customer requirement not being considered a good 

ne. The resulting challenge related to visibility is not a challenge 

or security prioritisation regarding this particular security solution 

ut may represent a missed opportunity to increase visibility more 

enerally and thus influence security prioritisation more broadly. 

The second example concerns a security weakness identified by 

he development team and the technical Product Owner and their 

ecision on how to address this weakness: We identified a potential 
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Table 4 

Overview of the role of influences related to room to manoeuvre. 

Resource How this influenced the priority given to security 

Influence in conceptual 

model ( Fig. 4 ) 

Time and budget • The Security Champion and Security Officer roles had pre-allocated time to work on security tasks. 

• Product Owners already had a high workload with limited possibility to take on more tasks. It was 

challenging for them to find time to work on the security requirements. 

• Product Owners explained that short deadlines led to a strong pressure to start development 

immediately but, at the same time, because of the fixed contracts it was essential to get security in 

before development started. Thus, security ended up requiring a delay in development that there 

was no room for. 

• Short deadlines put a lot of pressure on Product Owners who were often involved in several 

projects at the same time, all at different stages. Thus, when the Security Champion later became a 

Product Owner he found himself "surprised that I am not performing better than those that were 

Product Owner s while I was Security Champion and developer". 

+ Dedicated budget and 

roles for security 

- Time pressure in/around 

the project 

- Product Owner with 

limited time 

- Short deadline and fixed 

contract 

Competence • The influence of the Security Officer was dependant on the Security Officer’s ability to understand 

the technology of the projects, and thus was stronger in ProjectAlpha than in ProjectBeta where the 

Security Officer was less able to understand the system under development. 

• Both the Security Officer and the Security Champion roles contributed to the availability of arenas 

to exchange experiences between projects on security. This happened through the Security Guild 

that allowed for discussions amongst all Security Champions and through the Security Officer being 

involved in a broad set of projects. 

• The security in the development projects was highly dependant on the security awareness and 

competence of the developers, as they were creating their own security initiatives. Security 

competence and awareness varied greatly amongst the development teams of DevCo, and amongst 

Product Owners. 

• Security competence is important to perform security activities well. ProjectAlpha experienced that 

in meetings it was challenging to rank risk, a task that required broad security competence, and it 

could be difficult to know which security requirements were most important. 

• With few individuals with security competence, these became a bottleneck. 

• More complex projects put stronger demands on competence. Security seemed to suffer in 

ProjectBeta which was more complex both in terms of technology and team structure. 

+ Security Officer able to 

understand the system 

well 

+ Arenas to exchange 

experiences 

+ Security awareness and 

competence of individuals 

- Team with limited 

security competence/ 

awareness 

- Product Owner / Project 

Manager with limited 

security competence 

- Challenging to rank risk 

- Limited number of 

people with technical 

security competence 

- Complex project and/or 

technology 

Table 5 

Overview of the role of influences related to process match. 

Process How this influenced the priority given to security 

Influence in conceptual 

model ( Fig. 4 ) 

Product Owners’ 

process 

• Security was viewed and represented as an add-on having separate documents in the tender, and 

separate Confluence pages and procedures. 

• Suggestions for tighter integration included having security as a requirement in Jira at the same 

level as other requirements (e.g., as part of Definition of Done), and including security into the 

Product Owners’ procedures to ensure security activities were done for all projects. 

• Following up of the security analysis was not part of the process and there were thus no 

procedures in place to ensure that the analysis led to improved security in practice. 

• Security activities were seen as “developers’ job”. 

- Security viewed and 

represented as an add-on 

- Security not explicitly 

part of Product Owners’ 

procedures 

- Follow up of security 

analysis is not part of the 

process 

Development process • Security requirements and concerns that were easy to solve and were easy to implement by 

developers without asking for permission to spend extra resources and time, were generally 

addressed. 

• Security was to some extent viewed as documentation and talked about as "spending a day to 

document the security around that function" . This documentation was difficult to integrate with an 

agile way of working and was considered to "use up lots of time". 

• Teams already found themselves drowning in detail in Jira and security documentation just added 

to this already existing overload of information. 

+ Easy to implement by 

developers without asking 

for permission 

- Security viewed as 

documentation 

- Security documentation 

was overwhelming 

Culture • Some interviewees pointed to the role of habit, as they were generally not used to working with 

security this systematically. 

• Interviews and observations called for closer collaboration between development and operations 

and suggested that this could bring benefits for security due to the security competence and 

awareness of operations staff. 

- Habit/way of working 

does not include security 

- Lack of culture for 

involving operations 
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ecurity weakness. This weakness is not something we consider a ma- 

or issue but is still something that could open up for some potential 

ttacks. Several suggestions for handling this issue came up and were 

iscussed. We settled on accepting the weakness but identified ways 

o address this in operations. I am however not sure if we ended up 

haring these considerations and the suggestion for a solution with 

perations. 
12 
This example also shows the importance of developers as driv- 

ng force for security, including their motivation and skills ( room to 

anoeuvre ). The team was capable of identifying the issue, assess- 

ng its importance, evaluating alternative solutions, and reaching a 

ecision. However, limited visibility of the decision and organisa- 

ional silos ( process match ) likely hindered the decision to be fol- 

owed up on in practice. 
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Fig. 8. Positional Map showing how the practices of ProjectAlpha and the suggestions for improvements brought up in interviews can be placed according to the axis of 

integration and responsibility. 
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. Related work 

We are not aware of other studies that aim to understand in- 

uences on security priority through studying industrial projects 

n depth. Thus, our study represents new knowledge on what 

upports and hinders prioritisation of security in practice. There 

re however some related studies that identify challenges, triggers 

nd barriers, or coping strategies related to security requirements 

nd security prioritisation more broadly, disconnected from a par- 

icular project. Terpstra et al. (2017) studied practitioners’ post- 

ngs on LinkedIn to understand what contextual factors practition- 

rs perceive as challenging when it comes to security require- 

ents in ASD. They identified 21 concepts that indicated prob- 

ems and 15 coping strategies. Tøndel et al. (2017) studied soft- 

are security practices of public companies to understand how 

o take a risk-centric approach to software security. They identi- 

ed triggers and barriers for software security activity. Daneva and 

ang (2018) studied documented security requirements engineer- 

ng frameworks for ASD, that were known to be used in practice, 

nd identified 46 coping strategies. As can be seen from Table 6 , 

hese match well with the influence categories we identified in 

ur study, indicating that the conceptual model of influences on 

he security priority that came out of our study is relevant more 

roadly. Further it builds confidence in the findings in this study. 

his confidence is further strengthened as these influence cate- 

ories are widely present also in the broader secure software en- 

ineering literature. 

Driving force is related to championing, and in literature the 

ole of Security Champion ( Antukh, 2017 ; Jaatun and Cruzes, 2021 ) 

tilises that terminology. In this case study, we consider champi- 

ning in the context of a broader set of roles ( Kocksch et al., 2018 )

nd include championing that is not formally recognised and made 

isible (e.g., developer initiatives for security). As a cross-cutting 

oncern, security requires "intertwined and distributed responsi- 

ilities, often crossing organizational, professional or even legal 

oundaries" ( Kocksch et al., 2018 ). At the same time, unclear re- 

ponsibilities ( Kocksch et al., 2018 ) can be a hindrance for effective 
13 
ecurity work. Literature has shown a great potential for security 

xperts to increase developers’ sense of responsibility for security 

hrough their interaction ( Xiao et al., 2014 ; Palombo et al., 2020 )

ut has also pointed to challenges in this relation ( Ashenden and 

awrence, 2016 ; Tøndel et al., 2020c ; Weir et al., 2020b ) and the

ossibility of having the opposite effect if developers feel judged or 

ecurity becomes a hurdle ( Ashenden and Lawrence, 2016 ). Product 

wners have been identified as a potential hindrance for software 

ecurity being prioritised ( Terpstra et al., 2017 ; Alsaqaf et al., 2019 ).

Regarding visibility , literature points to the potential invisibil- 

ty of security in technology and in the development work. Secu- 

ity has some inherent aspects that can make it invisible in devel- 

pment. For instance, security vulnerabilities rarely affect normal 

se, and thus “tend to remain invisible until one specifically looks 

or them” ( Türpe, 2017 ). Security can be considered a type of care 

ork, and care is generally "not a task in itself" ( Kocksch et al., 

018 ). The common oscillations between security and insecurity 

 Kocksch et al., 2018 ) gives security a transitory and changing ap- 

earance, and the bigger concept of software quality is considered 

fuzzy" in software development ( Karhapää et al., 2021 ). In periods 

f time pressure, visual cues in the workplace can be one of several 

trategies to increase the likelihood that security is remembered 

 Chowdhury et al., 2020 ). Further, previous studies found that it is 

mportant to have security as an explicit requirement, rather than 

mplicit ( Bartsch, 2011 ; Poller et al., 2017 ; Terpstra et al., 2017 ). 

When it comes to motivation, security requires ongoing com- 

itment, as one is dealing with "a never-ending cycle of leak 

nd fix" where security weaknesses may spark security work and 

here effort s to increase security can lead to new insecurities 

 Kocksch et al., 2018 ). This commitment cannot be confined to 

pecific roles. According to Viega (2020) , software vendors need 

utside pressure to do a good job on security. This is supported 

y Xie et al. (2011) , identifying customer concerns, government 

egulations, and organisational policies as factors that motivate 

r constrain security. Security can be hard to sell as a business 

alue and people can "drop security because they perceive it a 

ght not worth fighting" ( Terpstra et al., 2017 ). The most cited 
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Table 6 

Mapping of influence categories to influences identified in related studies (for Terpstra et al. and Daneva and Wang, the numbers in the table are the same IDs that 

are used in their papers respectively; a (-) represents a problem or barrier, a ( + ) represents a trigger or coping strategy). 

Influence category Terpstra et al. (2017) Tøndel et al. (2017) Daneva and Wang (2018) 

Driving force (-) The product owner can be a hindrance 

(C13, 15) 

(-) Unclear responsibilities. 

(-) Architects do not take on 

responsibility. 

( + ) Add security champion, security 

master, etc. (S19, 22) 

Visibility (-) Security requirements that are poorly 

defined (C8). 

(-) Security is forgotten (C7, 18). 

(-) Rely on tacit knowledge (C17). 

( + ) Use cross-functional streams to not 

forget (S13) 

( + ) Check, review (S14–15) 

( + ) Security included as user stories ( + ) Document security requirements, 

security debt, decisions, etc. (S1–3, 6–8, 

13, 16, 38, 41) 

( + ) Monitor, test, review, certify (S31, 33, 

37, 39) 

Motivation (-) Unclear business 

value (C1, 3). 

(-) Low customer priority (C6). 

(-) Fight not worth fighting (C4). 

(-) Developers do not care (C11). 

( + ) Use regulation to justify requirements 

(S7). 

( + ) Ensure product owner support (S12). 

(-) Security viewed as primarily a 

technical issue. 

(-) Limited interest from architects. 

(-/ + ) Risk perception. 

( + ) Legal requirements. 

( + ) Errors made. 

( + ) Security made the project interesting. 

( + ) Security stakeholder in the team 

translates security requirements into 

business value (S20). 

( + ) Own security requirements (S32). 

( + ) Discuss the risk to the business (S43). 

Room to 

manoeuvre 

(-) Cost because of expert involvement 

(C2). 

(-) Limited knowledge amongst 

developers (C11–12, 20) and product 

owners (C14). 

( + ) Add security expert to team (S9) 

( + ) Educate and raise awareness (S10–11) 

(-) Time pressure. 

(-) Limited competence and awareness 

(procurers, developers), and limited 

training. 

( + ) Budget for security. 

( + ) Allocate time (S4) 

( + ) Add security roles to the team (S21, 

23) 

( + ) Use risk analysis to build awareness 

(S26) 

( + ) Virtual security group (S27) 

( + ) Training (S28–30) 

( + ) Approve/ban tools/functions (S35–36) 

Process match (-) Late security requirements (C9). 

(-) Planning sessions without quality 

stakeholders (C10). 

(-) Organisational structure (C21). 

(-) Limitations of agile (C19) and its 

implementation (C16). 

( + ) Integrate security requirements (S1, 

3–6) 

( + ) Include security in estimates (S2) 

(-) Contractors responsible – limited 

follow up. 

(-) Agile development. 

(-) CISO not able to follow up 

( + ) New product. 

( + ) Integrate security requirements (S1–3, 

6–8, 17) 

( + ) Integrate security activities (S9–10, 

12, 15, 40, 42) 

( + ) Have periodic security sprints (S5) or 

a sprint security bucket (S11, 18)) 

( + ) Have security experts take part in 

prioritisation (S24–25) 

( + ) Let security specialists use the same 

whiteboards/ as the team (S34). 

( + ) Security control posts in the process 

(S44–45). 

( + ) Hybrid security and functionality 

testing (S46) 

Other (-) Different people prioritise security 

differently (C5). 

(-) Balancing security with other needs 
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easons for not paying off technical debt have been found to be 

ow priority, lack of organisational interest, focusing on short term 

oals, and cost ( Freire et al., 2020 ). A view of security as an ad-

ition (not part of working software) and extra cost ( van der 

eijden et al., 2018 ) or a view of security as a hygiene-factor 

where meeting security requirements will not result in positive 

eedback) ( Loser and Degeling, 2014 ) can reduce motivation for 

ecurity. 

As for room to manoeuvre , literature supports the im- 

ortance of time, budget, and competence. Time pressure is 

 well-documented challenge for security work ( Bartsch 2011 ; 

oller et al., 2017 ; Alsaqaf et al., 2019 ; Behutiye et al., 2020 ;

howdhury et al., 2020 ). Software security work can represent 

ubstantial effort ( Venson et al., 2019 ). A recent study of human 

ybersecurity behaviour ( Chowdhury et al., 2020 ) confirmed the 

nfluence of time pressure, and identified six patterns of non- 

ecure behaviour stemming from time pressure: avoiding, bypass- 

ng, disclosing, disregarding, influencing, and over-relying. Further, 

ecurity is a specialized competence involving complex reasoning 

 Türpe, 2017 ). It involves the idea of an attacker, something that 

equires developers to think "outside the box" ( Weir et al., 2020b ). 

t is unrealistic to expect the average developer or Product Owner 

o be a security expert ( Viega, 2020 ). Training has been identified 

s a pilar for security requirements integration in ASD ( Türpe and 

oller, 2017 ; Daneva and Wang, 2018 ). 
t

14 
Regarding process match, several works point towards the 

eed for alignment with the development processes ( Türpe and 

oller, 2017 ; Daneva and Wang, 2018 ; Tøndel and Jaatun, 2020 ), 

xemplified by the following quote: "in order to succeed, ap- 

roaches to encourage and anchor security work in a development 

etting must be aligned to the setting’s defining organizational as- 

ects" ( Türpe and Poller, 2017 ). Companies need to balance agility 

ith the need to produce extra artefacts, perform additional ac- 

ivities, and have additional roles ( Daneva and Wang, 2018 ). Pre- 

ious literature points to the need for setting up the company to 

roperly react to and handle quality requirements ( Olsson et al., 

019 ), and identifies challenges of integrating security and other 

uality aspects into ASD ( Oueslati et al., 2015 ; Alsaqaf et al., 2017 ;

ehutiye et al., 2020 ). 

. Discussion 

The conceptual model of influences on security priority repre- 

ents a way to approach how an ASD project and its context sup- 

orts software security getting prioritised. For security profession- 

ls, the influence categories can be used to assess the situation in 

nd around a project to consider the need for follow-up and select 

 strategy that matches the situation of a project. In the following 

e build on the influences identified in Section 4 and highlight 

he main lessons learned for each influence category. These have 
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Fig. 9. Recommendations for security experts for each of the influence categories, based on experiences from this case. 

Fig. 10. Positional Map showing positions that can be taken related to placement of responsibility for security and level of integration of security into development. The 

emphasis is on potential consequences of the various positions for security. 
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een identified by considering Tables 1–5 as well as the experi- 

nces made by the Security Officer, extracting the key takeaways. 

ig. 9 gives an overview of our recommendations for what security 

xperts should take into consideration for each of the identified 

nfluence categories. 

The suggestion for process match, that companies consider 

hether to go towards an emerging or prescribed approach to soft- 

are security, is related to Fig. 10 . This figure is a more general

orm of the Positional Map already presented in Fig. 8 , and we 

se it to provide our understanding of what certain positions in 

he map would entail. In an emerging approach, security is fully 
15 
ntegrated with the way of working and everybody takes responsi- 

ility for security (upper-left). In a prescribed approach, one relies 

n procedures and separate follow-up on security (lower-right). It 

s unclear what would be the added benefit of combining pro- 

edures with fully integrated security (upper-right) although this 

eems to be called for to some extent in the data material. Both 

merging and prescribed approaches to security have their merits, 

nd can be combined, e.g., as captured by the term ambidextrous 

ecurity ( Cruzes and Johansen, 2021 ). However, although software 

ecurity approaches can find themselves on a continuum between 

eing prescribed and emerging, these approaches are to some ex- 
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ent in conflict – as experienced in our study and as also pointed 

ut by Jarz ̨ebowicz and Weichbroth (2021) . They state that some 

f the documentation practices related to non-functional require- 

ents in agile software development are mutually contradictory; 

ou cannot both have separate documentation techniques for non- 

unctional requirements and document them in the same way and 

ogether with functional requirements. 

Note that in this study we have not investigated the influence 

f ASD on the priority given to security, although we place our 

tudy in the context of ASD. While literature documents challenges 

o software security in ASD, priority of quality aspects such as 

ecurity is challenging also outside of ASD ( Blaine and Cleland- 

uang, 2008 ). Security professionals need to deal with the chal- 

enges of getting security prioritised regardless of whether the 

hallenges are caused by ASD or are more general. Still, we spec- 

late, based on Fig. 10 , that an emerging approach is particularly 

elevant with ASD. For SMEs with limited central security exper- 

ise, it may also be the only viable option. 

We view the influence model presented in this article as an 

mportant complement to existing maturity models for software 

ecurity, such as BSIMM and OWASP SAMM, that are more activ- 

ty orientated, and favours documented processes. We do not op- 

ose using BSIMM or OWASP SAMM for agile development – on 

he contrary we have used BSIMM in previous work ( Jaatun et al., 

015 ; Jaatun, 2017 ). Both BSIMM and OWASP SAMM give an 

verview of activities that should be considered by software de- 

elopment projects. However, based on our use of BSIMM with 

MEs doing software development, it is our impression that the 

ull set of activities offered can be quite overwhelming and that it 

s hard for an SME with limited central resources dedicated to se- 

urity to get to a point where such security activities are integrated 

nto the work processes. Further, agile principles point to "Individ- 

als and interactions over processes and tools", "Working software 

ver comprehensive documentation", "Customer collaboration over 

ontract negotiation", and "Responding to change over following a 

lan" ( Beck et al., 2001 ). Although this clearly does not mean that

SD calls for no processes or no documentation, it still points to 

 need to consider other options. Self-managed and autonomous 

eams are important in ASD, and as was illustrated in Fig. 10 , it

s possible to opt for a more emerging approach to software se- 

urity where more responsibility is given to the teams. However, 

his calls for other ways to assess projects for security and support 

hem in their security work, and this work represents one step in 

hat direction. 

The influence model identified in this study come from the 

tudy of a case that would be placed in the more undesirable lower 

eft quadrant of Fig. 10 . One should expect that the influences 

ould have been different if the studied case had fitted elsewhere 

n this Positional Map. Thus, despite broad support in literature for 

he identified influence categories, more research is needed to get 

o a model of influences that we can consider to be generally ap- 

licable. We speculate that having a model of influences for secu- 

ity priority in ASD projects is more important for organisations 

iming for an emerging approach to software security, and thus 

tudies should be performed for such organisations. 

. Threats to validity 

In the following we discuss our study in relation to the valid- 

ty criteria that have been recommended for case studies within 

oftware engineering ( Runeson and Höst, 2009 ; Yin, 2018 ). 

.1. Construct validity 

Construct validity can be defined as the “accuracy with which 

 case study’s measures reflect the concepts being studied”
16 
 Yin, 2018 ). This study is concerned with the concept of security 

riority. Through identifying what influences the priority given to 

ecurity in an ASD project, it contributes to operationalising what 

ecurity priority can mean in this context. 

According to Sjøberg and Bergersen (2021) , threats to construct 

alidity can be divided into three categories: inadequate defini- 

ion of the concept, construct underrepresentation, and construct- 

epresentation bias. Literature did not offer us a theory of soft- 

are security priority to build on in our study. However, literature 

ffered descriptions of security work as cross-cutting and fuzzy 

 Türpe, 2017 ; Kocksch et al., 2018 ; Karhapää et al., 2021 ), and iden-

ified a broad set of challenges to security in ASD ( Inayat et al.,

015 ; Oueslati et al., 2015 ; Khaim et al., 2016 ; Alsaqaf et al.,

017 ; Behutiye et al., 2020 ; Jarz ̨ebowicz and Weichbroth, 2021 ). 

hus, in the design of the case study we were deliberately broad 

nd open in our view of what security priority could look like 

nd what could influence the security priority. We aimed to en- 

er the interviews and observations and our study of documen- 

ation with an open mind. In observations we noted down as 

uch detail as possible – to reduce risk that we missed impor- 

ant aspects whose significance we did not understand at the 

ime of observation. The use of Situational Analysis ( Clarke et al., 

016 ) supported us in taking in the totality of the case and all 

ts elements. Thus, we did address the threat of construct un- 

errepresentation and construct-representation bias in our design, 

hile there remains a risk of inadequate definition of the con- 

ept; ’security priority’ was difficult to define and thus difficult to 

easure. 

Additional strategies important to support construct validity 

as our prolonged involvement with DevCo, the use of triangu- 

ation in data collection and analysis, the involvement of the Secu- 

ity Officer of DevCo in discussing the findings, and the opportu- 

ity given to DevCo representatives to review the initial research 

eport. This way, we ensured that the concept of security priority 

as addressed from different angles and over time, and that our 

nderstandings as researchers reflected the understanding and ex- 

eriences of company representatives. 

.2. Internal validity 

Internal validity considers the “strength of the causal or other 

how” and “why” inferences made in a case study” ( Yin, 2018 ). 

trategies supporting internal validity in qualitative studies include 

hick and context-rich descriptions, triangulation, linking results 

o prior or emerging theory, identify areas of uncertainty, seeking 

egative evidence, considering rival explanations, and original par- 

icipants finding the conclusions accurate ( Miles et al., 2018 ). In 

his study we have made use of all these strategies. Further, our 

nalysis approach supported us in identifying similarities as well 

s discrepancies in the data, as we in turn focused our analysis ef- 

orts on different parts of the data material. Note that though we 

ade effort s to look for discrepant evidence and question our find- 

ngs, we did not find much. In the following we point to the main 

otential biases we have identified. 

We collected the perspectives of individuals in different roles 

nd with different levels of competence on security. There are 

owever several additional actors whose voices we did not seek 

ut in data collection but that could have given valuable insights 

nd perspectives. Examples are developers, managers, testers, and 

perations. 

Our close collaboration with the Security Officer, both during 

ata collection and analysis, was a strength and a weakness in our 

tudy. As we gained access to the case through the Security Offi- 

er and collaborated closely with the Security Officer throughout, 

here was a threat of us favouring the Security Officer perspective 

nd being seen as too strongly linked with the Security Officer. We 
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ere concerned that this could lead to a potential unwillingness 

o share information with us in interviews. Thus, in interviews we 

rought up these issues in the beginning, as part of going through 

 data consent form, and made the interviewees aware that infor- 

ation they shared in the interview could be withheld from the 

ecurity Officer. However, none of the interviewees expressed any 

oncerns related to us sharing information with the Security Of- 

cer, and in our impression, talked quite freely also about their 

hallenges. This made us conclude that our strong relation with 

he Security Officer was viewed positively, increasing our potential 

ontribution to the work in the company, and increasing their trust 

n us as researchers. 

It is likely that our presence as researchers influenced the 

roject we studied. At the very least, it is likely that our pres- 

nce worked as a visual cue to consider and talk about security 

ssues. To make us aware of and reflect on our influence as re- 

earchers on the case, we specifically included this as a point in 

he observation template. Thus, for every observation the first au- 

hor wrote about how she may have influenced what she observed, 

nd this regular reflection enabled us to take this aspect into 

ccount in data collection and analysis. In interviews, our influ- 

nce as researchers was probably even larger, as we together with 

he interviewees steered the conversation and were co-creators 

n the narratives that came out of the interviews. However, we 

ere aware of our influence and took measures, in the creation 

f the interview guide and during the interviews themselves, to 

reate an atmosphere of trust and allow the interviewee to talk 

reely about their experience related to specific examples of their 

hoosing. 

.3. External validity 

External validity concerns the "extent to which the findings 

rom a case study can be analytically generalized to other situa- 

ions that were not part of the original study" ( Yin, 2018 ). Some

articulars of the studied case may have led this case to expe- 

ience different influences than what would be present in most 

ther development projects. Regarding Driving force, it is likely that 

ifferent influences would have been observed if there had not 

een a Security Champion in the team, and if the Security Offi- 

er had not been placed in the development department. When 

t comes to Visibility , different influences might have been expe- 

ienced if, e.g., security had been part of procedures at the Prod- 

ct Owner level. Regarding Motivation , the security push from the 

ustomer and the third-party security experts involved on the cus- 

omer side in ProjectAlpha will not be present in all development 

rojects – and was not present in ProjectBeta. For Room to manoeu- 

re , the need to compete for projects in a bid process contributed 

o challenges regarding time and budget for security. This may be 

ifferent for other types of projects. Further, interviews revealed 

hat the Product Owners were particularly pressed for time during 

he period of the study because of several big projects in paral- 

el. And finally, for Process match , there was a lack of culture for 

nvolving operations and security was not fully part of their pro- 

esses. They were also already being overloaded with documenta- 

ion in Jira. This may not be the case for other projects, though 

e hypothesise that many projects could experience similar 

hallenges. 

To support external validity, we have aimed for a thick descrip- 

ion to support readers in judging whether the reported results are 

elevant for other contexts. Furthermore, we show how our results 

onfirm the results from previous studies (see Section 5 ). This need 

or a thick description however had to be balanced with the wish 

or anonymity from the studied company. Norway is a small coun- 

ry, thus too many details could easily jeopardize this anonymity. 
17 
.4. Reliability 

Reliability can be defined as the "consistency and repeatabil- 

ty of producing a case study’s findings" ( Yin, 2018 ). Throughout 

e kept an overview of all data collection activities and interac- 

ion with the case. In data collection, we emphasised the collec- 

ion of detailed data, recording and transcribing all the interviews 

nd making thorough observation notes. We kept an analysis jour- 

al and used several techniques in analysis to ensure a thorough 

onsideration of all the evidence. Findings were validated with the 

ecurity Officer of DevCo. 

. Conclusion 

In this article we have reported on the findings from a longitu- 

inal case study that gives insight into the strategy used by one se- 

urity professional in an SME to influence the priority assigned to 

ecurity in software development projects in the company. Based 

n the study of this case we have identified influences on the 

riority given to security in the development projects, as well as 

ade recommendations for security professionals who want to in- 

rease key decision makers’ attention to security. With this work 

e complement existing maturity models that are activity orien- 

ated with a model of influence categories giving an overview of 

haracteristics of situations that can influence the priority given to 

ecurity. 

For practitioners, this study offers knowledge of potential in- 

uences on the priority given to software security in ASD. This 

nowledge can be used to assess which ongoing development 

rojects need to be given particular attention to increase the 

hances that software security is adequately addressed through- 

ut. Further, this assessment considers that projects may do well 

n security despite a lack of formal procedures or processes. The 

ecommendations can support security professionals in selecting 

uccessful strategies for influencing ASD projects and the prior- 

ty they give to security. As part of selecting such a strategy, we 

uggest that companies should make a strategic decision whether 

hey, on a longer-term, would aim to evolve towards a prescribed 

r emerging approach to security. When applying the results from 

his article, practitioners should however be aware that the results 

re based on a single case study. Thus, it is important to consider 

ow well the studied project matches with the context where this 

esult is applied. 

For researchers, this study provides a model of influences on 

he priority given to software security, based on a detailed study of 

ne case over a longer period, and is built on an analysis approach 

hat takes the full situation into account. This model needs to be 

alidated and extended upon in further research. The influences 

dentified, as well as the recommendations for security practition- 

rs, can provide a basis to build upon to in research aimed to make 

ecommendations for security professionals on which strategy to 

hoose in varying circumstances. Moreover, researchers could take 

he discussions we provide on prescribed vs. emerging security ap- 

roaches as inspiration to conduct studies aimed towards making 

ecommendations for when companies should select a prescribed 

s. emerging approach to security. Similarly, future studies could 

e aimed towards providing companies with recommendations on 

ow to gradually build successful prescribed and emerging security 

nitiatives in various contexts, as well as when and how to com- 

ine features of prescribed and emerging approaches successfully. 
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