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ABSTRACT This paper addresses the estimation of household communities’ overall energy usage and solar
energy production, considering different prediction horizons. Forecasting the electricity demand and energy
generation of communities can help enrich the information available to energy grid operators to better plan
their short-term supply. Moreover, households will increasingly need to know more about their usage and
generation patterns to make wiser decisions on their appliance usage and energy-trading programs. The
main issues to address here are the volatility of load consumption induced by the consumption behaviour
and variability in solar output influenced by solar cells specifications, several meteorological variables,
and contextual factors such as time and calendar information. To address these issues, we propose a
predicting approach that first considers the highly influential factors and, second, benefits from an ensemble
learningmethod where one Gradient Boosted Regression Tree algorithm is combined with several Sequence-
to-Sequence LSTM networks. We conducted experiments on a public dataset provided by the Ausgrid
Australian electricity distributor collected over three years. The proposed model’s prediction performance
was compared to those by contributing learners and by conventional ensembles. The obtained results
have demonstrated the potential of the proposed predictor to improve short-term multi-step forecasting by
providing more stable forecasts and more accurate estimations under different day types and meteorological
conditions.

INDEX TERMS Ensemble learning, gradient boosted regression tree, household communities, load fore-
casting, Sequence-To-Sequence LSTM, solar output forecasting.

I. INTRODUCTION
The shift towards low carbon and sustainable energy produc-
tion is gaining momentum to support the increasing energy
demand. Due to this transition, the installed PV generation
capacity is expected to increase by more than 21.9 TW
by 2050 [1]. Photovoltaics nowadays enables the genera-
tion of localized electricity among residential consumers
at a lower cost than that of the power grid. Costs are
even smaller if energy storage devices are used. Therefore,
self-consumption, the consumption from self-produced elec-
tricity, is expected to grow among households. Moreover,
in residential buildings, energy use is on the increase by
using more electric vehicles and high-demand appliances.

The associate editor coordinating the review of this manuscript and
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In such an environment, forecasting energy demand and
supply from micro-generation sources become necessary
to tackle the instability induced by the integration of
PV to the power grid and reduce the uncertainty of
demand [2].

For electricity suppliers, forecasting demand and micro-
generation provide useful information to achieve demand
and supply equilibrium, serve peak demands, and main-
tain reliable grid operation. From the customers’ point of
view, energy forecasts through a smart Energy Management
System (EMS) will enable them to make smarter decisions
on managing their use, increasing self-consumption, trading
energy, and reducing electricity bills. Intelligent Energy man-
agement in buildings will lead to a decrease in the electricity
intake from the power grid, which in turn lowers the total
operating costs [3].
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Energy forecasts are made with various time scales cor-
responding to a particular decision-making activity. Very
short-term (from a few minutes to a few hours ahead) is gen-
erally used for flow control and real-time dispatch; short-term
(from a few hours to a few weeks ahead) for adjusting gener-
ation and demand and electricity trading; medium-term and
long-term (from a few months to a few years ahead) for PV
plant planning, power maintenance, etc. [4].

Generally, forecasting energy consumptionwith short-term
to medium-term horizons at smaller scales such as a res-
idential building or community level is quite challenging
due to several demographic and economic factors which
influence the load with different degrees. These factors typi-
cally include population, size and structure of the building,
number of residents, number of appliances under usage,
heating, ventilation, air conditioning system, and weather
data (humidity, wind speed, temperature, precipitation, etc.).
A comprehensive study of primary features that influence
electricity energy demand is conducted in [5].

Similarly, the PV power output is difficult to predict with
short-term horizons due to its dependency on uncertain mete-
orological factors, such as solar irradiance, atmospheric tem-
perature, module temperature, wind pressure, wind direction,
and humidity. This causes the power output of a PV system
to change dynamically. A recent correlation study reported
in [6] shows that solar irradiance has the highest correlation
with PV power output compared to other weather parame-
ters. The result is validated for various weather conditions
in [7] and [8].

The energy estimation can be grouped into two categories
according to forecasting steps: one step-forecasting, which
estimates future demand or supply one step ahead in time, and
multi-step forecasting that predicts multiple time steps into
the future. Several architectures are proposed in the literature
for one to multi-step ahead energy forecasting at building
levels. They are broadly categorised into three categories:
physical, data-driven (statistical or computational intelligent)
and hybrid methods [9] and [10]. Physical approaches, also
known as analytical methods, rely on the mathematical mod-
elling of the building under study. Data-driven methods,
in contrast, focus on statistical analysis performed on his-
torical time-series data with different input variables. Hybrid
approaches incorporate both physical and data-driven meth-
ods to exploit the benefits of each approach.

Several studies have analysed the potential of data-driven
and hybrid methods for electric load forecasting of build-
ings and cities at multi-step ahead. The approaches based
on Artificial Neural Network (ANN) [11], [12] and Sup-
port Vector Machines (SVMs) are successfully applied for
energy analysis of buildings [13]. Moreover, the deep learn-
ing approaches have been utilized for energy consumption
prediction at multi-step ahead. A deep learning method
based on 2D Convolutional Neural Network (CNN) to
forecast one-day ahead load with the fifteen-minute res-
olution is investigated in [14]. The prediction accuracy
of Auto-Regressive Integrated Moving Average (ARIMA),

Long-Short-Term-Memory (LSTM), and Recurrent Neural
Networks (RNN) models are compared in [15]. The results
showed the effectiveness of the LSTM in comparison with
ARIMA for multi-step electric load forecasting. A vari-
ant of LSTM based on Multi-Channel with time loca-
tion (TL-MCLSTM) is proposed for multi-step short-term
consumption forecasting in [16]. The results showed that
their proposed method outperformed the compared methods,
including LSTM and CNN-LSTM. Yang et al. in [17]
investigated the potential of a hybrid model for multi-step
load forecasting based on Extreme Learning Machine
(ELM), Recurrent Neural Network (RNN), SVM, and
Multi-Objective Particle Swarm Optimization algorithm
(MOPSO). The experiments on different cities showed that
the optimization technique can improve the performance
of the hybrid method and the combination technique can
improve the prediction accuracy. Another ensemble approach
based on Generalized Recurrent Neural Network (GRNN)
and SVM is proposed in [18] to predict the one-week ahead
electricity demand of state loads. The experimental findings
indicate that the proposed approach is highly effective in
predicting accuracy and model robustness.

The studies related to multi-step ahead PV production
forecasting also reveal the strength of using Deep Learn-
ing (DL) and hybrid models. Various structures of LSTM
networks in [19], and [20] have been proposed for solar power
forecasting. Lee et al. [21], and Alzahrani et al. [22] have
demonstrated the superior performance of deep models over
conventional techniques for solar irradiance estimation. The
authors in [10] have shown that the ensemble approaches in
PV output forecasting increase the precision and efficiency
of models compared with individual models by integrating
linear and non-linear techniques. A hybrid learning algorithm
incorporating Self-Organizing maps (SO), Support Vector
Regression (SVR), and Particle Swarm Optimization (PSO)
are also presented in [23] to forecast hourly solar irradiance
at city levels. It is found that the combined technique outper-
forms conventional forecasting models. Another comparative
study in [24] shows the superiority of a blendedmodel against
individual algorithms including SVR, Random Forests (RF),
Deep Neural Networks (DNN), and Extreme Gradient Boost-
ing (XGB) for day-ahead PV output forecasting. In [25] the
tree-based ensemble methods based on extra trees (ET) and
random forests (RF) also demonstrate satisfactory results
compared with support vector regression (SVR) as the widely
used machine learning method.

Despite several studies proposed in the literature dedi-
cated to short-term and multi-step forecasting, a few have
investigated the potential of deep-learning-based hybrid tech-
niques using various input variables. Presumably, no study
has focused on forecasting electricity consumption and PV
production across one dataset at the local level. Further-
more, most of the existing studies related to PV production
forecasting have been conducted on a proprietary dataset.
The limited availability of these datasets does not allow a
fair comparison between the results obtained using different
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FIGURE 1. Framework for prediction of two targets: total energy consumption and energy generation. Original input data has the dimension of
L× 2 where L is the time lag and 2 refers to the number of target variables. The advance input consists of N input variables, including energy
consumption, energy generation, meteorological and time factors with the same number of lags L. For the models in green rectangles, except for
ARIMA fitted to uni-variate data, the multivariate input was flattened to L× (N − 1) array to meet the requirements of the input layer. In contrast,
for the models represented with yellow rectangles, the input is transformed to (M × L× N) tensor where M represents the batch size. The output
dimension is 24-horizon ahead (H = 24). For the green models that do not support the prediction of two target variables in one-step forward, one
regressor is fitted per target and for most of them that naturally do not support multi-step prediction, one regressor is fitted per time step. For the
others, one algorithm is trained to predict multi-steps ahead of two output variables.

forecasting model architectures. Hence configuring the fore-
casting models on a specific dataset is not optimal for a
similar problem or dataset. This also makes it difficult to
reproduce the result. To close the research gap, this paper
presents four main contributions.

1) An ensemble approach with two levels is proposed to
develop forecasting models for energy consumption
and energy generation of household communities at
multi-steps ahead. In the first level, multiple forecast-
ing algorithms as base learners predict both target out-
puts in one-step forward. In the second level, the pre-
dictions for each target are used to train a meta learner
aimed at generating multi-step predictions separately
for each target.

2) To create a diverse ensemble, one promising algorithm
from the category of deep neural networks is used
for the base learners, and one from the class of con-
ventional ML algorithms are employed for the meta
learner. Instead of finetuning one deep network, mul-
tiple deep networks with different parameter settings
were trained on the dataset, and their forecasts were
combined to create a more robust estimate.

3) Three influential factors are considered as input vari-
ables to the forecasting models: time variables, mete-
orological data, and historical electricity consumption
and PV power output. Before model development, two

feature selection techniques and two machine learning
algorithms are used to select the optimal subset of input
variables.

4) A publicly available dataset with actual observations
from an Australian electricity distributor is selected as
a case study with both electricity and solar PV output
measurements from 300 houses. The forecasting meth-
ods are evaluated from the perspective of accuracy and
prediction stability.

The paper is organised as follows: Section II presents and
discusses detailed forecasting framework steps. Section III
describes the case study, followed by forecasting experiments
and results in section IV. Section V concludes the study.

II. FORECASTING FRAMEWORK
Fig. 1 depicts the framework for multi-step ahead energy
forecasting, consisting of three main steps. Step One; data
preprocessing, Step Two; model development and selection
of the most accurate models, and Step Three; development
and evaluation of an ensemble model based on the results of
the previous step.

The first step is further classified into five main tasks:
visual exploration, data cleaning, feature extraction and trans-
formation, feature selection, and input/output modelling.
During the first step, we aim to better understand the data,
improve the data quality, determine predictive features, select
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the most useful ones and convert data into the appropriate
format for forecasting models. In the second step, several
commonly used algorithms in time series forecasting e.g.,
ARIMA, SVR, LSTM, etc. are trained and evaluated on large
sets of training and validation data. The aim is to shortlist the
most promising models for the energy forecasting problem.
In the third step, the resulted algorithms from Step Two with
the lowest prediction error on average i.e., Seq2Seq LSTM
and GBRT, are combined to create an ensemble model. The
trained ensemble technique is then applied to predict several
household communities’ energy consumption and generation
as test sets. The following subsections present the details of
each step.

A. STEP ONE
1) VISUAL EXPLORATION
Visual exploration allows us to understand the dataset more
effectively. It is also useful to recognize patterns and trends
within the data more quickly. In this study, we provide several
plots and statistics to serve these purposes. The visual explo-
ration results further promote our decisions on subsequent
steps such as data cleaning, feature extraction, and feature
engineering.

2) DATA CLEANING
Typically, machine learning algorithms cannot perform effec-
tively with missing features. The raw smart meter data may
contain missing values due to transmission error or smart
meter failures, which would degrade the data quality. Data
cleaning helps in managing missed values in the time series
of electricity load and solar output. To fix missed val-
ues, imputation, moving average (MA), and inference-based
approaches can be used.

This study fills the missing values from the surrounding
measurements with a variant of MA known as an exponen-
tial weighted moving average (EWMA) [26]. This technique
solves the problem by computing the arithmetical mean of
data surrounding a missing value while placing a higher
weight on the latest data. As both electricity load and solar
output continuously vary, two closer measurements are more
similar. Thus, applying the EMWA technique can be useful
for replacing missing values.

3) FEATURE EXTRACTION
The performance of a forecasting model mainly depends on
the input variables as the predictive features. As mentioned
in Section I. previous studies have shown several influential
factors on accurate forecasting of household energy con-
sumption and solar cells’ output. The most important and
common factors between the two targets include historical
load measurements, weather conditions, time variables, and
customer socio-economic factors.

In this analysis, we created a set of candidate features based
on two references: the literature study and data exploration
results. The majority of the candidate features are influential

on both prediction targets such as outdoor temperature and
historical load. While some are more effective for predicting
only one target, such as ‘solar zenith angle’ for solar output
estimation and ‘weekends’ or ‘holidays’ on electricity con-
sumption prediction. Notably, the candidate set of features
will be discussed in detail in Section III, Subsection B. The
subset of features as the final input to the forecasting models
will be introduced in Section III, Subsection C.

4) FEATURE TRANSFORMATION
Most machine learning algorithms perform well with numer-
ical features instead of categorical features. In this work,
the categorical attributes are transformed into numerical
attributes using a commonly used method as One-hot encod-
ing. This technique generates a binary feature for each sub-
class of categorical features. For instance, it converts a feature
with two sub-classes into two binary features. Furthermore,
some numerical features with the current scale or value are
not informative enough as input to the forecasting models.
Therefore, they are transformed into an appropriate format
before using in themodel development process. The attributes
and functions used in the feature transformation process will
be discussed in Section III, Subsection C.

5) FEATURE SELECTION
Selecting the best combination of the variables having
a high correlation with energy consumption and produc-
tion can improve the performance of the forecasting algo-
rithm. However, an input space with redundancy and many
inter-correlated features typically decreases the accuracy of
the prediction model and contributes more to the over-fitting
problem. To avoid overfitting, two feature selection methods,
which have been proposed in the literature, including Pear-
son Correlation Coefficient (PCC) [27], [28] and Recursive
Feature Elimination Technique (RFE) [29]–[31] were used
to reduce the dimension of input space.

The PCC measures the linear correlation between two
variables x and y as Equation (1):

ρ(x, y) =
Cov(x, y)
σ (x), σ (y)

(1)

where Cov is the covariance; σ (x) and σ (y) are the standard
deviations of x and y. If we consider each candidate variable
as x and each prediction target as y, then the x variables whose
correlation with the y target exceed a predefined threshold
can be selected as most related features. However, The PCC
method cannot capture nonlinear relationships between the
x and y variables. Therefore, the RFE method combined
with a training algorithm was used to discover the variables
with high prediction ability and even with nonlinear relations
with the targets.

The RFE1 ranks features to evaluate their importance
according to a specific criterion. It also uses the model

1Available at https://scikit-learn.org/stable/modules/feature_selection.
html#rfe
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accuracy to determines the features contributing most to
the prediction task in a recursive way. The determination
process starts with training a prediction algorithm on the
original feature set. It then continues with measuring the
feature importance and removal of the less relevant ones. This
procedure is repeated until it reaches the desired number of
features to select. The results of the feature selection process
are discussed in Section III, Subsection C.

6) INPUT AND OUTPUT MODELLING
As mentioned in Section I, the task of energy load fore-
casting involves many influential factors. Each factor can
be dependent on both its precedent values and the values of
other factors. For instance, household energy usage and solar
output are strongly correlated to their historical values and to
air temperature values at the same time. To learn the potential
correlations, it is useful for the learning algorithm to receive
this information as a multivariate time series which contains
multiple variable values at each observation time step. There-
fore, in this analysis, we provide a description of multivariate
energy forecasting. The aim is to use historical time series
data to predict the future temporal values of multiple energy
variables. The model input not only contains the historical
energy factors but also includes other predictive attributes.
This problem is formulated as Equation (2):

D
M (D)
−−−→ (Y1,Y2) (2)

where M (D) refers to the learning model which aims to pre-
dict the next H values of energy consumption and generation
of households from time step t as two time series data Y1 =
[y1,t , y1,t+1, . . . , y1,t+H ] and Y2 = [y2,t , y2,t+1, . . . , y2,t+H ]
given a history multivariate time series dataset D = (xi,j|i =
1, 2, . . . ,N ; j = t − L, . . . , t − 1, t) where N denotes the
number of input variables (features) and L represents the
window length of history data.

B. STEP TWO
In this step, many forecasting models from different cat-
egories (e.g., Autoregressive, linear, SVM, Bagging, and
Boosting ensembles based on Decision trees, Neural net-
works, and deep learning) are trained and evaluated on a sub-
set of training data using standard and suggested parameters
in the literature. The models involved are briefly presented
in the remainder of this section. The experimental settings
and prediction results of given techniques will be discussed
in Section IV.

1) PERSISTENCE
One of the easiest ways of forecasting a time series’s future
behavior is the so-called persistence model. Persistence in the
context of energy forecasting assumes that the future values
of the demand or supply are determined under the basis that
the conditions stay constant between the current time and
the future time. For long prediction periods, however, this

strategy lacks the skill of forecasting. Persistence was only
assessed here for comparative analysis.

2) AUTOREGRESSIVE INTEGRATED MOVING AVERAGE
(ARIMA)
ARIMA belongs to the category of statistical models for fore-
casting time series data. In ARIMA, the generated forecasts
are treated as a linear function of the most recent observations
and past random errors. Mathematical details are provided
in [32]. This technique is usually unable to capture non-linear
relationships between the time series components and is often
applied to univariate time series data. Sample applications of
the hybrid models with ARIMA applied to short-term time
series forecasting can be found in [33] and [34].

3) RIDGE REGRESSION
Similar to the Linear Regression algorithm, Ridge regression
assumes a linear relationship between input variables and
the output. However, it makes the model simpler by adding
L2 penalty to the loss function during training. L2 penalty has
the effect of reducing coefficient values of those inputs that
have less contribution to the forecasting task. It is calculated
based on the sum of the squared coefficient values. In our
research, Ridge regression [35] was selected to evaluate and
compare the potential predictive ability of a regularized linear
model against non-linear statistical models.

4) SUPPORT VECTOR REGRESSION (SVR)
SVR is an extension of a Support Vector Machine (SVM)
used for regression problems. The SVR is based on statisti-
cal learning theory and structural risk minimization. In this
method, instead of minimizing the training error, the gen-
eralization error is reduced. The generalization functionality
optimization is achieved by mapping the initial input space
through non-linear kernel functions to a high-dimensional
feature space. A mathematical explanation of SVR is pro-
vided in [36]. The SVR models are successfully applied to
electrical load forecasting [18], [37], [38] as well as renew-
able energy prediction [39]–[41].

5) ADABOOST
AdaBoost is an ensemble method that combines many weak
learners into a strong learner. The most common algorithm
used with AdaBoost as one-level Decision Tree (DT) algo-
rithm. In this method, the Decision Trees are sequentially
added and trained as weak learners. This process repeats until
a predefined number of learners has been created, or there
is no further reduction in the training error. In an AdaBoost
used for regression tasks, final predictions are made by cal-
culating the weighted median prediction of the learners in the
ensemble. The detailed process is given in [42]. The benefit
of AdaBoost over SVM is the ability to identify only those
features with more predictive capacity during training. This
ability would potentially lead to enhanced execution time due
to the lower dimensionality of input space.
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FIGURE 2. BPNN architecture for multi-step prediction.

6) GRADIENT BOOSTED REGRESSION TREE (GBRT)
GBRT is another type of ensemble algorithm developed based
on Boosting and Decision Tree algorithms. In this approach,
the model loss is determined using a gradient descent tech-
nique when each weak learner is introduced to the GBRT
ensemble. This process adds a tree to themodel that decreases
the loss. To improve the performance of the ensemble, each
new learner’s output is then added to the output of the
sequences of the generated tree. The details of the algorithm
is discussed in [43].

7) BACK PROPAGATION NEURAL NETWORK (BPNN)
BPNN is a type of artificial neural network (ANN) that uses
a backpropagation algorithm [44] for training the network.
The architecture of a BPNN model includes an input layer,
one or more hidden layers and an output layer. The non-linear
activation function in the hidden layer(s) can capture the com-
plex relationship between variables in the input and output
layers. The flow of signals in a conventional BPNN is from
inputs to outputs. Thus the network architecture is called the
Feed Forward network. The ability to estimate any contin-
uous function, the high generalization ability, and imposing
no restrictions on the input variables have made the ANNs
considerably useful for forecasting time series, specifically
where the data volatility is high, as for example in load
data. A review of using ANNs for building electrical energy
consumption forecasting and photovoltaic power generation
is provided in [45] and [46].

Fig. 2 depicts the architecture of BPNN, which was devel-
oped for our problem. To satisfy a BPNN network’s input
requirements, the time series data with (N−1) variables from
previous t time steps is first framed as sliding windows with
the size of L. Reducing one variable from the input with the
size of N indicates that the BPNN that is trained to predict
only future load consumption values removes the solar energy
generation variable from its input. Accordingly, the network
which estimates solar output ignores electricity load from the
input set.

Each two-dimensional input window is then transformed
to a flattened vector of Xi and is fed to the network where

FIGURE 3. Structure of a basic LSTM cell.

Xi = (x1,t , x1,t−1, . . . , x1,t−L , . . . , xN−1,t , . . . , xN−1,t−L)
and i = (1, 2, . . . , (N − 1)×L). Next, the network computes
an output vector of Y for the next time steps from t : t+1 to t :
t +H , where H represent the forecast horizon. Each element
of Y vector at time step t is then calculated by Equation (3):

yt = bk +
n2∑
k=1

wk f2(
n1∑
j=1

wjk f1(
p∑
i=1

wij + bi)+ bj) (3)

where yt is the output y of the BPNN at time t; f1 and f2 are
the non-linear functions of the neurons in the first and second
hidden layers; n1 and n2 are the number of neurons in the
hidden layers; wij are the weights of neuron j connecting the
input with the first hidden layer; and wjk are the weights of
neuron k connecting the neuron j in the first hidden layer
with the neuron k in the second hidden layer; wk are the
weights connecting the output of the neuron k with the output
neurons and bi, bj, bk denote bias vectors in the input layer
and two hidden layers respectively. Note that, in the given
problem, one BPNN was trained per target for multi-step
prediction. Both networks accept the same multivariate input
data; however, one is trained to estimate energy consumption,
and one is trained to predict energy production.

8) LONG-SHORT TERM MEMORY NETWORK (LSTM)
LSTM, proposed initially by Hochreiter et al. [47], is an
artificial recurrent neural network (RNN) [48] architecture
that is well suited to time series prediction. There are feed-
back connections in the LSTM to update the state of neurons
with previous inputs, in contrast to conventional feed-forward
neural networks.Moreover, unlike typical RNNs, they benefit
from long-term memory cells to resolve the disadvantage
of unstable gradients while learning series with long-term
dependencies. There are four main connected layers in the
basic LSTM cell, as shown in Fig. 3.

The main layer known as control state computes the
long-term state ct by analyzing the current input vector xt
and previous short-term state ht−1. The other three layers are
gate controller layers known as ft for the forget gate, it for
the input gate and ot for the output gate. Gate operations,
such as removal, writing and reading are performed to change
the LSTM cell’s states and its output at each time step.
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FIGURE 4. Structure of LSTM network for multivariate multi-step
prediction.

The LSTM computations are shown through Equation (4) to
Equation (9):

it = σ (W T
xi .xt +W

T
hi .ht−1 + bi) (4)

ft = σ (W T
xf .xt +W

T
hf .ht−1 + bf ) (5)

ot = σ (W T
xo.xt +W

T
ho.ht−1 + bo) (6)

c̃t = tanh (W T
xc.xt +W

T
hc.ht−1 + bc) (7)

ct = ft ⊗ ct−1 + it ⊗ c̃t (8)

ht = ot ⊗ tanh ct (9)

where σ denotes the logistic activation function; W T
xi , W

T
xj ,

W T
xo and W T

xc are the weight matrices of each of the four
layers for their connection to the input vector xt ; W T

hi , W
T
hj ,

W T
ho and W T

hc are the weight matrices of each of the four
layers for their connection to the previous short-term state
ht−1; bi, bf , bo, bc are the bias terms for each of the four
layers; ct is the long-term state at time t , and ht is the output
of the LSTM cell. In short, the input gate decides which
parts of input at time t , should be added to the long-term
state ct ; the forget gate stores the important part in ct as
long as it is needed, and output gate decides which parts
of ct should be read and output at a current time step. The
decisions made by gate controllers are implemented through
sigmoid activation functions whose outputs range from zero
to one. Feeding output values close to zero to element-wise
multiplication operation (⊗) makes the gates close and cell’s
states unchanged, while producing values close to one, makes
them open and change the states.

The LSTM network which was developed for this study is
illustrated in Fig. 4. As shown, it includes four layers: an input
layer, an LSTM layer with a certain number of hidden cells,
a dense layer and a reshape layer. The input layer includes
N×L neurons, whereN denotes the number of features and L
denotes the number of temporal lags. The LSTM layer is used
to grasp the internal representation of input data by capturing
the deep temporal dependencies within the multivariate time
series. The dense layer is responsible for forecasting the
future values of the two targets based on the hidden state
of the last LSTM cell in the first layer. Since each neuron
in the dense layer is responsible for producing one output,
the number of neurons in the dense layer is set to as twice as

FIGURE 5. Structure of a basic GRU cell.

H steps ahead, corresponding to the two targets’ forecasting
requirements. The reshape layer is finally used to transform
the output layer to separate vectors for each target.

9) GATED RECURRENT UNIT (GRU) NETWORK
GRU, proposed by Cho et.al [49], is another version of LSTM
with the same principles of processing long-term sequences
but with a more compact structure. Compared to LSTM,
it controls the information flow with fewer gates and param-
eters. GRU is thus trained faster and can be considered more
effective in terms of simplified architecture. GRU has also
successfully applied in both short-term residential load [50],
and photovoltaic forecasting [51]. The architecture of a GRU
cell is illustrated in Fig. 5.

In the GRU architecture, both state vectors are merged into
a single vector ht and a single gate both controls the input
gate and forget gate. There is no output gate instead, the full
state vector is output at every time step. However, there is a
new gate controller which decides which part of the previous
state will be available for the main layer. The equations from
number 10 to 13 summarize the computation process of a
GRU cell:

zt = σ (W T
xz.xt +W

T
hz.ht−1 + bz) (10)

rt = σ (W T
xr .xt +W

T
hr .ht−1 + .br ) (11)

h̃t = tanh (W T
xg.xt +W

T
hg.(rt ⊗ ht−1)+ bh) (12)

ht = (1− zt )⊗ ht−1 + zt ⊗ h̃t (13)

The GRU network architecture implemented for our study
is similar to the one of LSTM network, which was illustrated
in Fig. 4. The only difference is replacing LSTM cells with
GRU cells in the recurrent layer.

10) CONVOLUTIONAL NEURAL NETWORK (CNN)
CNNs are a branch of neural networks initially designed for
such areas as speech recognition [52] and image classifica-
tion [53]. They have also been useful in predicting energy
time-series data [54]. CNNs, compared to fully connected
networks, are less complicated as they use fewer parameters
to learn. They also do not require extensive feature engineer-
ing to extract and generalize features from the input space
automatically.

Every convolutional network has three main components:
(1) Convolution through one or multiple layers, where the
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FIGURE 6. Structure of CNN network for multivariate multi-step prediction.

FIGURE 7. Structure of Seq2Seq LSTM network for multivariate multi-step prediction.

features are extracted from input through filters, a non-linear
transfer function and feature maps. Feature maps allow neu-
rons in each convolution layer to be connected to neurons
located within a small rectangle in the previous layer. This
architecture enables the network to concentrate on low-level
features in the first hidden layer and assemble them into
higher-level features in the next hidden layers. (2) Pooling
reduces the dimensionality of feature maps while maintaining
the relevant input information. (3) Fully connected layer that
creates final non-linear combinations of features for making
predictions by the network.

The architecture of the CNN network implemented for this
study is depicted in Fig. 6. Six components are included:
(1) an input layer that is the same as the one fed to LSTM and
GRU networks. (2) The Convolutional layers that perform
convolution operations on the multiple time series of the
preceding layer with 32 and 16 filters including kernel size of
two, followed by Relu layer; (3) a maximum pooling layer (as
the most common type of pooling layer) that aggregates the
inputs so that only the maximum value in each kernel passes
through the next layer and the other inputs are discarded;
(4) A flattening layer which transforms the 2-dimensional
output to 1-d output; (5) a dense layer where neurons are con-
nected to all the neurons in the previous layer. The neurons
in the dense layer are responsible for producing forecasts at

multiple steps ahead and (6) the reshape layer used to trans-
form the output shape to the desired shape.

11) SEQUENCE-TO-SEQUENCE LSTM (SEQ2SEQ LSTM)
A Sequence-To-Sequence network (also called Encoder-
Decoder) is a subclass of neural networks used to map
sequences to sequences. Encoder-Decoder networks have
been proposed to implement machine translation systems.
The source language sentences are fed to the encoder, and
the decoder’s destination language sentences are interpreted.

A Seq2Seq network that utilizes LSTM cells in
both encoder and decoder layers was first proposed by
I.Sutskever et al. [55] for language translation. This network
structure was further extended to time-series forecasting
activities, especially targeting multi-step ahead forecasting.

The Seq2Seq architecture developed for our problem is
adopted from this architecture, which performs multi-step
forecasting of two targets based on multivariate input time
series. As shown in Fig. 7, this network has two main com-
ponents: one LSTM layer as the encoder and one LSTM layer
as the decoder.

First, the input sequence is shown to the network one
window at a time. Next, the LSTM encoder learns the rela-
tionship between time steps in the input. The output of the
encoder shown as ‘hidden states’ layer in the architecture,
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is a vector vt that contains the internal representation of the
input series. The decoder converts this vector further into two
target sequences as the multistep forward prediction values.
The probability of each target sequence is then computed as
Equation (14):

p(yj,t+1, yj,t+2, . . . , yj,t+H |X1,X2,...,XL )

=

H∏
t=1

p(yj,t | vt , yj,1, yj,2, . . . , yj,t−1) (14)

where yj denotes the jth target variable for j = (1, 2) and
(X1,X2, . . . ,XL) is a time series of multiple input series
framed as a 2d-window; whereXi represents the ith column of
this window and refers to the features values at ith time-step;
and (yj,t+1, yj,t+2, . . . , yj,t+H ) denote the forecasting values
of H steps ahead of jth target value. Note that the number of
temporal lags or window length L can be equal or different
from the lookup size in the output sequences H .

C. STEP THREE
In this stage, we adopt an ensemble learning approach to
create a strong forecasting model based on the algorithms
evaluated in the previous step. When we combine the pre-
dictions of a group of predictors, the forecast accuracy is
typically higher than that of the best individual predictor.
The technique which utilizes the group of predictors is called
ensemble learning. Ensemble learning can be performed in
different ways.

One popular approach is called bagging, where predictors
with the same training algorithms are trained on different
random subsets of the training set. The sampling is performed
with replacement and allows training instances to be sampled
several times for the same predictor. After training of all
predictors, the prediction is made for a new instance by
simply aggregating the predictions of all estimators. As a
result, the ensemble will have a lower variance than individ-
ual estimators. However, in the context of load forecasting,
the bagging method with a random sampling technique can-
not be optimal because of the inherent autocorrelation within
the observations.

Another common approach is boosting, where the pre-
dictors are sequentially trained, and each tries to correct its
predecessor. The main idea of boosting is building a strong
learner based on many weak learners. The major downside to
sequential learning is that it can not be parallelized because
each predictor’s training takes place after training and assess-
ing the previous predictor.

A more advanced ensemble technique is called stacking.
In this case, several predictors are trained on a subset of train-
ing data and make predictions on another subset of training
data (called held-out set). A blender or meta learner then
is trained on the forecasts of base predictors. In practice,
the meta learner can be any learning algorithm such as Lin-
ear Regression or Decision Tree. A successful meta-learner
effectively learns the optimal weights to combine the base
learners and, as a result, produces more accurate predictions

compared to the individual learners. Stacking is thus aimed
at both reducing variance and improving the accuracy of
forecasts. A detailed guide to ensemble learning is provided
in [56].

In this work, we employ the stacking ensemble approach
using the two most promising algorithms from Step Two.
One algorithm with multiple variations is used to create the
first-layer predictors (base learners), and one is used to merge
the base learners’ forecasts. We adopted and extended the
development of base learners from [57] for processing multi-
variate input and output energy data. The training process and
forecasting results of the ensemble model will be provided in
Section III Subsection H.

III. CASE STUDY
A. DATASET DESCRIPTION AND DATA PARTITIONING
The original data was obtained from a publicly avail-
able dataset known as Ausgrid solar home electricity
data [58]. It consists of half-hourly electricity consumption
and generation of 300 Australian houses with rooftop solar
systems from 2010 to 2013. Based on the recorded postal
codes, two cities were recognized as the place of data col-
lection: Newcastle and Sydney, each including 150 house
profiles.

For this study, several aggregated profiles out of the orig-
inal dataset were created to serve energy forecasting at low
aggregated levels, such as small household communities.
More precisely, 150 individual profiles from each city were
initially converted into three equal-sized groups, each includ-
ing 50 members. The individual readings of energy con-
sumption and generation from each group were summed
up to create six aggregated load profiles in total over two
cities. We considered each group as a small community and
named them A, B, C for Sydney and D, E, F for Newcastle.
To provide smoother profiles and be consistent with the fre-
quency level of external datasets such as weather data, the 30-
minute series was downsampled to hourly series using the
summation technique over one hour. Fig. 8 and Fig. 9 depict
hourly electricity consumption and solar energy output of
the six communities between 1 July 2010 and 30 June 2013
respectively.

As shown in the figures, the dataset was partitioned into
different subsets with a total ratio of 77% for training and
23% for testing. The training subsets were then concatenated
together, covering all six communities’ hourly energy data
over the first two periods (2010-11 and 2011-12) and the ones
of A and D over the third period (2012-13). The test subsets
whichwere used for evaluation of the baselinemodels include
energy consumption and generation of four communities over
the third period. More precisely, the observations of Com-
munity B and C from Sydney and Community E and F from
Newcastle between 2012 and 2013 (The data on the right side
of red dashed lines in Fig. 8 and Fig. 9). Each test subset was
further divided into meta train and meta test sets with a ratio
of 70% and 30% for building and evaluation of the ensemble
method.
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FIGURE 8. Hourly total electricity consumption of six communities over
three years.

FIGURE 9. Hourly total solar output of six communities over three years.

FIGURE 10. Mean hourly demand of six communities over the year.

B. DATA EXPLORATION
Fig. 10 and Fig. 11 show the average values of hourly energy
demand and supply in Kilowatt-hours by the six communities
(A to F) over the year.

Overall, the households in Sydney (A, B, and C) consumed
more electricity than the consumers in Newcastle (D, E, and
F) in all three periods. Above 37 KW/h energy was spent
in Community A between 2010 and 2011. This amount was
the highest among other groups in different periods. Further-
more, both cities experienced a decreasing trend in energy

FIGURE 11. Mean hourly generation of six communities over the year.

FIGURE 12. Hourly energy consumption and solar output of community a
over three years.

consumption from 2010 to 2013 (Fig. 10). In terms of solar
output, however, the people in Newcastle, on average, pro-
duced more energy in different periods; 13 KW/h as opposed
to 10 KW/h (Fig. 11).

Fig. 12. shows the consumption behaviour and production
pattern of Community A as an example. There are up and
down patterns in both consumption and generation profiles,
as seen in the graphs, mainly replicated throughout the entire
three-year cycle. We can also see that both profiles fol-
low the time-of-year pattern in each period but in reversed
directions. More precisely, during the cold months in Aus-
tralia (May-September), with more usage of heating systems,
the peak hourly electricity demands increases and reaches
around 100 to 120KW/h, whereas the solar energy generation
decreases at least by 20 percent (from 50 to 40 KW/h) during
the same period with lack of sunshine. Similarly, the hourly
electricity demand over non-cold periods (October-April) is
reduced by half and reaches 50 KW/h in most intervals,
whereas the energy generation grows continuously when in
January reaches its highest amount; 60 KW/h.

The effect of time variables such as the month of year and
day of the week on the load data is more visible in Fig. 13 and
Fig. 14, where the mean aggregated loads of the houses
(in Community A) vary by month and day with different
degrees. According to Fig. 13, peaks in mean demand are
seen around winter months (June, July, August) and troughs
around March, April and October. The day-of-week pattern,
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FIGURE 13. Average energy consumption by month and day.

FIGURE 14. Average energy generation by month and day.

however, is similar for all months except for July when the
consumption reduces in the weekends. On the other hand,
Fig. 14 indicates the maximum energy output levels in the
summer months, such as December and January. Similar to
the consumption plot, there is no regular pattern based on
days of the week for solar energy generation.

The analysis of time variables reveals the effect of outside
air temperature and, most likely, other meteorological factors
on household consumption patterns and solar cell outputs.
As stated in the introduction section, weather parameters in
the issue of energy forecasting have also been demonstrated
in the literature. Related meteorological data was collected
for our analysis via the Australian Government Bureau of
Meteorology [59] and added to the aggregated load dataset.

Fig. 15 and Fig. 16 provide two examples of weather data
analysis on the load profiles. Fig. 15 shows the demand during
non-working hours plotted against outside temperature on
both weekdays and weekends. The non-linear relationship
indicates the importance of current air temperature in load
demand prediction. The usage of air-conditioning systems for
temperatures above 20 ◦C slightly lifts the demand, while for
lower temperatures around 10 ◦C, heating systems increase
the demand considerably.

In Fig. 16, however, we can see the positive correlation
between air temperature and solar output (during daytime).
It also shows how various amounts of Global Horizontal Irra-
diance affect solar energy production. During hot days where
the temperature is mostly above 20◦, large concentrations of
GHI are detected. Since the number of sunny days during
the observing period is smaller, the overall amount of energy

FIGURE 15. Aggregated load demand against air temperature.

FIGURE 16. Aggregated solar output against air temperature.

FIGURE 17. The hourly consumption distribution.

provided by solar panels is lower than that produced by those
days with a lower or moderate temperature.

In Fig. 17 and Fig1̇8 we also looked at how demand and
generation vary with the time of day and the weekend. Here,
Hour 0 corresponds to 12 am to 1 am, Hour 1 corresponds
to 1 am to 2 am, and so on. It can be seen that there
are significant differences between daytime and night-time
patterns of the two plots. As expected, the household peak
consumption occurs during afternoon and evening while the
generation peak happens around noon. Moreover, in both
graphs, the weekend effect is relatively large, specifically
during the daytime between 9.00 and 17.00.
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FIGURE 18. The hourly generation distribution.

FIGURE 19. Partial auto-correlation plots.

Future energy values can also be strongly correlated with
the amount of energy spent or produced over previous steps
in time. Fig. 19 illustrates the Partial Autocorrelation Correla-
tion plots of the time series of hourly energy consumption and
generation. The maximum lag step used for calculating PACs
is set to 24×7 = 168 hours (i.e. one week) and the confidence
interval is set to 85% shown by the light blue lines. We can
see that in both graphs that PACs’ absolute values mostly
exceed the significance level up to 24 lags. This implies that
the energy values at 24 previous hours are highly correlated
with the energy values at the current hour.

C. DATA CLEANING AND FEATURE ENGINEERING
In the initial dataset, irregular profiles with a significant
amount of incomplete records had been already removed.
For our use, three additional cleaning activities were carried
out on the dataset: One was to delete one consumer data
from the Sydney dataset due to a large number of missed
measurements for the three-year study period; The second
was filling in missing values for the days with short gaps e.g.
one to six hours. The third was to correct the record values
indicating zero aggregated energy consumption, implying
a situation that would be almost impossible in real-world
scenarios. As mentioned in Section II, Part (2); we used EMA
to replace the missing measurements with valid values. Note
that zero aggregated solar production values are not assumed

missing values since sun rays will be zero at night time.
Therefore, through training and testing of the models, they
remained unchanged.

As mentioned in Section II, Part (3); we created a
candidate set of predictive features: historical energy load
measurements, time and calendar variables, along with mete-
orological features. Historical load variables refer to energy
consumption and production of households at previous
hours. The initial number of historical values is set to 24,
as described in Section III and demonstrated in Fig. 19. Time
and calendar variables include ‘Hour of the day’, ‘Time of
the year’, ‘Is weekend’, and ‘Is holiday’. The weather data
include the following variables: Cloud Opacity %, Diffuse
Horizontal Irradiance (DHI) in W/m2, Direct Normal Irra-
diance (DNI) in W/m2, Global Horizontal Irradiance (GHI)
in W/m2, Solar Zenith angle (Zenith) in degree, Air Temper-
ature in ◦C, Wind Speed in m/s, Wind Direction in ◦, Relative
Humidity in %, and Precipitable Water in kg/m2.

Through the feature transformation process, to create more
meaningful inputs, the values of ‘Hour of the day’ and
‘Time of the year’ attributes were converted to integer val-
ues produced by Sin and Cos functions. This transformation
represents the daily and yearly periodicity of load profiles
in a more effective way. Additionally, the two categorical
attributes representing weekends and holidays were formu-
lated as binary features with the One-hot encoding method.

The meteorological features,‘Wind Direction’ and ‘Wind
speed’ were converted to more meaningful variables for the
forecasting algorithms. Generally, wind direction in units of
degrees is not considered as informative model input. For
instance, 360◦ and 0◦ are close to each other and wrap around
smoothly. If the wind is not blowing, then the direction should
not matter. Therefore, we converted the ‘Wind Direction’
and ‘Wind Speed’ attributes to a wind vector with X and Y
coordinates according to the following equations:

Wind (in radian) = WindDirection× pi/180 (15)

Wind X = WindSpeed × cos(Wind(in radian))

(16)

Wind Y = WindSpeed × sin(Wind(in radian))

(17)

Among the three features related to the sun radiation
reaching the earth’s surface, ‘GHI’ is of particular inter-
est to photovoltaic installations and based on this formula
DNI × cos θ + DHI , it includes both ‘DNI’ and ‘DHI’
attributes; where θ refers to the angle of incidence of the
beam. It is conceived that GHI can convey most information
about its components to the model. Thus, to prevent the
detrimental impact of feature redundancy on the performance
of the predictive models, GHI remained in the feature set, and
the other two were skipped.

As mentioned in Section II, Part (5); we selected a subset
of appropriate features from the candidate set through feature
selectionmethods. The original feature set consists of 17 vari-
ables: 15 non-load variables, weather and time parameters
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FIGURE 20. Error distribution by number of features for consumption
estimation.

FIGURE 21. Error distribution by number of features for production
estimation.

along with two load variables, electricity consumption, and
solar generation. Since we want to filter out non-load fea-
tures from the original candidate set, we evaluate the feature
selection methods using only non-load variables. We used
one-year of training data with an hourly resolution to do the
FS experiments.

The PCCmethodwas designed to select the best n variables
from the 15 predictors according to the correlation values
higher than a threshold of +/ − 0.3. For the RFE method,
the Random Forest algorithm was utilized to identify m num-
ber of best attributes out of 15. In practice, the value of m is
not known in advance. Therefore, in the first step, different
values for the number of features were evaluated using the
training data and a K-fold cross-validation technique for time
series data with K equal to three. The temporal order of data
is complied with in this cross-validation technique so that the
model is tested on observations that have not been used as
training data.

Fig. 20 and Fig. 21 demonstrate the distribution of mean
absolute error (MAE) values for each configured number
of input features (The MAE metric is further defined in
Equation (18)). We can see that performance improves as
the number of features increases. However, the reduction in
MAE values continues until reaching a certain number in
both graphs. By growing the input space, the median values

FIGURE 22. Average MAE using four feature sets for energy production.

FIGURE 23. Average MAE using four feature sets for energy consumption.

(shown by orange lines in the boxplots) fluctuate and show
no significant improvements. It implies mostly up to eight or
nine variables for both response variables can be relevant and
influential.

In the next step, we used two conventional prediction
algorithms known as support vector regression (SVR) and
Random Forest (RF) to evaluate the prediction performance
resulted by (1) the two FS techniques, (2) the combination
of both, and (3) with all features (without FS approach).
Fig. 22 and Fig. 23 show the average MAE results over three
folds regarding predicting the targets at one step ahead.

As shown, all feature selection methods show better MAE
performance when using the RF model. The lowest MAE
error for both SVR and RF is obtained by the RFE method
for solar output prediction (Fig. 22). However, when it comes
to consumption prediction, there is no unique variable set
that produces the highest accuracy for both models (Fig. 23).
As a result, the RFE-driven features which resulted in low
MAE errors for both targets and by both predictive algorithms
were chosen as the final feature set. Table 1 lists the final set;
12 non-lead variables out of 15.

IV. FORECASTING EXPERIMENTS AND RESULTS
In this section, we describe the experiments conducted in Step
Two and Step Three and analyze the forecasting results.
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TABLE 1. List of non-load features.

A. IMPLEMENTATION ENVIRONMENT
All models have been implemented using the Scikit-learn
open-source machine learning library and the Keras frame-
work for deep learning. The experimental hardware environ-
ment is based on a 3.1 GHz Intel (R) Core i5 CPU and 16 GB
of memory.

B. DATA SCALING AND INPUT REQUIREMENTS
Since both conventional and deep neural networks are sensi-
tive to the input scale and are more efficiently trained with
normalized data, the data was normalized to the range [0, 1]
by applying the Min-Max function. All predictive algorithms
except for Persistence and ARIMA used the normalized input
comprising the final set of variables; 12 non-load features
presented in Table 1 along with one or two load (energy)
features. ARIMA and Persistence only used historical energy
data to predict future values of the two targets.

For the Ridge regression, SVR, AdaBoost, GBRT and
BPNN, each input window explained in Part (6) of Section II,
was transformed into a flattened format of L ∗ (N −1), where
L is equal to 24 lags and N − 1 is equal to 13 as the total
number of variables (12 non-load variables selected through
FS process and 1 load variable). As mentioned in Section II,
Part (7), reducing one load variable from the input with the
size of N indicates that the model that predicts future values
of one target removes the values of other target from its input.

All deep models, on the other hand, are fed with 2-D input
windows containing all N = 14 variables. Since they are
capable of producing two outputs at the same time they are fed
with both load varibles in addition of other non-load features.
As indicated in Fig. 19, the length of input windows L was
initialized as 24 for all the experimental models in Step Two.
At the same time, this value was tuned as the hyperparameter
of the final forecasting algorithm in Step Three. The forecast
horizon H as the length of output windows was set to 24 for
all experiments.

C. MULTI-STEP AND MULTIVARIATE
FORECASTING STRATEGY
To predict the observations at multiple time steps, we applied
two strategies depending on the training model: (1) direct
multi-step forecast strategy for the models which natu-
rally do not support multi-output regression including Ridge

regression, SVR, AdaBoost, and GBRT; For each forecast
time step, one model is developed (e.g. 24 models for 24 steps
ahead). Furthermore, since the given models are not adopted
for predicting multivariate time series, a separate model was
trained and evaluated for each prediction target; one for
energy consumption estimation and another for energy gen-
eration prediction. For this reason, the number of variables in
their corresponding input was reduced from N to N−1 where
only one load variable corresponding to the target remained
in the input array, and the other one was removed.

(2) Multiple output strategy for the models capable of
performing multi-output regression including BPNN, CNN,
LSTM, and Seq2Seq LSTM. This strategy involves the devel-
opment of one model capable of predicting the entire forecast
sequence at once. Unlike BPNN that considers the inputs as
independent variables, the rest of ANN-based models, due
to their learning procedure, can learn the dependency struc-
ture between inputs and outputs as well as between outputs.
Therefore, they become more complex and are expected to
perform better with sufficient training data. Moreover, as the
deep models can produce multivariate outputs, individual
deep models were trained to produce the two targets’ time
series at once.

D. PARAMETER SETTINGS
We mostly used the default values considered in the
Scikit-learn library for the conventional ML models in terms
of model parameter configuration. However, we modified the
values of some of the parameters specified in Table 2, accord-
ing to the input and output specifications and the complexity
of the prediction task.

For the recurrent deep models, the same parameters of neu-
ral network architecture configuration (Table 2) were used;
for the LSTM and GRU 50 neural unit in one hidden layer
and for the Seq2Seq LSTM, the same number of neurons
was used in both encoder and decoder each including one
LSTM layer. For BPNN, to have a fair comparison with deep
models, we increased the number of hidden layers to two
with 60 and 30 neural units besides increasing the number of
training epochs from 80 to 100. For all ANN-based models,
‘Relu’ [60] was applied as the activation function of hidden
layers, mean square error (MSE) was used as the loss func-
tion, and ‘Adam’ function [61] was set as themodel optimizer.
The batch size sets to 32, the learning rate sets to 0.001, and
the drop out rate sets to 0.1 (excluding BPNN and CNN,
which did not use the dropout layer).

E. EVALUATION METRICS
To evaluate the prediction results of the trained algorithms,
two commonly used error metrics in time series forecasting
are used;MeanAbsolute Error (MAE) andRootMean Square
Error (RMSE). Lower values of error metrics indicate a
more accurate prediction. The MAE measures the difference
between predicted and real values on average and ignores
whether the prediction values are greater than or smaller than
the actual values. The RMSE, in contrast, penalizes large
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TABLE 2. Parameter settings of experimental models.

errors before averaging them by computing the square error.
These two metrics are defined as follows:

MAE =

∑N
t=1 |ŷi − yi|

N
(18)

RMSE =

√∑N
i=1(ŷi − yi)2

N
(19)

where yi and ŷi denote actual and predicted output at time
step t and N denotes the number of sample observations in
the testing period.

Since the focus of this work is on multi-step forecasting,
we also added anothermetric.We named it as SDE to evaluate
the consistency of the errors throughout the whole forecast
horizon. The SDE metric computes the standard deviation of
mean error values in each time step throughout the forecast
horizon and is defined as follows:

SDE =

√∑
(Ei − µ)
N

(20)

where Ei denotes the average error values over timestep i
in the forecast horizon, µ denotes the mean of Ei and N
denotes the total number of steps in the forecast horizon i.e
24. The lower value of SDE indicates lower variations and
consequently, more stability at multi-step ahead forecasting.

F. EXPERIMENTS IN STEP TWO
To build and evaluate all models in Step Two, a sub-sample
of training data (60%) was considered sufficient equal to nine
yearly periods of hourly observations from different com-
munities. A cross-validation methodology known as blocked
cross-validation was applied instead of a standard train-test
split to avoid overfitting and measuring each model’s perfor-
mance more robustly.

In this technique, which is designed for time-series data,
the sample training set is split into n non-overlapping subsets.
At the first iteration, the first subset is further divided into
two-folds on the condition that the validation set is always
ahead of the training set. For the next iteration, the next subset
is again divided into two folds, and the iterations continue
until n times. As a result, the temporal dependencies between
observations are preserved during testing, and also no leakage

FIGURE 24. Blocked cross-validation with three splits.

from future data is introduced to the model. In each iteration,
the model will not observe and memorize patterns from an
iteration to the next. In this study, the number of iterations
was set to three and the division rates for each subset are set
to 80% for train fold and 20% for validation fold. This split
method is depicted in Fig. 24 for more clarification.

The vertical axis refers to the number of cross-validation
iterations, whereas the horizontal axis represents the size
of training data on an hourly basis. The training folds are
depicted in blue, and the folds used for validation are depicted
in orange. The dataset has not shuffled, and the chronological
order is preserved along the horizontal axis.

G. RESULTS ANALYSIS OF STEP TWO
Table 3 and Table 4 provide multi-step a head forecasting
results of different models using the cross-validation tech-
nique for two prediction targets. In each table, the three
columns on the left report average RMSE errors in KW/h over
24 time steps per validation fold. The last column on the right
provides the average RMSE errors over the three folds with
standard deviation values.

The experimental results show that different learning algo-
rithms outperform the Persistence technique showing at least
40% to at most 80% improvement in prediction accuracy.
We can see the Seq2Seq LSTM followed by GBRT outper-
form the other techniques in terms of energy consumption
estimation.

Regarding energy production forecasting, the lowest pre-
diction error is achieved by the GBRT and GRU. Further
analysis reveals that RMSE of deep neural network models
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TABLE 3. Average RMSE using the blocked cross-validation technique for
energy consumption prediction.

TABLE 4. Average RMSE using the blocked cross-validation technique for
energy production prediction.

TABLE 5. Total training time for 24-steps ahead prediction of two targets.

(e.g. Seq2Seq LSTM, LSTM, CNN) are similar and lower
than that of shallow neural network (BPNN) as well as most
conventional learning models (e.g. ARIMA, Ridge Regres-
sion, and SVR). Among the deepmodels, the Seq2Seq LSTM
yields low average RMSE errors (less than 5 KW/h) with a
low standard deviation (0.29) for both demand and PV output
forecasting indicating more accurate and robust performance
against other deep models.

To further investigate each method’s effectiveness in terms
of computational cost, we have computed the average training
time over three folds. Each training fold covers around two
years and three months of hourly data and occupies about
2.6Mega byte of the systemmemory. Note that for themodels
that do not support multivariate regression, the training time
is multiplied by two to represent the required training time
to forecast the two energy targets. The persistence model is
ignored in this evaluation since it does not pass any training
phase. Table 5 presents the results.

ARIMA and Adaboost not only produce inaccurate
hourly forecasts but also require long training times.

Ridge regression followed by BPNN is substantially faster
among all methods. SVR compared to deep models needs
higher training time. While GBRT algorithms appear to have
good precision (according to Table 4), relative to other meth-
ods, they are slower. Among deep neural networks, CNNs are
the fastest, followed by GRU and LSTM networks.

In conclusion, among the candidate techniques, Seq2Seq
LSTM and GBRTwere chosen as the most promising models
for building the ensemble model in the next step. Despite
being slower than other algorithms, these models have shown
higher forecasting accuracy for both predictive targets. To
accelerate the training procedure, GPU-based computing can
be adopted in real-world scenarios.

H. EXPERIMENTS OF STEP THREE
1) ENSEMBLE SETTING
Having access to an extensive training set (14 years of
hourly data from 6 communities) inspired us to use the
deep Seq2Seq LSTM models as the first-layer predictors or
base learners and the GBRT algorithm as the meta learner
to capture non-linear relations between base predictions.
To build an ensemble model with large diversity, multiple
Seq2Seq-LSTM networks were developed and parameterized
differently. The parameters that contributed to the ensemble’s
diversity include learning rate, number of hidden layers in
Encoder, number of hidden neurons in Encoder and Decoder,
type of layer in Encoder, and the length of the input sequence
(windows)W .
For evaluation, we chose W = [24, 24 ∗ 2, 24 ∗ 3] as the

length of input windows, and for each of the other parameters,
a set of values was considered from a candidate set V . As a
result, we ended up with W ∗ V Seq2Seq LSTM models
for each given parameter. For our experiments, the V vector
for each given parameter is set to values as the following:
learning rate: {0.01,0.001}, the number of hidden layers in
Encoder: {1,2}, the number of hidden neurons in Encoder
and Decoder: {60,90} and the type of Encoder layer: {LSTM,
BILSTM}. As default values, we chose ADAM as an opti-
mizer, mean squared error as the loss function, batch size
of 64 and 20 iterations as the number of training epochs per
network.

For the stacking purpose, the forecasts from the first-layer
predictors are treated as input features for the GBRT. As we
want to predict future values of two variables (energy con-
sumption and generation), and the GBRT does not support
multivariate output regression, one GBRT model was trained
per target based on the corresponding predictions from the
first layer. The performance of meta learners was then eval-
uated against real observations available to us within the test
set.

All four test sets (mentioned in Section III, Subsection A)
were used to evaluate and demonstrate the prediction capa-
bilities of the ensemble approach. Each test set representing
a community load for one year was divided into two subsets
with 70% and 30% ratios known as a meta train set and ameta
test set.
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TABLE 6. Average error metrics over multiple steps ahead for energy consumption prediction.

TABLE 7. Average error metrics over multiple steps ahead for energy generation prediction.

The meta train set was used to build a training set for the
meta learner (GBRT) so that all trained LSTM base learners
in the first step were tested on this set. The Meta test set was
then used to evaluate the performance of the meta learner
against three other techniques:
• The Seq2Seq LSTM network that yields the lowest pre-
diction error among the individual learners (called the
best learner).

• The ensemble that computes the average of the base
learners’ predictions for each step in the forecasting
horizon.

• Another stacked ensemble of Seq2Seq LSTM networks
which applies Ridge regression as the meta learner to
capture linear relations between the first layer’s fore-
casts.

It is worth mention that none of the meta test sets has been
seen by any learning algorithm during training.

2) RESULT ANALYSIS OF STEP THREE
Fig. 25 and Fig. 26 provide example comparisons between
the actual (Ground-truth) and predicted energy load curves
using various approaches in four test communities. We can
see that in all graphs, on some test steps, the forecast pre-
cision decreases due to irregular fluctuations in hourly load,

FIGURE 25. Comparison of 24-h ahead load consumption forecasting
results.

especially for load demand prediction. Nevertheless, in most
cases, all models, specifically the two ensemble approaches,
could effectively follow the usage and generation patterns for
both forecasting targets.

Table 6 and Table 7 summarise the forecasting results of
different methods. For each test set, the average MAE and
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FIGURE 26. Comparison of 24-h ahead energy generation forecasting
results.

RMSE are calculated for three horizons: short-term; from 1 to
8 hours ahead, medium-term; from 8 to 16 hours ahead, and
long-term; from 16 to 24 hours ahead.

It is observed that the stacked ensemble with GBRT and
Ridge algorithms have the lowest average MAE and RMSE
overall forecast horizons and across all test sets for both
energy targets. The prediction accuracy of electricity con-
sumption and PV power output can be effectively improved
by using ensembles of Seq2Seq LSTM networks. After using
a conventional ML algorithm on top of them, the forecast
accuracy can be further improved since more diverse first-
layers’ forecasts can provide more relevant information for
model training. This implies that the ensembles with GBRT
and Ridge regression can model regular and irregular patterns
of future energy values more effectively.

In contrast, the performance of the averaged ensemble
compared to the other three algorithms is not highly accurate
and stable across different test sets. For instance, on Test set 3,
the predictive errors for solar output prediction are far greater
than those obtained by other algorithms. The explanation is
that unlike stacked ensembles, the forecasting performance of
the Averagedmodel is equally determined by all contributors’
forecasts. With even one poor base estimator, performance
will degrade significantly.

Fig. 27 and Fig. 28 illustrate the prediction performance of
each algorithm on average from 1 to 24 steps ahead per test
set for the two targets. They confirm the results of previous
experiments. Regarding energy consummation prediction,
the averaged ensemble produces higher MAE (4.27, 3.86,
4.19, and 3.88) compared to the best base learner (4,14, 3.84,
3.25, and 3.77).

In terms of RMSE, the forecast error of theAveragedmodel
(5.93, 5.41, 5.32, and 5.05) is also higher in comparison
with the best LSTM network in the ensemble (5.68, 5.25,
4.23, and 4.91). The proposed forecast framework (Seq2Seq
LSTM + GBRT) produces an average MAE of 3.39 and
RMSE of 4.55 over four test sets, which are lower than those
of all other models.

FIGURE 27. Average error metrics for energy consumption prediction
from 1 to 24 steps ahead.

FIGURE 28. Average error metrics for energy generation prediction from
1 to 24 steps ahead.

Similar forecast accuracy is recorded for the PV power
output of the communities. The best LSTM network gives
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FIGURE 29. Average MAE for energy consumption prediction over each
time step on four meta test sets.

FIGURE 30. Average MAE for energy production prediction over each time
step on four meta test sets.

more accurate results than the averaged ensemble forecast but
lower compared to the stacked models. The stacked ensemble
with GBRT slightly outperforms the Ridge-based stacked
ensemble with 2.4% reduction in MAE score on average
across the test sets. However, it significantly produces more
accurate forecasts than the best learner and averaged ensem-
ble, showing on average 17% and 47% reduction in MAE as
well as 10% and 37% reduction in RMSE.

To evaluate the consistency of errors throughout 24 time
steps, we calculated the averageMAEvalues of the prediction
results at each time step for different models.

Fig. 29 and Fig. 30 illustrate the results. We can see that the
forecasting errors of all models fluctuate smoothly along the
forecast horizon up to 10 steps and then increase with vary-
ing degrees for different models. The degree of the overall
variation in terms of MAE was computed by SDE metric.

The SDE Results are presented in Table 8 and Table 9. The
proposed ensemble shows higher consistency in multi-step
ahead forecasting of energy consumption across all test sets
with, on average, a 0.06 variation rate. Regarding solar out-
put estimations, higher variation values are recorded for all
models. On average, the best base learners followed by the
two ensembles reach satisfactory SDE scores of 0.15, 0.16.
and 0.17, respectively. However, as expected, the Averaged

TABLE 8. Comparison of SDE scores over 24 steps ahead for consumption
estimation.

TABLE 9. Comparison of SDE scores over 24 steps ahead for production
estimation.

FIGURE 31. Error distribution of day-ahead load demand forecasting over
weekdays and weekends.

Ensemble with high SDE values shows poor forecasting sta-
bility against the other techniques in most cases.

To further verify the superiority of the stacked models,
the day-ahead (24 hours ahead) prediction results are ana-
lyzed under different situations. For load demand estimation,
weekdays and weekends are considered, whereas, for solar
power output prediction, two typical weather conditions are
evaluated: Cloudy and non-cloudy days.

To identify cloudy days, we used the cloud visual opacity
index, which describes howmuch sunlight the clouds let some
sunlight through. The dayswith cloud opacity values less than
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TABLE 10. Average residual error for day ahead forecasting of energy consumption based on type of day.

TABLE 11. Average residual error for day ahead forecasting of energy generation for cloudy and non-cloudy days.

FIGURE 32. Error distribution of day-ahead solar output forecasting over
cloudy and and non-cloudy days.

42 are considered as clear or partially cloudy days, while the
days with higher index values are categorized as cloudy days.

Fig. 31 depicts the distribution of residual error of the
proposed framework along with other comparative models
regarding electricity consumption prediction of one commu-
nity in Sydney. The residual error represents the difference
between predicted and real values.

As expected, the median error values of all models mostly
increase during peak hours between 7.00 to 10.00 in the

morning and from 17.00 to 21.00 in the afternoon. Moreover,
for all frameworks, smaller boxes of weekdays compared to
weekends indicate fewer variations in forecasting results and,
therefore, more predictability of usage patterns on weekdays.

Forecast residual error comparison indicates that the
stacked predictors generate less error in comparison with the
best individual predictor and Averaged ensemble, demon-
strating the potential benefit of the stacking ensemble tech-
nique in the day-ahead load demand forecast application.

Table 10 summarizes the prediction errors of different
models in different communities. The proposed framework is
more accurate than the comparative forecast models by pro-
ducing at most 3.50 KW/h error for weekdays and 4.75 KW/h
for weekends.

Fig. 32 highlights the box forecast error plot of all mod-
els for day-ahead estimation of PV power output in cloudy
and non-cloudy days in the same test community. It can be
observed that the PV output prediction of each model is
relatively less accurate on cloudy days, and this is primarily
because the PV power curve on cloudy weather is less steady
and more volatile.

Compared to stacked models, the averaged ensemble pre-
dictor followed by the best learner gives higher forecast errors
during cloudy days. Among all, the proposed ensemble with
GBRT has produced the most accurate results with fewer
outliers.

In Table 11, the results are summarized for all models and
test sets. As shown, the proposed method can mostly capture
the regular and non-regular patterns of PV power output at
a satisfactory level on cloudy and non-cloudy days across
different communities.

V. CONCLUSION
In this paper, we proposed a framework for multi-hour ahead
load forecasting and solar energy generation estimation of
household communities. The framework introduces a process
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in which an ensemble model is developed based on extensive
evaluations of baseline forecasting algorithms. The ensemble
model applies deep recurrent neural networks as base learners
and a tree-based ensemble algorithm as meta learner. It also
incorporates multivariate time series data, including energy,
time, and weather variables as predictive features to address
the volatility of load series.

The proposed method offers several advantages over exist-
ing techniques. Firstly applying an ensemble learning strat-
egy enables the model to provide more robust and accurate
results than individual predictive methods. Secondly, deep
recurrent neural networks as strong predictive algorithms for
time series prediction tasks, provide the model with highly
accurate base estimations. Next, since the ensemble model
is not reliant on the structure of one particular deep net-
work, it can generalize better to new data sets than individual
neural networks that are heavily tuned for a given dataset.
Finally, unlike the boosting approach that involves sequen-
tial learning, the applied stacking strategy offers the ability
to separately train base learners, thereby reducing training
time in distributed computational environments. However,
the main limitation of the proposed approach can be the lack
of appropriate historical data for proper training of deep base
models.

In future work, the performance of the ensemble technique
and all contributing algorithms can be evaluated through
sensitivity analysis where we examine the impacts of differ-
ent input features or input size on the prediction task. The
presented forecast framework could also be applied for other
types of time series data such as wind and electricity price
as long as a sufficient amount of data (typically one to a few
years of hourly observations) for training the deep networks
are available.
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