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ABSTRACT 

The design of the automotive cooling systems has slowly evolved from engine-driven 

mechanical to computer-controlled electro-mechanical components. With the addition of 

computer-controlled variable speed actuators, cooling system architectures have been updated to 

maximize performance and efficiency. By switching from one large radiator to multiple smaller 

radiators with individual flow control valves, the heat rejection requirements may be precisely 

adjusted. The combination of computer regulated thermal management system should reduce 

power consumption while satisfying temperature control objectives. This research focuses on 

developing and analyzing a multi-radiator system architecture for implementation in ground 

transportation applications. The premise is to use a single radiator during low thermal loads and 

activate the second radiator during high thermal loading scenarios. Ground vehicles frequently 

use different radiators for each component that needs cooling (e.g., engine blocks, electronics, 

and motors) since they have different optimal working temperatures. The use of numerous 

smaller heat exchangers adds more energy-management features and alternative routes for 

carrying on with operation in the event of a crucial subsystem failure. Moreover, despite cooling 

systems being designed for maximum thermal loads, most vehicles typically operate at a small 

fraction of their peak values.  

To study and examine the planned multi-heat exchanger cooling system concepts, various 

computer simulations and experimental tests were performed. A nonlinear state space model, 

featuring input and output heat flow paradigms, was developed using a multi-node resistance-

capacitance thermal model. The heat removal rate from the radiator(s) was estimated using the 𝜀-

NTU method as downstream fluid temperatures were not required. The system performance was 
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studied for two driving cycles proposed by the Environmental Protection Agency (EPA) – urban 

and highway driving schedules. The computer simulation was validated using the laboratory 

setup in the High Bay Area of Fluor Daniel Engineering Innovation Building. The configuration 

features computer controlled variable speed electric motor driven coolant pump and independent 

variable speed fans for each radiator to provide desired fluid flow rates. The pump and fan power 

consumptions are approximately 0.8-1.2 kW and 0.4-3.2 kW, which corresponds to coolant and 

air flow rates of 0.2-1.5 kg/s and 0.5-1.75 kg/s, respectively. Two servo motor-controlled gate 

valves limit the coolant outlet from each radiator. Various thermocouples and a magnetic flow 

sensor record test data in real time using a dSpace DS1103 data acquisition control system. 

Designing and analyzing a nonlinear control architecture for the suggested system was the 

last phase in the study process. A nonlinear controller equipped TMS should offer higher energy 

efficiency and overall system performance. Three controllers—sliding mode, stateflow, and 

classical—were designed and implemented in Matlab/Simulink and placed onto the dSpace 

hardware. The sliding mode controller is recommended for high performance applications since 

it offers steady temperature tracking, 5oC, an acceptable response time, 120 sec, but suffers from 

frequent changes in fan speed. The stateflow controller exhibited the fewest fan speed 

oscillations, the fastest response time, 88 sec, and the smallest temperature offset, 3oC, it is 

advised for use in common passenger vehicle applications. Both controllers need around six 

minutes to warm up. The traditional controller, meanwhile, had the quickest warmup, 600 sec, 

but the slowest response time, 215 sec. Nonlinear cooling systems are essential for maintaining 

component temperatures which will enable vehicle reliability, and maximize performance given 

the focus on hybrid and electric vehicles. 
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𝑇𝑀𝐿 Lower limit of melting temperature oC 

𝑇𝑀𝑈 Upper limit of melting temperature oC 

𝑇𝑅, 𝑇�̅� Radiator core temperature oC 



 

xxi 

𝑇𝑟𝑒𝑓 Reference coolant temperature oC 

𝑇𝑤 Water temperature oC 

𝑇∞ Ambient temperature oC 

𝑈𝐴, 𝑈𝐴̅̅ ̅̅  Overall heat transfer coefficient kJ/kg.K 

𝑣𝑎, 𝑣𝑎̅̅ ̅ Air velocity at exit surface m/s 

𝑣𝑐, 𝑣�̅� Coolant velocity m/s 

𝑉 Lyapunov function for sliding surface - 

𝑉1 Radiator 1 coolant outlet valve position % 

𝑉2 Radiator 2 coolant outlet valve position % 

𝑉𝑓 Supply voltage of radiator fans V 

𝑉𝑝 Supply voltage of coolant pump V 

𝑉𝑉 Internal volume of vehicle m3 

𝑥 Radiator 2 valve position - 

𝜀 Effectiveness of heat exchanger - 

𝛾 Heat capacity rate ratio - 

𝜃 Supply electricity frequency Hz 

𝜌𝑎 Air density kg/m3 

𝜌𝑐 Coolant density kg/m3 

𝜆 Positive constant defining sliding surface - 

𝜇𝑎 Air kinematic viscosity m2/s 

𝜇𝑐 Coolant kinematic viscosity m2/s 

𝜂𝑓, 𝜂𝑓̅̅ ̅ Radiator fin efficiency - 
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𝜂𝑜, 𝜂𝑜̅̅ ̅ Overall radiator efficiency - 

𝜑 Controller applied frequency Hz 

𝜔, �̅� Radiator fan speeds rpm 

𝜔𝑐 Continuous fan speed control signal rpm 

𝜔𝑑 Discontinuous fan speed control signal rpm 

Note: Bar notations represent second radiator 
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CHAPTER 1: Introduction 

1.1 Thermal Management Systems 

All electro-mechanical devices employ some form of temperature control for their safe and 

optimal operation. This is achieved by rejecting heat from the device (i.e., source) to the ambient 

(i.e., sink) via a transmission medium, which can be air or liquid. The mode of heat transfer 

depends on several factors including desired temperature, heat generation rate, and design 

restrictions. For application with low heat generation rates (e.g., small electric motors, circuit 

boards, etc.) active/passive air cooling is sufficient, whereas high heat generation applications 

(e.g., high torque motors, computer servers, internal combustion engines, etc.) require liquid 

cooling. Most automotive applications, including hybrid electric, use liquid cooling to regulate 

desired component temperatures. The heat removal rate is a function of fluid flow rates and heat 

capacities. Replacing traditional fixed speed pump/fans with variable speed drives can help in 

achieving better performance and overall system efficiency. The goal of this research is to design 

and study a novel twin radiator thermal management system using computer controlled variable 

flow rates. The proposed architecture is scalable and possible applications include hybrid electric 

vehicle cooling systems. 

 

Figure 1-1 : Schematic of a typical thermal management system for a device with thermal 

capacity CD and at a temperature TD 
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1.2 Computer Control 

The implementation of variable speed computer control can enhance the system performance 

of electro-mechanical systems. Using on board microcontrollers (e.g., Arduino®), variable speed 

drives can replace fixed speed actuators to optimize system behaviour. An array of sensors 

gathering real time data is required to direct the control signal for the systems actuators. Data 

acquisition (DAQ) systems such as dSpace® and National Instruments® provide the hardware 

required for controller implementation. This in addition to programming software applications 

such as Matlab® Simulink® and LabView® form the core basis of modern nonlinear control 

systems. Applying control system theory to thermal management systems allows an efficient 

method to maintain desired component temperature while minimizing the operation energy cost. 

Replacing direct mechanical driven coolant pump and radiator fans with advanced variable speed 

electro-mechanical actuators provides robust control and ability to fine tune system performance. 

Several control architectures have been designed and implemented as part of this research and 

will be discussed in detail in later Chapters. Figure 1-2 shows the overall schematic of a 

computer-controlled data acquisition system for a generalized plant. 

 

Figure 1-2 : Layout of a computer-controlled data acquisition system for a given plant 
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1.3 Ground Transportation Thermal Management System 

An effective automotive thermal management system (TMS) must maintain ideal component 

temperatures, fit within the available under-the-hood volume, and comply with weight 

limitations for all driving scenarios. Research in automotive applications has demonstrated the 

negative effects of both undercooling (e.g., increased part deterioration, decreased oil viscosity) 

and overcooling (e.g., decreased fuel economy, extended component duty cycle). The problem is 

more severe for electric and hybrid vehicles since electric motors and battery packs are more 

susceptible to temperature variations. Thus, global automakers employ several design and 

control strategies to achieve the goals of durability and worldwide reliability while maximizing 

cooling and minimizing power usage. This is achieved in one of three ways – improved 

component performance, updating system architectures, and/or implementing nonlinear control 

methods. Better heat dissipation is achieved by (a) increased surface area, (b) better thermal 

conductivity, and (c) improved fluid flows. 

 

Figure 1-3 : Control input parameters for the thermal management system 
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A novel multi-heat exchanger thermal management system was developed by updating the 

traditional architecture and coupling it with variable speed electro-mechanical actuators. Several 

nonlinear controller designs were used to vary the coolant pump and radiator fan speeds of 

respective radiators. To govern the coolant flow across different radiators, computer-controlled 

gate valves were introduced at the outlets. This system design allows a couple of benefits. First, 

it allows energy optimization by either shutting down the additional radiators during low thermal 

loads or by reducing the actuators speeds. Second, it can prevent over- and under-cooling by 

regulating the heat transfer surface area based on heat load. Third, it can provide redundancies in 

the system in case of a radiator failure or malfunction. Lastly, it can allow maintenance to be 

performed on stationary units without shutting down the entire system. 

 

Figure 1-4 : Schematic of the proposed thermal management system having n parallel 

pathways for heat dissipationResearch Objectives 

The following objectives were laid out to study the proposed multi heat exchanger cooling 

system. 

• Modify current single radiator architecture into a scalable multi-heat exchanger setup. 

• Study the effect of coolant mass flow rates across multiple heat exchangers in tandem 

with other controlled actuators. 
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• Develop mathematical models for all system components including a thermal nodal 

network and plant models for heat exchangers, radiator fans, and coolant pump. 

• Create a Matlab® based thermal simulation using developed mathematical model. 

• Create multiple input single output nonlinear control algorithms for optimal system 

performance. 

• Study the possible applications for the proposed thermal management system. 

• Create a heat dissipation paradigm to be implemented for future electric and hybrid 

electric vehicle technology. 

 

Figure 1-5 : Summary of research activities at Clemson University, (a) Systems 

engineering, (b) Control theory, (c) Experimental testing, and (d) Education  
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1.5 Organization of Dissertation 

The dissertation henceforth is organised as follows. Chapter 2 presents an analysis of the 

modified hardware setup in the High Bay Area of Fluor Daniel Engineering Innovation Building 

at Clemson University. Experimental observations of the system behaviour are presented in 

terms of power consumption and effects of valve position. Chapter 3 shows the mathematical 

model developed using thermal nodal network analysis. The model’s implementation in 

Simulink and experimental validation of results has been summarized. Three controller designs 

have been applied and their performance evaluated in Chapter 4. The controls include a Sliding 

Mode Control (SMC), Stateflow, and Classic PI control. Chapter 5 studies the possible hybrid 

electric vehicle applications for proposed multi-radiator thermal management system. Chapters 6 

through 8 are additional research carried out during the Doctorate program at Clemson 

University. A novel waste heat recovery method for vehicles after shutoff was proposed in 

Chapter 6. It uses a phase change material to extract heat from the engine block of cars in a 

parking lot. Chapter 6 and 7 summarize the research done on behalf of Centre for Automotive 

and Aviation education using Virtual E-Schools (CA2VES). A statistical analysis of student 

grades and feedback is presented to quantify the student performance increase after using virtual 

reality-based teaching material for undergraduate program at Clemson University. 
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Figure 1-6 : Outline of research activities for the proposed multi-radiator thermal 

management system  
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CHAPTER 2 : Experimental Analysis of a Multiple Radiator Cooling System with 

Computer Controlled Flow Rates 

The automotive cooling system configuration has remained fixed for many decades with a 

large radiator plus fan, coolant pump, and bypass valve. To reduce cooling system power 

consumption, the introduction of multiple computer-controlled heat exchangers may offer some 

benefits. A paradigm shift from a single large radiator, sized for maximum load, to n-small 

radiators with individual flow control valves should allow fine tuning of the heat rejection needs 

to minimize power. In this project, a series of experimental scenarios featuring two identical 

parallel radiators have been studied for low thermal load engine cooling (e.g., idling) in ground 

transportation applications. For high thermal load scenarios using two radiators, the fans required 

between 1120 - 3600 W to maintain the system about the coolant reference temperature of 85oC. 

In contrast at reduced thermal loads, a single radiator configuration with half the heat transfer 

surface area required between 550 - 1000 W for the same operating conditions. A 51% reduction 

in fan and pump power consumption at a lower thermal load, while maintaining coolant 

temperature about the setpoint value, offers possibilities on redesigning the thermal management 

system. Given that vehicles often operate at reduced thermal loads, these findings can help 

improve the overall powertrain performance. 

2.1 Introduction 

Global vehicle manufacturers generally design their automobile gasoline and diesel engines 

to operate in harsh conditions, including extreme temperatures and different terrains. The engine 

cooling system regulates the system operating temperature under various ambient conditions and 

crankshaft loads. Kim et al. (2010) noted that automotive radiators may be oversized to meet 

periodic increases in thermal loads due to external factors while most idle and light loads are 
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readily accommodated by fractional cooling. Overcooling often occurs since insufficient engine 

cooling promotes abnormal in-cylinder combustion, leading to damage and eventual failure of 

components such as the cylinder head and pistons. However, overcooling degrades engine 

performance (Wagner et al. 2002) and fuel economy while increasing lubricating oil friction 

(Kim, Shon and Lee 2013). Specifically, the coolant pump and radiator fan(s) consume engine 

torque, either through mechanical coupling or alternator supplied electric power, which lowers 

available propulsion power. As a result, efficiently regulating the engine temperature can 

improve overall engine operation. There are two strategies employed towards this goal – 

improving component performance and enhanced control architecture (Figure 2-1). 

Of the numerous automotive cooling system challenges, varying the operating temperatures 

of the different components is particularly taxing for a cooling system and design engineers. 

Figure 2-2 shows the relative operating temperatures of key automotive components and their 

heat generation rates. This diverse temperature range is tackled by using different cooling modes 

(i.e., air, liquid, and hybrid) and configurations (e.g., single radiator, radiators with multiple 

cores, and heat pipe-based hybrid cooling system). Selection of an appropriate cooling mode 

depends on the engine size and vehicle operating conditions. For instance, Gogineni et al. (2013) 

state that air cooling is typically used for smaller car engines (15-20 kW) but can also be used in 

aircraft engines since heat dissipation is based on air flow. This challenge is compounded in 

hybrid electric vehicles (HEV) having numerous electronics that vary significantly with internal 

combustion engines in terms of operating temperature requirements. Moreover, HEVs have 

multiple operating modes - electric only, fossil-fuel only and hybrid – each varying significantly 

in its cooling requirement. A cooling system designed for a single thermal load may be 

insufficient to meet rapidly changing operating conditions. Further, designing for maximum 
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cooling and operating conditions results in wasted energy and reduced performance. So, a need 

exists to adapt the cooling system to specific real time conditions. 

 

Figure 2-1 : Thermal management configuration with smart components to improve 

cooling system performance 

Automotive cooling system performance is dependent on controllable internal (e.g., radiator 

size, operating mode) and uncontrollable external (e.g., ambient temperature, operating load) 

conditions. Amrutkar and Patil (2013) discussed the effects of air and coolant flow rates, ambient 

temperature, radiator physical parameters, and vehicle load due to road conditions on cooling 

performance. Further, three extreme detrimental conditions, low air density at high altitudes, 

high ambient temperatures, and maximum load torque were identified. Often design engineers 

have to explore trade-offs between these multiple internal and external factors that impact the 

performance of transportation cooling systems. Moreover, a robust control system managing 

these diverse conditions is crucial to engine performance. An extensive spectrum of research has 

been conducted on engine thermal management over the last two decades. Page et al. (2005) 

demonstrated a 15.6% fuel economy improvement with a novel engine cooling system. It was 

noted that engine optimization has occurred for 35 years leaving very little room for further 
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improvement while thermal management is a field with vast possibilities. Energy savings can be 

achieved by waste heat recovery (Yu and Chau 2009) (Yang 2005) (Wojciechowski et al. 2007), 

optimum engine cooling system (Rahman and Sun 2003), and advanced control strategies of the 

various cooling system components (Brace et al. 2001) (Kim et al. 2010). This paper focuses on 

a scalable multi-radiator design to adapt to changing cooling loads. 

 

Figure 2-2 : Operating temperature range vs heat generation for different cooling system 

components 

An adjustable radiator array design featuring two radiators, in a parallel configuration, has 

been experimentally studied. A flexible radiator configuration facilitates monitoring the 

performance of each radiator separately and actively maintain the same temperature gradient 

across all heat exchangers. Ideally, these additional smaller sized radiators can be used as needed 

based on the cooling requirements. The remainder of the chapter is organized as follows. Section 

2.2 describes the proposed system in detail. The experimental setup will be discussed in Section 



 

12 

2.3, followed by experimental observations and a case study in Section 2.4 Finally, the 

conclusion will be offered in Section 2.5. 

2.2 System Description 

Upgrading an automotive cooling system can save energy and improve system performance. 

In general, a cooling system consists of a heat source and a heat sink. Moreover, thermodynamic 

laws and physical parameters constrain the rate of heat removal. These factors along with 

varying engine load and surrounding environment pose a challenge to the thermal management 

system design. Consequently, most cooling systems are built for maximum thermal load and 

harsh ambient conditions to prevent overheating and engine component damage, thus reducing 

system efficiency. To reduce energy waste when running the cooling system, a single large 

radiator, found in most vehicles, can be replaced with multiple smaller radiators featuring 

computer-controlled flow rates. A parallel configuration ensures independent operation of each 

heat exchanger based on the system load. The reduction in cooling system power consumption 

will offer greater torque availability at the tire/road interface.  

The design of a multiple radiator thermal management system requires the introduction of 

several new components as shown in Figure 2-3. First, the added outlet flow control valves 

linearly regulate the coolant flow from fully closed (0%) to fully open (100%). The inlet 

temperature across all radiators is assumed to be constant (Assumption 1) and the individual heat 

removal rates are controlled using the fluid flow rates. The total heat added is equal to the heat 

removed by the radiators (Assumption 2). The system featured a variable speed coolant pump 

and a CAN network-controlled array of brushless DC (BLDC) fans. The outlet coolant flow from 

the radiators is thoroughly mixed in a swirl pot (Assumption 3) before returning to the engine 

block to present a uniform inlet coolant temperature. When considering the additional heat 
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exchangers, the extra flow paths cause the individual radiators’ coolant mass flow rate to 

decrease. However, the overall coolant mass flow rate increases in comparison to a single 

radiator due to a reduced equivalent network fluid resistance (i.e., pressure drop). This action 

increases the overall system coolant mass flow rate and hence the overall heat rejection. The 

individual radiator outlet temperatures depend on the respective valve position, fan speeds, and 

the associated radiator effectiveness. 

 

Figure 2-3 : Cooling system architecture - (a) Conventional, and (b) Parallel designs 

2.3 Experimental Test Bench 

An experimental test bench was established at Clemson University to investigate the 

performance of a multiple radiator cooling system under repeatable operating conditions. The 

modified system featured two identical radiators, mounted within a wind tunnel subject to six 

inlet fans (three per radiator) arranged in a staggered configuration shown in the representative 

CAD model in Figure 2-4. Each fan can be individually controlled for speeds between 0 < 𝜔𝑗 <

5000 rpm for a desired air flow rate calculated using �̇�𝑎 = 𝑣𝑎𝐴𝑟𝜌𝑎. The air velocity was 

measured using a handheld Kestrel 1000® anemometer. The fan speeds were measured using a 
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strobe light tachometer. The combustion process is emulated using a steam powered two-pass 

shell and tube heat exchanger which heats the coolant before passing through a 6.0L 

international V8 diesel engine block which acts as a heat sink; note that the transmission 

passages are not used in this experiment. This configuration allows a manually controllable heat 

input to the system using facility provided steam. Two strategically placed pressure relief valves, 

one at the highest point and the other on top of the swirl pot, ensure safe system operation and 

prevent component damage. Table 2.1 lists the uncertainty values of the sensors used in the 

experiment. 

Table 2.1 : Range and uncertainty values of system sensors in test bench 

Measurement Sensor Type Range Units Uncertainty 

Temperature (T1-T4) J-Type  -100 to 300 oC ±0.1% 

Temperature (T5-T6) K-Type 0 to 500 oC ±0.1% 

Air speed Kestrel 1000 0.4 𝑡𝑜 60 m/s ±3% 

Coolant flow rate AW-Lake 1.14 to 11.4 l/min ±1% 

 

The additional weight and volume requirement due to the second radiator and its 

corresponding accessories were studied based on the Performance-Size-Fuel economy Index 

(PSFI) defined by An and DeCicco (2007). The index considers engine horsepower to weight 

ratio, P, interior volume of vehicle, S, and fuel economy, F, as the metrics for technical 

efficiency gain. In terms of performance, two 9 kg radiators and one 5 kg swirl pot replaced the 

previously installed 26 kg radiator. Accounting for another 4 kg of accessories gives a net 0.16% 

increase in weight for an average car weighing 1500-1800 kg. In terms of size, the smaller 
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radiators were easily accommodated in the wind tunnel (1.2 m x 1.2 m cross section) built for the 

larger radiator. Lastly, the fuel economy is very slightly impacted by the negligible weight 

increase. Moreover, using the road load torque model developed by Baumann et al. (2000), 

additional torque is made available to the wheels by reducing the accessory energy demand, 

which would lead to an overall increase in fuel economy. A 13% increase in cooling system cost 

was incurred due to the additional parts required. 

The installed aluminium radiators are 56-cm-wide, 38-cm-high and 7.6-cm-thick, with 

coolant inlet and outlet pipe diameters of 3.8 cm and 4.5 cm, respectively. The radiators have 

stepper motor (i.e., step size = 1.8o) driven gate valves at the outlet to maintain a backup 

reservoir of cold coolant within the system for rapid emergency cooling. A closed feedback loop 

servo motor-controlled bypass valve is provided for low thermal load scenarios. An AW-Lake® 

Mag-P Hall effect sensor and six J and K-type thermocouples at different points measure the 

coolant flow rate and temperatures in real-time. Pump shaft speed was noted using the strobe 

light tachometer. For data acquisition (DAQ) and electronic control, a dSpace® DS1103 

platform, an Arduino® Mega microcontroller, and two DIV268N stepper motor controllers were 

used. Figure 2-6 shows the DAQ and control setup for the experimental configuration. 

The DAQ platform allows the system actuators to be electronically controlled using real-time 

plant data. The six BLDC fan speeds are individually regulated using CAN. The radiator fan 

power consumption is calculated using the expression 𝑃𝑓𝑗 = 𝑖𝑓𝑗𝑉𝑓 (𝑗 = 1, 2, … , 6). The coolant 

flow through the system is controlled using a 1.12 kW variable speed centrifugal pump run using 

a 3-phase induction motor. The pump power consumption is calculated as 𝑃𝑝 = 3𝑖𝑝𝑉𝑝cos (𝜃 −

𝜑). The induction motor is controlled using a Genesis® KBE2 controller by changing the applied 

frequency. Using this, the overall coolant mass flow rate was 0 < �̇�𝑐 < �̇�𝑐,𝑚𝑎𝑥 . The motor 
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driven gate valves direct coolant flow across individual radiators linearly from 0 to 100% in 10% 

increments. Figure 2-5 shows the experimental test bench and its components. 

 

(a)                                              (b) 

 

(c) 

Figure 2-4 : Wind tunnel CAD model – (a) Section view showing funnel structure, (b) Front 

view showing staggered fan configuration, and (c) Isometric view 
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Figure 2-5 : Experimental setup – (a) Schematic of coolant flow and thermocouple 

locations, (b) Engine block, (c) Swirl pot with pressure relief, (d) Radiators, and (e) Fan 

array 

 

Figure 2-6 : Control system architecture for experimental system 
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2.4 Laboratory Observations 

The transient behavior of the thermal management was studied for various load and operating 

conditions. To monitor the impact of individual cooling system components (i.e., coolant pump, 

radiator fans, radiator flow control valves), each actuator was manually controlled to maintain 

the desired engine outlet temperature (i.e., 𝑇6 < 𝑇𝑐𝑟𝑖𝑡) at different thermal load conditions (i.e., 

𝑄𝑖𝑛𝐿 < 𝑄𝑖𝑛 < 𝑄𝑖𝑛𝐻). The heat added and removed are calculated using the measured 

temperatures and estimated coolant mass flow rate as 

𝑄𝑖𝑛 = �̇�𝑐𝐶𝑝𝑐(𝑇6 − 𝑇4)  

𝑄𝑜𝑖 = �̇�𝑐𝐶𝑝𝑐(𝑇6 − 𝑇𝑖), (𝑖 = 1, 2) 

(2.1) 

(2.2) 

 

The ith radiator’s outlet coolant temperature is measured using thermocouples mounted at the 

inlet ports of the swirl pot. The heat transfer values were calculated dynamically using mass flow 

rate and temperature data. The heat removal rate, and cooling system component power 

consumption were chosen as the metrics for system performance. 

2.4.1.1 Radiator Fan Power Consumption 

Physical sensor readings were obtained to plot the air mass flow rates against the radiator fan 

shaft speeds. At each instance the corresponding electric power consumption was calculated, and 

curve fitting tools applied to show the general trend. Table 2.2 lists the sensor readings for the 

experiment. For the radiators, the air velocity measurements were recorded at multiple points 

near the exit surfaces inside the wind tunnel. Internal ducting presents a uniform air stream 

across the radiator surfaces when all fans are operational. Figure 2-7 displays the average air 

mass flow rate flowing across both radiators for two fan configurations (i.e., fans 1-3, fans 1-6). 

Note that some residual air flow occurs at the second radiator despite the respective fans being 
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turned off. This is because of the funnel structure and staggered fan configuration which causes 

the middle fan of radiator 1 to supply air to radiator 2. When all six fans are running the air mass 

flow rate is almost identical, with radiator 2 experiencing 3% lower flow which is theorized to be 

due to the radiator fan setup. The power consumption rises significantly (i.e., cubic relation) with 

fan speed. Figure 2-7 also shows that running 3 fans at 4000 rpm consumes 1.8 kW of fan 

electric power while providing 1.36 kg/s of air across radiator 1. However, using 6 fans at 2450 

rpm yields the same air mass flow across radiator 1 while consuming lesser power (i.e., 1.43 

kW). This shows that operating double the fans reduced speed provides the same mass flow rate 

across first radiator while consuming lesser power. This effect is exponentially magnified at 

higher fan speeds. This has potential for energy optimization of the thermal management system. 

The trend in Figure 2-7 shows a cubic relation between shaft speed and power consumption 

which corroborates with existing affinity laws (Girdhar and Moniz 2005) (Ahonen et al. 2012). 

Table 2.2 : Summary of system parameters 

Symbol Value Units Symbol Value Units 

𝐴𝑟 0.21 𝑚2 𝑇𝑟𝑒𝑓 85 𝐶𝑜  

𝑖𝑝 2.1 𝐴 𝑇∞ 25 𝐶𝑜  

�̇�𝑟𝑒𝑓 1.5 𝑘𝑔/𝑠 𝑉𝑝 207 𝑉𝐴𝐶 

𝑄𝑖𝑛𝐿 0 𝑘𝑊 𝑉𝑓 30 𝑉𝐷𝐶 

𝑄𝑖𝑛𝐻 60 𝑘𝑊 𝜌𝑎 1.2 𝑘𝑔/𝑚3 

𝑇𝑐𝑟𝑖𝑡 90 𝐶𝑜  𝜃 60 𝐻𝑧 

 

2.4.1.2 Performance Evaluation of Single and Multiple Radiators 

The performance of the multi-radiator setup was experimentally compared and analyzed 

against a single radiator cooling system. A series of varying thermal loads were applied, and the 
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desired coolant temperature was controlled using the system actuators. Initially, the experiment 

was started at high thermal load (i.e., 𝑄𝑖𝑛 = 46 𝑘𝑊) requiring both radiators (t = 0 min) running 

at 2000 rpm. The load was then increased to 67.6 kW once the system approached steady state (t 

= 12 min). As the coolant temperature reached critical (i.e., 𝑇𝑐𝑟𝑖𝑡), the fan speeds were doubled to 

stabilize the system (t = 15 min). This was followed by reducing the thermal load to 63.7 kW 

with no change in other system parameters (t = 22 min). The fan speeds were reduced to 3000 

rpm to obtain the desired coolant temperature at t = 28 min (i.e., 𝑇𝑟𝑒𝑓). To further explore low 

engine load scenarios (e.g., engine idling), steam input was reduced to 34.55 kW (t = 38 min). As 

the coolant temperature reduced rapidly, the second radiator was removed from the circuit by 

shutting down its outlet valve (t = 50 min). A sharp fall in radiator 2 outlet coolant temperature, 

𝑇2, was observed accompanied with rise in the radiator 1 outlet temperature, 𝑇1. The three 

corresponding radiator fans were also shutdown at this stage to save energy. Radiator 2 was 

activated again after an increased load (t = 59 min) brought the system to a critical state (t = 63 

min). An almost instantaneous drop in temperature was observed, bringing the system to the pre-

set coolant temperature. 

Several key observations can be inferred from the experimental demonstration. First, the 

setup can control the system coolant temperature effectively for different thermal loads using 

either one or two radiators. Secondly, the twin radiator architecture can be used to almost cool 

the engine block instantaneously within acceptable range in emergency situations. Third, the 

power consumption can be significantly reduced by eliminating one of the radiators and its 

corresponding accessories. As seen from the power consumption data from Figure 2-7 and 

Figure 2-9, the fan electric power consumption can be cut in half (i.e. 1.96 kW to 0.98 kW) by 

removing the second radiator from the circuit. This can be further reduced by running 6 fans at 
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around 1740 rpm (i.e., 0.96kW) instead of 3 at 3000 rpm, as stated earlier in Section 2.4.1.1, 

yielding a net 51% reduction in fan electric power consumption. Moreover, it was observed that 

the system can operate efficiently using one radiator at low coolant temperatures, which is the 

predominant range in which engines typically operate. Lastly, the configuration offers more 

control over the coolant temperature, which is beneficial in maintaining engine temperature for 

maximum efficiency. 

2.4.1.3 Effect of Valve Position 

The portion of thermal energy removed by each radiator depends on the respective outlet 

valve positions, among other hear transfer parameters. As the second valve is opened, it picks up 

some of the load from the first radiator. To demonstrate this, an experiment was carried out to 

analyze the system behavior under fractional loading of second radiator. Figure 2-10 shows the 

outlet coolant temperature from both radiators as radiator 2 valve, 𝑉2, was changed. At 𝑉2 =

50%, radiator 2 picks a significant portion of the heat removed. Note that this also leads to 

increase in net total heat removed. As the valve position is changed to 𝑉2 = 20% and 80%, 

radiator 2 continues to share the heat removal load, albeit at a lower capacity. This architecture 

provides thermal management design engineers with extra tools to regulate coolant temperature 

around the desired value. 

2.5 Conclusion 

The use of multiple parallel heat exchangers in an automotive cooling system enables 

designers with more tools to adapt to changing thermal load and ambient conditions. A series of 

repeatable experiments were carried out to demonstrate the system behavior using multiple 

electronic controlled actuators. The tests show that the proposed architecture can operate using 

one radiator at low thermal loads, while adapting to higher engine torque conditions by 
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activating the second radiator. Moreover, a maximum of 51 % energy savings were possible by 

shifting to a single radiator configuration at a reduced thermal load scenario. Experimental 

results also demonstrate that the proposed system is viable for emergency cooling to rapidly 

reduce engine temperature within acceptable limits. 

 

Figure 2-7 : Radiator electric power and air mass flow rate vs fan speed for two operating 

configurations (i.e., three fans, six fans) 
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Figure 2-8 : Coolant temperature profiles demonstrating effect of changing fan speed vs 

activating extra radiator 

 

Figure 2-9 : Heat rejection across 2 radiators and fan electric power consumption 

demonstrating effect of changing fan speed vs activating extra radiator 
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Figure 2-10 : Radiator outlet temperature profile with varying radiator two flow control 

valve position 
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CHAPTER 3 : Multiple Heat Exchangers for Automotive Systems – A Design Tool 

A single radiator cooling system architecture has been widely applied in ground vehicles for 

safe equipment (e.g., engine block, electronics, and motors) temperature control. The 

introduction of multiple smaller heat exchangers provides additional energy management 

features and alternate pathways for continued operation in case of critical subsystem failure. 

Although cooling performance is often designed for maximum thermal loads, systems typically 

operate at a fraction of the peak values for most of their life cycle. In this project, a two-radiator 

configuration with variable flow rates and valve positions has been mathematically modelled and 

experimentally validated to study its performance feasibility. A multi-node resistance-

capacitance thermal model was derived using the 𝜀 −NTU approach with accompanying 

convective and conductive heat transfer pathways within the system. This engineering model 

provides an analytical description of the system behavior that can be leveraged for engineering 

studies including initial radiator sizing and thermal management system (TMS) design. To 

demonstrate the concept, the EPA urban and highway driving cycles were used for low and high 

thermal loads. In the numerical study, the twin radiators dissipated 10% more heat in both 

driving cycles when compared to single radiator for equivalent surface areas. Further, operating 

one of the two smaller radiators with reduced thermal loads led to a 56% drop in energy 

consumption as compared to the single radiator solution due to fan and pump operating 

adjustments. This research established an engineering path for multiple radiators in a cooling 

system design configuration to actively control heat dissipation. 

3.1 Introduction 

Thermal management systems (TMS) are integral for the safe operation of ground vehicles 

under varying thermal loads and ambient conditions. These cooling systems are designed to meet 
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heat removal requirements subject to extreme scenarios while fitting into available space and 

satisfying weight limitations. To maximize cooling and minimize power consumption, engineers 

apply design and control strategies to meet the requirements of durability and global reliability. 

Consequentially, a challenge arises given that cooling systems rarely operate under full thermal 

load yet continue to consume power through integrated actuators (e.g., pump and fans). Both 

under or over-cooling are detrimental to part life and efficiency. A reduction in cooling capacity 

can cause part degradation and mechanical failures due to the high waste heat energy density of 

modern engines (Pang and Brace 2004). Over cooling on the other hand, reduces mileage, 

increases oil friction, and increases part wear (Kim, Shon, and Lee 2013). Therefore, a high 

performance TMS will increase engine life, fuel economy, and reduce energy wastage. There are 

three routes by which cooling system performance can be improved – optimize component 

performance, implement better control strategies, and/or redesign the system architecture. 

Methods such as increasing heat transfer surface areas (e.g., fins) and using better conducting 

materials, such as heat pipes (Huang et al. 2020), improve radiator performance. The use of 

nonlinear controllers for regulating fluid flows has a demonstrated affect in reducing system 

power consumption (Salah, Mitchell, and Wagner 2008). 

TMS performance is governed by various controllable and uncontrollable factors such as 

fluid flow rates and system architecture vs road and ambient conditions. A suitable trade-off 

between them is crucial to the overall system performance within acceptable limits. Oliet et al. 

(2007) studied the influence of fluid working conditions (i.e., flow rates, inlet temperatures) and 

other geometrical parameters (i.e., fin pitch, louvre angle) on radiator performance. They 

developed a discretized numerical model as a compromise between the 𝜀-NTU method and CFD 

analysis. Another 𝜀-NTU based mathematical model was developed by Ko and Zaw (2018) for 
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the design of an automotive radiator. They observed a 19% fall in heat transfer rate, for a 30% 

reduction in radiator height. Prakash et al. (2016) achieved a 5.4% radiator efficiency increase by 

introducing a nozzle at the inlet of the radiator tubes. A computer simulation by Park and Jung 

(2008) demonstrated the need of a dedicated cooling circuit for the electric powertrain of a series 

Hybrid Electric Vehicle (HEV). They noted the cooling system consumed 7.7% to 11.6% (based 

on road conditions) of the engine power, of which the radiator fans consumed 81%. Traci et al. 

(1999) studied an integrated thermal management method for a hybrid electric vehicle. 

According to the authors, a conventional TMS designed for military applications is suited for a 

HEV operating in extreme ambient conditions. 

HEVs integrate high power electronics, having significant heat generation and lower 

operating temperatures, with conventional internal combustion (IC) engines. They generally have 

one or more electric motors, and an array of battery modules to meet driving standards and limit 

fossil fuel emissions. As per IEEE standards, the lifespan of these industry grade motors is 

inversely proportional to temperature and must not exceed 150oC for safe operation (Bonnett 

2000) (Buttay et al. 2007). Similarly, the lithium-ion batteries used in HEVs have an ideal 

operating range of 25-50oC (maximum gradient of 5oC). Exceeding these parameters leads to 

faster degradation or catastrophic failure (Bandhauer 2011) (Tran et al. 2014) (Rana and 

Yamamoto 2020) (Xie et al. 2017). Additionally, the multiple operation modes of a HEV (i.e., e-

motor, IC engine, and hybrid) further vary the net cooling needs of the vehicle. To satisfy such 

periodic high thermal loads, automotive radiators are typically oversized with most light loads 

being accommodated by fractional capacity cooling (Thomaz, Chamone, and Maia 2018) (Kim 

et al. 2010). This presents an opportunity for a paradigm shift from one large radiator to multiple 

smaller heat exchangers which can be activated in response to the thermal load. Also, the 
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simultaneous use of afore mentioned existing technologies (e.g., motor-controlled coolant pump) 

can give significant cost/energy savings. This paper presents a scalable multi-heat exchanger 

design with computer-controlled flow rates for automotive applications. It is inferred that for 

smaller thermal loads, the use of a single smaller radiator with associated peripherals is 

sufficient. Additional parallel heat exchangers can be added in proportion to the cooling 

requirements for ideal heat rejection. Section 3.2 provides the derived mathematical model 

(including system response, heat flow rates, and corresponding power consumption). This is 

followed by a brief description of the laboratory test bench in Section 3.3, followed by 

simulation and experimental validation results in Section 3.4. Section 3.5 presents the findings of 

an EPA driving cycle-based simulation case study followed by conclusion in Section 3.6. 

 

Figure 3-1 : Design approaches to maximize thermal management system performance, 

focus on distributed heat exchanger configuration 

3.2 Mathematical Model 

The proposed multi-heat exchanger system was described using a one-dimensional lumped 

mass mathematical model using the NTU-effectiveness approach (Amrutkar and Patil 2013) 



 

29 

(Sachdeva 2010). The vehicle engine and radiator core temperatures were chosen as the system 

states, while the coolant and air serve as the energy transfer medium. The fuel calorific value-

based heat generation model was replaced with a manually controlled steam powered shell and 

tube heat exchanger for a more robust design. Various computer-controlled valves and an 

induction motor powered variable speed centrifugal pump govern the coolant flow within the 

system. The equipped swirl pot mixes the two outlets from the radiators to provide a uniform 

temperature coolant to the shell and tube heat exchanger. The system also features a CAN 

controlled array of six variable speed Brushless DC (BLDC) fans to direct air flow across the 

radiators. The developed mathematical models include thermal response governing equations, 

heat input and output equations, and the system power consumption for a holistic system 

behavior analysis. Various system graphs were compared against previously established laws for 

validation. Several assumptions have been imposed for the mathematical model: 

A3.1. The fluid lines are perfectly insulated, and heat transfer only takes place at the radiators 

and heat exchanger. 

A3.2. Fluid flows are fully developed, and all material properties are isotropic. 

A3.3. The different temperature fluids mix completely within the swirl pot to give uniform 

temperature at the outlet. 

A3.4. The radiator core temperature nodes are assumed to be equal to respective coolant outlet 

temperatures. 

A3.5. The radiator model assumes a lumped mass system (i.e., radiator walls do not store any 

energy). 

A3.6. The air flow across tubes for core 1 and core 2 is assumed to be similar. 
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Figure 3-2 : System thermal network showing nodes and thermal resistances 

A multi-node resistance-capacitance (RC) thermal model is shown in Figure 3-2 depicting 

the transient system response, with the engine and radiator core temperatures as the selected 

junctions. This yields a set of 𝑛 + 1 non-linear differential equations, having one heat source and 

𝑛 heat sinks. The engine/radiator thermal capacitances are functions of respective masses and 

specific heats, 𝐶𝐸 = m𝑒C𝑝,𝑒 and 𝐶𝑅 = m𝑟C𝑝,𝑟. The inter-nodal thermal resistance is the inverse 

of the coolant heat capacity rate, R = 𝐶𝑐
−1 = (�̇�c𝐶𝑝,𝑐)

−1, where �̇�c is the coolant mass flow 

rate across given radiator. The air and coolant flow rates govern the thermal input (i.e., �̇�in ) and 

output (i.e., Q̇𝑜) from the system which consequently are the system control variables. 

𝑑𝑇𝐸

𝑑𝑡
=

1

𝐶𝐸

(−
𝑇𝐸 − 𝑇𝑅

R
−

𝑇𝐸 − 𝑇�̅�

R̅
+ �̇�in ) 

𝑑𝑇𝑅

𝑑𝑡
=

1

𝐶𝑅

(
𝑇𝐸 − 𝑇R

𝑅
− Q̇𝑜) 

𝑑𝑇�̅�

𝑑𝑡
=

1

𝐶�̅�

(
𝑇𝐸 − 𝑇R̅

�̅�
− Q̇𝑜

̅̅̅̅ ) 
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where 𝑇𝐸, 𝑇𝑅, and 𝑇R̅ are the engine, and radiator core temperatures, respectively. 

For a comprehensive system analysis, the heat exchanger mathematical models were 

developed using the NTU-effectiveness method. This method is suitable for simulation 

applications as it does not require downstream fluid temperatures that are obtained 

experimentally. The effectiveness method employs the use of three dimensionless numbers - 

number of transfer units (NTU), heat capacity rate ratio (S), and effectiveness (ε = �̇�𝑜 �̇�𝑚𝑥⁄ ) 

whose equations are well established based on the heat exchanger type. The number of transfer 

units is calculated using radiator physical dimensions and the fluid properties. 

�̇�𝑚𝑥 = 𝑚𝑖𝑛(𝐶𝑐, 𝐶𝑎)(𝑇ℎ𝑖 − 𝑇𝑐𝑖) 

𝐶𝑎 = �̇�𝑎𝐶𝑝,𝑎 

𝑁𝑇𝑈 =
𝑈𝐴

𝑚𝑖𝑛(𝐶𝑐, 𝐶𝑎)
 

(3.4) 

(3.5) 

(3.6) 

 

where UA is the overall heat transfer coefficient, and Th,i, Tc,i are the hot and cold fluid inlet 

temperatures, respectively. 

Heat rejection in the system is done using a cross flow type heat exchanger with no mixing of 

fluids (i.e., radiator). The coolant and ambient air are assumed to be the hot and cold fluids, 

respectively. The radiators consist of horizontal tubes with rectangular cross section connecting 

two fluid reservoirs with coolant inlet and outlet. The evenly spaced channels are provided with 

fins to increase the external surface area of heat rejection. Figure 3-3 shows the schematic for the 

radiator and the dimensions needed to calculate the internal (i.e., Ain) and external (i.e., Aex) 

surface areas. The heat rejection process occurs via (a) convection due to internal fluid flow 

across a channel, and (b) convection by air flow across a tube bank. 
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The internal and external convective heat transfer coefficients were derived using the radiator 

physical dimensions and material properties. For internal flow, since the pressure drop across all 

tubes is constant, we consider a single tube for estimating the internal convective heat transfer 

coefficient. The coolant Nusselt number is derived using the Dittus-Boelter equation, 𝑁𝑢𝑐 =

0.023𝑅𝑒𝑐
0.8𝑃𝑟𝑐

0.3, and since the tubes have a non-circular cross section, the hydraulic diameter, 

𝐷ℎ = 4𝐴𝑡 𝑃𝑡⁄ , is taken to be the characteristic length. The thermal conductivity of the coolant, 

𝑘𝑐, is estimated from its properties at the radiator core temperature. On the external radiator 

surface, air flows across the radiator tube-fin assembly. For computational simplification, the 

flow across the first and second cores is assumed to be similar. Based on the geometry, the air 

Nusselt number is a derived assuming flow across a flat plate (since the louvered fin geometry is 

approximated as straight fins), 𝑁𝑢𝑎 = 0.664𝑅𝑒𝑎
0.5𝑃𝑟𝑎

0.3. All physical properties (e.g., 𝜇𝑎, 𝑃𝑟𝑎) 

are taken at room temperature (i.e., 25oC). 

The internal and external surface areas were derived using the radiator physical dimensions. 

For mathematical accuracy, fin characteristics were also included during external surface area 

estimation, 𝐴𝑒𝑥 = 𝑁𝑡(𝑁𝑓𝐴𝑓 + 2𝐿𝑟𝑊𝑡 − 𝑁𝑓𝐻𝑓𝑊𝑓). Due to general manufacturing limitations, the 

fins are arranged in a sinusoidal pattern between the tubes. However, since they are tightly 

packed and much smaller than other dimensions, they are assumed to be straight leading the fin 

surface to be, 𝐴𝑓 = 2(𝐿𝑓 + 𝐻𝑓 2⁄ )𝑊𝑓. The internal surface area is the summation of all tube 

internal surfaces, 𝐴𝑖𝑛 = 𝑁𝑡(𝐻𝑡 + 𝑊𝑡)𝐿𝑡. 
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Figure 3-3 : (Top) Experimental setup showing various sensors and actuators, 

(Bottom)Radiator and fin geometrical dimensions 

𝑅𝑒𝑐 =
𝑣𝑐𝐷ℎ

𝜇𝑐
 

ℎ𝑐 =
𝑁𝑢𝑐𝑘𝑐

𝐷ℎ
 

𝑅𝑒𝑎 =
𝑣𝑎𝑊𝑓

𝜇𝑎
 

ℎ𝑎 =
𝑁𝑢𝑎𝑘𝑎

𝑊𝑡
 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

 

Although fins increase the available surface area for heat transfer, they also introduce 

conduction resistance along the length of the fin. Thus, an evaluation of fin efficiency is crucial 

for a holistic system analysis. For a straight fin, efficiency is a function of the convective heat 
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transfer coefficient, ℎ𝑎, thermal conductivity of fin material, 𝑘𝐴𝑙, and height of the fin. 𝜂𝑓 =

(tanh(𝑚𝐿𝑐) 𝑚𝐿𝑐⁄ ), where 𝑚 = 2ℎ𝑎 𝑘𝐴𝑙𝐻𝑓⁄ . Thus, the overall convective heat transfer efficiency 

(i.e., 𝜂𝑜) of the radiator external surface can be estimated. 

𝜂𝑜 = 1 − [
𝑁𝑓𝐴𝑓

𝐴𝑏 + (𝑁𝑓𝐴𝑓)
(1 − 𝜂𝑓)] 

𝐴𝑏 = 2𝐿𝑡𝑊𝑡 − 𝑁𝑓𝐻𝑓𝑊𝑓 

(3.11) 

(3.12) 

 

In a crossflow heat exchanger, the overall heat transfer is due to convection on the internal 

and external surfaces. The conduction across the radiator material was not considered since a 

lumped mass model is used. 

𝑈𝐴 = (
1

𝜂𝑜ℎ𝑎𝐴𝑒𝑥
+ 

1

ℎ𝑐𝐴𝑖𝑛
)

−1

  (3.13) 

 

The control parameters for heat rejection are the coolant and mass flow rates across the 

radiators which depend on pump speed, fan speeds, and flow control valve positions. Using 

these, the effectiveness of each radiator was evaluated dynamically. For a cross flow heat 

exchanger with unmixed fluids the effectiveness is nonlinearly dependent on the number of 

transfer units. Also, since air has significantly lower specific heat capacity, 𝐶𝑎 < 𝐶𝑐. Thus, using 

the inlet air/coolant temperatures, air/coolant mass flow rates, the net heat rejection by the 

radiator was mathematically analyzed. 

𝜀 = 1 − 𝑒
(𝑁𝑇𝑈)0.22

𝛾
(𝑒−𝛾(𝑁𝑇𝑈)0.78

−1)
 (3.14) 
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3.3 Experimental Test Bench 

A multi-radiator TMS with advanced optimization techniques (e.g., computer control flow 

rates) can reduce cooling system energy use and increase overall efficiency. An experimental test 

bench was used to validate simulation results and evaluate the system behavior with varying 

thermal loads. The setup features additional components (Figure 3-3) and sensors to monitor and 

control the coolant temperature and flow rate. A steam powered shell and tube heat exchanger is 

used to replace the engine’s internal combustion process. The heated coolant is passed through a 

6.0L international V8 diesel engine block to mimic the thermal capacitance. The servo motor-

controlled bypass valve (0 to 100% bypass) has a potentiometer for active positional feedback. 

Two identical dual core aluminium radiators, with three variable speed brushless DC push fans 

each (0 to 5000 rpm), are mounted in a wind tunnel. The coolant flow across the parallel heat 

exchangers is controlled using stepper motor-controlled gate valves, before mixing in a swirl pot. 

The swirl pot allows a homogeneous mixing of the two streams before going to the shell and 

tube heat exchanger. A hall effect sensor (1.14 to 11.4 l/min, uncertainty +/-1%) measures the 

coolant flow rate governed by a variable speed centrifugal pump (0 to 1.5 kg/s). Six independent 

temperature sensors (J/K-Type, uncertainty +/-0.1%) monitor the coolant at various locations. 

3.4 Design Tool Validation 

A set of experiments were conducted to verify the accuracy of the developed mathematical 

model using a computer simulation. The first iteration was conducted using both radiators 

operating at 100%, which is analogous to a single radiator configuration. The heat input was 

increased at 20-minute intervals while keeping the other parameters constant. The coolant 

temperature profiles show a smooth first step order step response for both radiators (Figure 3-5). 

The second scenario implements the use of a single radiator at low thermal load conditions. As 
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before, the heat load is increased stepwise. Once coolant temperature exceeds 85oC the second 

radiator is introduced partially (i.e., 20% valve opening at 45 minutes). A sudden drop in 

temperature was observed due to the introduction of low temperature coolant from the reservoir. 

This demonstrates the system’s emergency cooling capabilities, should the heat load exceed safe 

working conditions. At 65 minutes the second radiator valve is fully opened, splitting the cooling 

equally between the two radiators. In both cases the computer simulation was able to track the 

coolant temperature accurately within +/- 2% of the experimental readings. Using this as a 

design tool would allow the pre-selection of an appropriately sized radiator or replacing one 

large radiator with a set of smaller radiators in parallel. 

3.5 Numerical Case Study 

Two driving scenarios were investigated to analyze the heat rejection and energy 

consumption for different radiator configurations. The standardized tests recommended by the 

Environment Protection Agency (EPA) were used as a reference for urban and highway vehicle 

loads. The Urban Dynamometer Driving Schedule (UDDS) gives the vehicle speed profile for 

city driving conditions while the Highway Fuel Economy Test (HWFET) simulates highway 

driving with speeds under 95 kmph. A basic vehicle speed-based model (using drag and rolling 

resistance) was used to convert vehicle speeds into engine thermal load. Approximately 30% of 

which was taken as the cooling system requirement (Figures 3-5a & 3-5b). To account for the 

system’s thermal inertia, a two-minute delay was introduced between vehicle speed and heat 

input. 
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Table 3.1 : List of physical property values for the computer simulation 

Symbol Value Units Symbol Value Units 

m𝑒 125 kg C𝑝,𝑒 235 J/kg.K 

m𝑟 10 kg C𝑝,𝑐 4185 J/kg.K 

𝜌𝑎 1.184 kg/m3 C𝑝,𝑟 910 J/kg.K 

𝜌𝑐 982.2 kg/m3 𝑘𝑎 0.025 W/m.K 

𝜗𝑎 1.8e-05 kg/m.s 𝑘𝑐 0.59 W/m.K 

𝜗𝑐 7.61e-04 kg/m.s 𝑘𝐴𝑙 235 W/m.K 

Lr * 0.44/0.86 m Hf 1.50 mm 

Hr * 0.48/0.44 m Wt 35.56 mm 

Wr * 85.73/76.20 mm Ht 2.54 mm 

Lf 7.62 mm Nf * 860/1720 - 

Wf * 85.73/76.20 mm Nt * 88/104 - 
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Figure 3-4 : Heat input and coolant temperature profiles for single large (Top), and twin 

small (Bottom) radiator configurations 
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Three radiator configurations were studied – one large (standard), one small, and two smaller 

ones in parallel. The large radiator dimensions corresponded to a standard heavy duty pickup 

truck whereas the smaller radiator(s) were chosen to meet minimum thermal load requirements 

(Table 3.1). As shown in Figures 3-5c and 3-5d, the twin parallel radiators performed better in 

both the urban and highway driving conditions with a 10% improvement in coolant temperature 

drop and heat removal. However, at lower thermal loads (i.e., urban scenario after 10-minute 

mark) the heat removal rate is similar for all three configurations once steady state is achieved. 

Thus, the single radiator configuration is sufficient for lower thermal loads and the addition of 

the second radiator can accommodate any subsequent load addition. This provides an 

opportunity for better use of cooling system energy consumption through nonlinear control 

strategies. By optimizing the cooling system energy use, more power can be provided at the 

wheels. 

Radiator fans are the primary source of the cooling system power consumption. Based on the 

dimensions and available market components, the larger radiator uses two fans. This implies, 

keeping all control variables constant (i.e., fan speeds) would cause the larger radiator to 

consume twice the amount of power. According to our previous research with the same test 

bench, a single radiator configuration would use 610 W whereas the larger radiator would 

consume about 1,066 W (Syed and Wagner 2020) which represents a 56% energy savings. 

Similar results were obtained by Bhargava et al. (2019) by replacing two radiator fans with a 

larger one. Thus, using one small radiator for low speed and idling loads would provide 

significant energy savings and improve overall engine efficiency. Moreover, the smaller 

radiators can reduce the overall volume under the hood by providing more compact design 
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options. The additional weight due to extra peripherals is negligible when compared to the 

overall mass of the vehicle. 

 
(a) (b) 

  
(c) (d) 

Figure 3-5 : Graphical display of numerical results showing heat input and vehicle speed 

for (a) urban and (b) highway driving; and corresponding (c) coolant temperature profiles 

and (d) net heat removed by radiator configurations 

3.6 Conclusion 

A multi-radiator automotive cooling system was modeled and analyzed using experimentally 

validated computer simulation. The driving cycles recommended by the Environment Protection 
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Agency were used as a reference for urban and highway driving scenarios. The system 

demonstrated robustness and adaptability to the varying thermal loads. A 10% increase in 

cooling system performance was observed in terms of coolant temperature/heat removed. The 

system energy consumption is expected to improve by about 56% at low thermal loads. 

Furthermore, the smaller compact radiators would allow for reduced volume requirements under 

the hood by relocating/readjusting radiator positioning. The weight impact of additional 

peripherals is expected to be minimal. The introduction of multiple radiators can offer 

redundancy when the heat exchanger fails to enable a limp home operating mode. Future work 

will incorporate advanced nonlinear model predictive control strategies, to minimize system 

energy consumption, and reconfigurable fluid flow to realize a more durable thermal solution for 

civilian and defense applications. 
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CHAPTER 4 : Controller Design for a Twin Radiator Thermal Management System with 

Experimental Testing 

Thermal management systems (TMS) featuring nonlinear controllers exhibit superior energy 

efficiency and overall system performance. These benefits coupled with advanced design 

methods and novel system architectures can benefit modern day automotive applications. This 

research implements and compares various classical and nonlinear control designs to a 

previously studied multi radiator cooling system architecture. The proposed design consists of a 

twin radiator setup with computer-controlled outlet valves and variable speed pump/fans. Three 

controllers were designed and implemented to assess feasibility and practical applications – 

classical, stateflow, and sliding mode. Experimental data is presented for a series of case studies 

under varying thermal load scenarios. Results show satisfactory temperature tracking using both 

single (idle/low thermal loads) and double (high heat load) radiator configurations. The stateflow 

controller is recommended for general passenger vehicle applications since it had the lowest fan 

speed oscillations, the best response time (1.3 min), while maintaining a modest temperature 

offset (±3oC). On the other hand, the sliding mode controller is suggested for high performance 

applications since it has stable temperature tracking (< 5oC) and modest response (~2 min) but 

suffers from excessive fan speed changes. The warmup time for both these controllers was 

approximately six minutes. Lastly, the classical controller offered the fastest warmup (~5 min) 

but the slowest response time (3.3 min). Given the emphasis on hybrid and electric vehicles, 

nonlinear cooling systems will play a critical role in maintaining the target temperatures, enable 

vehicle reliability, and optimize performance. 
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4.1 Introduction 

Thermal management systems (TMS) are essential for the safe/optimal operation of 

temperature sensitive electro-mechanical machines. Research has shown the drawbacks 

associated with undercooling (e.g., increased part degradation, decreased oil viscosity) and 

overcooling (e.g., reduced fuel economy, increased component duty cycle) in automotive 

applications (Pang and Brace 2004) (Agarwal et al. 2012). Cooling system uncertainty is 

compounded in modern electric and hybrid vehicles which are highly susceptible to temperature 

changes in electric motor propulsion and battery packs (Guodong et al. 2017) (Worwood et al. 

2017). To maintain optimal temperature conditions, engineers use convective cooling methods 

while minimizing system power losses (Liu et al. 2021) (Kim et al. 2010) (Park and Pham 2009). 

The use of variable speed electric actuators (i.e., coolant pump and radiator fans) is of particular 

interest as they reduce parasitic losses from the crankshaft (Wang et al. 2014). The integration of 

electro-mechanical actuators and sensors must be combined with a new cooling system 

configuration to realize further improvement in subsystem performance. 

Updating the automotive cooling system architecture can be accomplished with multiple heat 

exchangers and flow control valves. Conventional thermal management designs reject heat via a 

single heat sink, usually a radiator. This comes with a set number of control parameters (e.g., 

coolant/air flow rates and bypass). Consequently, scaling the number of radiators provides 

additional control variables which can help in implementing more diverse control strategies. 

Moreover, since automotive cooling systems are sized for maximum thermal loads (Kim et al. 

2010). The proposed architecture can generally operate on a smaller single radiator, thereby 

reducing the energy requirement of the overall design. This approach has the added benefit of 

redundancy in case the primary heat exchanger fails (e.g., system blockage, airflow disruption). 
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Additionally, the secondary radiator acts as a cold reservoir of coolant for brief periods of high 

vehicular loads (e.g., climbing a hill). 

Application of model free and model-based control algorithms, coupled with improved 

system architecture, can enhance the performance of modern automotive cooling systems. Kim et 

al. (2010) achieved a 25% decrease in coolant warm-up time by using computer-controlled 

coolant pump and flow control valves. Comparable results were obtained by Castiglione et al. 

(2016) with a model predictive controller (MPC) for engine cooling. Kaleli (2020) implemented 

an MPC to decrease the exhaust emissions. Han et al. (2015) attempted to minimize the parasitic 

power consumption of an automotive fuel cell cooling system. Their findings show four separate 

controller designs with varying degrees of success. Kim et al. (2010) studied an engine cooling 

system using a magneto-rheological fan clutch. They compared a classical vs sliding mode 

control (SMC) and found the latter had a faster settling time. Jose et al. (November 2018) 

proposed a novel spray evaporative cooling system design for IC engine cylinder heads. They 

outlined cylinder design changes and corresponding control architectures to maintain cylinder 

jacket temperature at desired values. Wang et al. (2017) developed an integrated TMS controller 

for hybrid electric vehicles (HEV) with a 15% energy savings during normal city driving 

conditions. 

In this research paper multiple heat exchangers will be investigated accompanying control 

algorithms to evaluate cooling system performance. The remainder of the paper is organized as 

follows. Section 4.2 presents the system configuration and governing equations from a controls 

perspective. This is followed by the controller design in Section 4.3. Section 4.4 briefly explains 

the experimental thermal bench constructed at Clemson University. Sections 4.5 and 4.6 

summarize the experimental findings and conclusions, respectively. 
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4.2 Multiple Heat Exchanger System Configuration and Governing Dynamics 

A nonlinear mathematical model of the twin radiator system was developed using 

thermodynamic principles. Figure 4-1 shows the various components and coolant flow pathways 

in the system. Heat is added to the system via fuel combustion (i.e., conventional internal 

combustion engine) or Joule heating process (i.e., electric vehicles) and rejected to the ambient 

using two automotive radiators fitted with controllable outlet valves. The coolant and air flow are 

regulated using a variable speed electric pump and fan, respectively. The coolant flow to the two 

radiators, �̇�𝑅 and �̇��̅�, is split based on the second radiator’s outlet valve position, 𝑥 (assuming 

radiator one’s valve is always open) as 

�̇�𝑅 = (
1

1 + 𝑥
) �̇�𝑐   ;    �̇��̅� = (

𝑥

1 + 𝑥
) �̇�𝑐 (4.1) 

 

where 𝑥 is either 0 (closed) or 1 (open) and �̇�𝑐 denotes the overall coolant fluid mass flow rate. 

The engine, 𝑇𝑒, and radiator, 𝑇𝑟, temperatures (i.e., system states) are monitored using 

thermocouples at the outlets. 

�̇�𝑒 =
�̇�𝑅

𝑉𝑒

(𝑇𝑟 − 𝑇𝑒) +
�̇��̅�

𝑉𝑒

(𝑇�̅� − 𝑇𝑒) +
�̇�𝑖𝑛

𝜌𝐶𝑝𝑉𝑒
 (4.2) 

�̇�𝑟 =
�̇�𝑅

𝑉𝑟
(𝑇𝑒 − 𝑇𝑟) −

�̇�𝑜

𝜌𝐶𝑝𝑉𝑟
 (4.3) 

�̇�𝑟 =
�̇��̅�

𝑉�̅�
(𝑇𝑒 − 𝑇�̅�) −

�̇��̅�

𝜌𝐶𝑝𝑉�̅�
 (4.4) 

 

where �̇�𝑖𝑛 is the heat addition rate to the system and the terms 𝑉𝑒 , and  𝑉𝑟,�̅� are the engine and 

radiator cavity volumes. The constants 𝜌 and 𝐶𝑝 are the coolant density and specific heat 

capacity, respectively. 
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The heat removal rate, �̇�𝑜, from each radiator can be split into passive, �̇�𝑜𝑝, and active 

components, where the latter is a function of efficiency and radiator fan speed/radius. 

 

Figure 4-1 : Layout of the twin radiator model showing system states and various control 

variables 

�̇�𝑜 = �̇�𝑜𝑝 + 𝜀ℎ𝐴(𝑇𝑟 − 𝑇𝑎)𝑟𝜔 

�̇��̅� = �̇�𝑜𝑝̅̅̅̅ + 𝜀ℎ̅̅�̅�(𝑇�̅� − 𝑇𝑎)�̅��̅� 

(4.5a) 

(4.5b) 

 



 

47 

In this expression, 𝜀, ℎ, 𝐴 are the efficiency, convective coefficient, and surface area of the 

radiator while the terms 𝑟 and 𝜔 are the radiator fan radius and angular speed, respectively. The 

bar notations are for second radiator (assumed to be same as first, since chosen radiators are 

identical). For convenience, define the parameter 𝐾 = (𝜀ℎ𝐴𝑟 
𝜌𝐶𝑝𝑉𝑟

⁄ ). The governing system 

equations (4.1) through (4.5) can be written in nonlinear state space form as 

[

�̇�𝑒

�̇�𝑟

�̇��̅�

] =

[
 
 
 
 
 
 

−�̇�𝑐

𝑉𝑒

�̇�𝑐

𝑉𝑒(1 + 𝑥)

𝑥�̇�𝑐

𝑉𝑒(1 + 𝑥)
�̇�𝑐

𝑉𝑟(1 + 𝑥)

−�̇�𝑐

𝑉𝑟(1 + 𝑥)
− Κω 0

𝑥�̇�𝑐

𝑉�̅�(1 + 𝑥)
0

−𝑥�̇�𝑐

𝑉�̅�(1 + 𝑥)
− Κω

]
 
 
 
 
 
 

[
𝑇𝑒

𝑇𝑟

𝑇�̅�

] + 𝑇𝑎 [
0 0 0
0 𝐾 0
0 0 �̅�

] [
0
𝜔
�̅�

] 

          +

[
 
 
 
 
 
 

1

𝜌𝐶𝑝𝑉𝑒

0 0

0
−1

𝜌𝐶𝑝𝑉𝑟

0

0 0
−1

𝜌𝐶𝑝𝑉�̅�]
 
 
 
 
 
 

[

�̇�𝑖𝑛

�̇�𝑜𝑝

�̇�𝑜𝑝̅̅ ̅

] 

(4.6) 

 

The state space representation of the cooling system dynamics enables the design of a real 

time controller. 

4.3 Controller Design 

An effective automotive cooling system controller should minimize actuator power 

consumption while maintaining the reference temperature, 𝑇𝑒,𝑑. To identify a suitable controller, 

three designs were compared - sliding mode, state flow, and classical - in their ability to maintain 

the desired engine temperature, reduce transient settling time, and system power consumption. 

Figure 4-2 shows the control system configuration with the plant sensors and actuators. While 

each actuator can be manipulated independently, the sensors provide real time data. 
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The control objective is to maintain the engine temperature at the set point by eliminating 

temperature error, 𝑒 = 𝑇𝑒 − 𝑇𝑒,𝑑, while accommodating the system heat flows, 𝑧 =

[�̇�𝑖𝑛 �̇�𝑜 �̇��̅�]
𝑇. The radiator fans tend to be the major source of power consumption. Hence, 

the fan speed, ω, is taken as the primary control input. The coolant pump is controlled with a 

classical controller with proportional, 𝐾𝑝,𝑝𝑢𝑚𝑝, and integral, 𝐾𝐼,𝑝𝑢𝑚𝑝, gains. To study the control 

system thermal behavior, radiator one’s outlet valve will be fully open while radiator two’s valve 

will be opened during high thermal loads along with the corresponding electric fans. The radiator 

fans are all operated at the same speed when activated. 

4.3.1 Sliding Mode Control 

Sliding mode controllers are often chosen for their robustness and ability to handle sudden 

and significant system disturbances/parameter variations (Humayun et al. 2016). Additionally, 

they provide excellent system state trajectory tracking along the chosen sliding surface. The 

control process involves reaching the desired surface and then sliding on it. Hence, the control 

law, ω = ω𝑐 + ω𝑑, is a combination of continuous, ω𝑐, and discontinuous, ω𝑑, terms. The 

continuous portion forces the system states to converge to the chosen equilibrium, while the 

discontinuous part causes the system to slide along the switching surface. This two-step process 

(i.e., reaching followed by sliding) is enhanced by adding an integral term to the discontinuous 

control law which ensures sliding action occurs during the reaching phase as well. 

A key factor for sliding mode control (SMC) implementation is the design of a nominal 

continuous controller that ensures asymptotic closed loop system stability, which can be 

designed using any known state feedback methods. For this study, the pole placement method 
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was used to find the strictly positive controller gains, 𝐾𝑝 and 𝐾𝐼, which forces the system to 

reach a steady state around the chosen reference temperature, 𝑇𝑒,𝑑. 

ω𝑐 = −𝐾𝑝𝑒 − 𝐾𝐼 ∫ 𝑒 𝑑𝜏
𝑡

0

 (4.7) 

 

 

Figure 4-2 : Overall control schematic for the experimental test bench showing various 

sensors and actuators 

 

To estimate the discontinuous control law, a sliding surface, s, is designed as 

s = �̇� + 𝜆𝑒    ;     𝜆 > 0 (4.8) 

 

The term 𝜆 represents a strictly positive constant that defines the sliding surface. The 

condition to allow the system states to reach equilibrium in finite time is ṡ = −𝐾𝑠𝑚𝑐𝑠𝑔𝑛(𝑠). The 

strictly positive constant term 𝐾𝑠𝑚𝑐 determines the control bandwidth. Thus, the overall control 

for the SMC is reduced to the form 
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ω = −𝐾𝑝𝑒 − 𝐾𝐼 ∫ 𝑒 𝑑𝜏
𝑡

0

− 𝐾𝑠𝑚𝑐𝑠𝑔𝑛(𝑠) (4.9) 

 

The control law’s finite time convergence can be proven using the Lyapunov Function, 𝑉 =

0.5𝑠2, so that 

�̇� = sṡ = −𝐾𝑠𝑚𝑐|𝑠| < 0 (4.10) 

 

4.3.2 Stateflow Control 

A stateflow control logic was implemented to regulate the coolant/air mass flow rates 

depending on the temperature error. The goal is to maintain the engine temperature within a 

narrow range around the desired value. The system starts with a single radiator in operation, all 

fans closed, and coolant pump speed at its minimum. With the control goal of minimizing the 

fluid warmup time and power consumption, the stateflow logic was designed as shown in Figure 

4-3. The threshold temperature values determine the control bandwidth of the controller. Since 

the coolant pump consumes significantly less power, its speed is increased before turning on the 

fan, and vice versa. To prevent abrupt changes in speed, a smooth transition using lookup tables 

was used. The second radiator is activated only when the max heat input for one radiator is 

exceeded (i.e., high thermal load scenario). This maximum heat value depends on the external 

factors (e.g., ambient temperature, and humidity) and radiator properties. 

𝑇𝑚𝑖𝑛 < 𝑇𝑙𝑜𝑤 < 𝑇𝑒,𝑑 < 𝑇ℎ𝑖𝑔ℎ < 𝑇𝑚𝑎𝑥 (4.11) 
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Figure 4-3 : Stateflow logic for the engine cooling system 

4.3.3 Classical Control 

To compare the performance of the nonlinear controllers, a classic PI controller was designed 

to simultaneously vary the system actuators. Using positive controller gains, the PI control law, 

ω = 𝐾𝑝
′𝑒 + 𝐾𝐼

′ ∫ 𝑒 𝑑𝑡, can drive the system towards the selected reference value. The 

proportional and integral gains determine how quickly the system reaches steady state with 

minimal offset. The controller gains for both the coolant pump and the radiator fans were tuned. 
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As in previous cases, the second radiator and corresponding fans are utilized only for high 

thermal load scenarios. 

4.4 Experimental Setup Description 

An experimental test bench constructed at the Clemson University facilities was used to 

implement the designed controllers and study their performance (Syed and Wagner 2020). 

Multiple system sensors and actuators are interfaced using a dSpace® data acquisition system. 

The sensors include multiple thermocouples (K-type, 0-1500oC ±1%), and a flow sensor (Hall 

effect 1.14-11.4 lpm ±1%) to monitor the coolant condition at different locations within the 

system. The actuators are controlled using the ControlDesk® interface linked with Simulink® 

based controller models. The variable speed coolant pump can deliver flow rates of up to �̇�𝑐 =

1.5 kg/s, while the radiator fan (three per radiator) speeds can reach 𝜔 =5000 rpm. The outlet 

valve for the second radiator is controlled using a servo motor operated gate valve. Each actuator 

can be individually controlled using the hardware provided DAC channels and/or a CAN 

network. 

A 5L V8 diesel engine block was used to provide the necessary thermal capacitance. Figure 

4-4 shows the twin radiators and servo motor-controlled gate valves. The only additional 

component, apart from the plumbing, due to the twin radiator setup is a swirl pot (Figure 4-4b) to 

mix the outlet flows from the two radiators. Heat is added to the system via a steam powered 

shell and tube heat exchanger that can be manually controlled using a globe valve to simulate 

common vehicle load operating scenarios shown in Table 4.1. The system sensors provide real 

time temperature data which is recorded for analysis and control of the cooling system. 



 

53 

 

(a) 

  

(b)                                                              (c) 

Figure 4-4 : Experimental test bench – (a) Twin radiators, (b) Swirl pot, and (c) Servo 

motor-controlled gate valve 

4.5 Case Study 

The performance of the three controllers was compared using a series of experimental tests 

with varying thermal loads. The experimental tests are divided into five phases depending on the 
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time and heat loads that correspond to different operating scenarios as listed in Table 4.1. For 

instance, the engine cycle includes idle-moderate-high thermal load cases like stationary power 

generation demands. Table 4.2 lists the physical parameters and controller gains for the 

experimental runs. The performances were compared based on four factors as listed in Table 4.3.  

Table 4.1 : Experiment phases showing thermal load and fan speeds for controller 

performance evaluation 

Phase 

Time 

(min) 

Input Heat 

(kW) 

Operating Scenario 

1 0-20 ~40 Moderate load 

2 21-30 ~20 Idle 

3 31-40 ~60 High load 

4 41-50 ~40 Moderate load 

5 51-60 ~20 Idle 

 

Figures 4-5a-4-5c show the engine temperature and corresponding fan speeds for the sliding 

mode, stateflow, and classic controllers, respectively. The warmup time is measured after a cold 

start and corresponds to the time taken to reach (𝑇𝑒,𝑑 − 10)oC below reference. The response 

time is the time taken to reach steady after a change in load or disturbance. In each case, the fan 

oscillations and temperature offset were also noted. Note that radiator 2 is only used during the 

3rd and 4th phases whereas the radiator 1 is always active. The corresponding fans are also 

activated/deactivated accordingly. 
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Table 4.2 : Experimental controller gain and temperature values for the case study 

Symbol Value Unit Symbol Value Unit 

𝐾𝐼  0.03  �̇�𝑚𝑎𝑥 50 kW 

𝐾𝐼
′ 0.03  𝑇𝑒,𝑑 80 oC 

𝐾𝐼,𝑝𝑢𝑚𝑝 0.0001 - 𝑇ℎ𝑖𝑔ℎ 85 oC 

𝐾𝑝 350 - 𝑇𝑙𝑜𝑤 75 oC 

𝐾𝑝
′  375  𝑇𝑚𝑎𝑥  90 oC 

𝐾𝑝,𝑝𝑢𝑚𝑝 0.4 - 𝑇𝑚𝑖𝑛 70 oC 

𝐾𝑠𝑚𝑐  300 - 𝜆 2 - 

 

Table 4.3 : Performance comparison of the three controllers based on experimental data 

Controller 

Metric for Comparison 
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SMC 8.4 High 1-3 48 2 

Stateflow 8.5 Low ±3 90 1 

Classical 5.0 Medium 5-10 36 3 

 

As observed in Figure 4-5a-4-5c and Table 4.3, the sliding mode controller has a quick 

response time of about 2 min, and low temperature offset (3-5oC). However, the high fan 

oscillation is a major concern since it may lead to equipment damage/malfunction. The stateflow 

controller on the other hand had a relatively stable fan speed and minimal temperature offset of 

±3oC, and the fastest response time of 1.28 min. The best warmup time was achieved using the 
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classical controller (5.2 min), but had a slightly higher response time of about 3.34 min. 

However, like the sliding mode control, it too had undesirable fan speed oscillations. Taking 

these into account, the controllers were ranked for passenger vehicle applications. 

4.6 Conclusion 

A novel multi-radiator cooling system’s performance was studied using three controller 

types. In each case, a single radiator configuration was able to maintain the coolant temperature 

within acceptable limits during idling and low thermal load scenarios. During high heat loads, 

the second radiator’s activation was able to bring down the engine temperature quickly and 

maintain it around the selected reference value. The three controllers’ performance showed their 

advantages and disadvantages in terms of warmup time, fan oscillation, temperature offset, and 

response time. 

Since the sliding mode controller has a relatively low response time and offset, but has 

significant fan speed oscillations, it is recommended for short duration high performance 

applications (e.g., formula racing). Similarly, the stateflow controller is suitable for applications 

with long run times (e.g., on-road passenger vehicles) since it has the lowest fan oscillation along 

with low offset. Lastly, the classic PI control is suitable as a middle ground, having the fastest 

warmup, slight fan oscillations, and modest response. Future work for this novel cooling system 

design will include energy/temperature optimization and a cost-benefit analysis. More work can 

be done to study nonlinear control system applications for this multiple input multiple output 

system, including model predictive control and machine learning. 
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Figure 4-5 : Engine coolant temperature profile with respective fan speed for (a) Sliding 

Mode, (b) Stateflow, and (c) Classical controllers (Top to Bottom)  
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CHAPTER 5 : Modeling and Control of a Multiple heat exchanger thermal management 

system for ground vehicles 

The powertrain in combustion engine and electric vehicles requires a thermal management 

system to regulate the operating temperature of under hood components. The introduction of 

computer-controlled cooling system actuators (e.g., variable speed fans, pump, and valves) 

enables power savings over drive cycles. The radiator is typically sized for maximum heat 

rejection per environmental and vehicle thermal loading conditions. This paper explores the use 

of multiple radiators to adapt the cooling system operations to driving demands. A nonlinear 

multiple input (i.e., fan array speed, pump, and outlet valve positions) thermal model is presented 

to predict system behavior. A stateflow controller has been designed and implemented to 

maintain component temperature within a desired range. A series of experimental tests have been 

conducted to compare the proposed architecture’s performance against a single radiator design. 

A standard driving cycle featuring low and high heat loads was implemented in the laboratory 

for a vehicle starting from rest. The coolant temperature tracking, fan speeds, and fan power 

draw were studied over the representative operating cycle. Test results show a much faster 

warmup time, and temperature tracking for the twin radiator experimental test as compared to the 

single radiator. The net fan energy consumption was reduced by 4.6% with the twin radiator as 

opposed to single radiator configuration. Considering that engines usually operate at idle to 

medium loads, these findings can improve the powertrain's overall performance. 

5.1 Introduction 

The ground transportation industry requires versatile vehicle designs that can operate in 

varying environments to meet customer demands and satisfy legislative requirements. 

Manufacturers must consider the powertrain designs (internal combustion engine, electric motors 
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with battery pack) and associated thermal management system (TMS) for driving cycles during 

the design phase. Power is supplied to electromechanical actuators so that component 

temperatures are maintained within the prescribed limits. The TMS architectures have computer 

controlled variable speed fans, pumps, and flow control valves (Rahman and Sun 2003). This 

approach enables the minimization of cooling system power consumption while maintaining 

desired temperature. Studies by Saidur et al. (2012) and De Almeida et al. (2005) demonstrated 

the potential energy and cost savings of variable speed drives for electrical motors and pumps. 

Electrical Vehicles (EV) have a higher energy efficiency but require a lower operating 

temperature in comparison to internal combustion (IC) engine propelled vehicles (Mudawwar et 

al. 2009). An inverse correlation between a battery’s capacity fade rate (i.e., battery life) and 

temperature exists according to Smith et al. (2012). Similarly, an IC engine’s life is also reduced 

at higher temperatures due to increase in wear and tear of parts (Kim et al. 2013). Regardless of 

the power source, an effective cooling system is crucial for the overall efficiency of a vehicle. 

Controlling the operating temperatures of the various components at their peak efficiency 

values is one of the many difficulties faced by cooling system design engineers. These 

temperatures are controlled within a specified range using a variety of cooling architectures (e.g., 

single radiator, multi-core radiators, and heat pipe-based cooling system) and modes (e.g., air, 

liquid, and hybrid). The range is determined based on the component to be cooled. For instance, 

IC engines have a much greater tolerance for temperature variations when compared to electric 

motors. This was demonstrated by Lang et al. (2007), and Park and Jung (2008) (2010) in their 

respective computer simulations of a hybrid electric vehicle (HEV) cooling system. Additionally, 

the various driving modes of a HEV – pure electric, pure combustion, and hybrid – each have 

their own cooling requirements. A cooling system built to handle a single thermal load may be 
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insufficient in handling rapidly changing operating circumstances. Moreover, planning for the 

best operating and cooling conditions wastes energy and degrades performance. Consequently, it 

is necessary to modify the cooling system to meet real-time requirements. 

Automotive cooling systems can be optimized by altering internal variables (e.g., radiator 

size, coolant pump design, and operating mode) and controlling system variables (e.g., fluid flow 

rates). A novel non-iterative computational calculation method for crossflow heat exchangers 

was developed by Węglarz et al. (2022). Their proposed model considers physical dimensions 

(e.g., Reynold’s and Nusselt numbers) and control variables (e.g., coolant volumetric flow rate) 

to estimate the heat removal rate. Donno et al. (2021) created a design optimization method for 

automotive cooling system centrifugal pumps. Wang et al. (2014) successfully reduced radiator 

power consumption by 67% by controlling the angular speeds of a fan array. A review of Euro4-

EPA/02 standard was discussed by Valaszkai and Jouannet (2000). They proposed possible 

technical solutions to optimize a heavy-duty truck’s cooling system to meet said standards. A 

geometrical design optimization tool for a water-cooling system of a high-power insulated gate 

bipolar transistor was developed by Bahman and Blaabjerg (2016). Su et al. (2015) integrated a 

set of thermoelectric generators into an engine cooling system for energy optimization. Du 

Plessis et al. (2013) conducted a pilot study to determine cost effectiveness of variable speed 

drives for a mine cooling system. 

System dynamic modeling, controller design, and experimental research has been done on a 

scalable multi-radiator TMS concept. By actively controlling fluid flows across individual heat 

exchangers, the desired operating temperature can be finetuned. Ideally, additional smaller 

radiators can be added based on the cooling demands. The following sections make up the rest of 

the article. In Section 2, the proposed system is further described. The modeling and controller 
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design will be discussed in Section 3. Following that, a case study and the experimental findings 

are described in Section 4. The conclusion is presented in Section 5. 

5.2 Single versus Multiple Heat Exchangers in a Cooling System Design 

The traditional powertrain design typically uses a single radiator to meet a vehicle’s cooling 

needs. A disadvantage to this approach is the component oversizing required to meet the 

maximum thermal load. Often vehicles rarely operate at extreme conditions exists in limited 

scenarios (e.g., going uphill during high temperature conditions). The introduction of multiple 

radiators in parallel can alleviate this issue in terms of under hood space layout by using smaller 

components and lower flow rates during reduced thermal load. Additionally, the proposed 

system can provide redundancies in case of catastrophic failure and provide a limp-home mode. 

The added weight of the additional components is expected to be negligible compared to the 

overall vehicle mass but may be offset with gains in system efficiency or performance. Figure 

5-1 compares a traditional cooling system architecture to the proposed scalable multi-radiator 

TMS. Several additional components are introduced in the proposed architecture – n-controllable 

radiator outlet valves, swirl pot, variable speed coolant pump, and radiator fans. The outlet 

valve’s function is to restrict the coolant flow across their respective radiators before mixing in 

the swirl pot. The swirl pot ensures a uniform temperature coolant supply to the heat source. The 

variable speed pump and fans allow the coolant and air flow rates to be dynamically controlled 

based on requirement. Several assumptions are implied for the system modeling process.  

A5.1. Thermal nodal network assumes a lumped capacitive model 

A5.2. Material properties are isotropic 

A5.3. Fluid flows are fully developed 

A5.4. Heat addition/removal takes place only at the source/sink 
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A5.5. The outlet valves open or close linearly without turbulence. 

A5.6. The engine/radiator core temperatures are equal to the coolant temperature at the 

respective outlets. 

 

Figure 5-1: Architecture layout of the proposed multi-radiator thermal management 

system 

5.3 Modeling and Control of Thermal System 

A set of mathematical models were developed to describe the scalable multi-radiator cooling 

system. The model encompasses governing equations, fan and pump power consumption 

routines, and heat flow pathways for a comprehensive system analysis. The system’s thermal 

nodal network primarily features convection heat transfer. The ith radiator’s coolant volumetric 

flow rate, �̇�𝑐,𝑖, is a function of outlet valve position, 𝑥𝑖, and total coolant flow rate, �̇�𝑐. The valves 

are either open (𝑥𝑖 = 1) or closed (𝑥𝑖 = 0). 

�̇�𝑐,𝑖 = (
 𝑥𝑖

∑  𝑥𝑖
𝑛
𝑖=1

) �̇�𝑐 (5.1) 

The heat input, �̇�𝑖𝑛, can correspond to chemical fuel combustion, or joules heating processes 

for E/HE vehicles. The 𝑖𝑡ℎ radiator’s heat rejection rate to the ambient, �̇�𝑜,𝑖, was modeled using 

the NTU-Effectiveness method to keep it independent of the downstream fluid temperatures. 
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The overall volumetric flow rates for the coolant, �̇�𝑐, and air, �̇�𝑎, are regulated using 

computer-controlled variable speed actuators (i.e., pump and fans). The energy consumption of 

radiator fans and coolant pump were experimentally investigated using current and frequency 

readings (i.e., 𝑃𝑓 = 𝑖𝑓𝑉𝑓, 𝑃𝑝 = 3𝑖𝑝𝑉𝑝cos (𝜃 − 𝜑)) and plotted against fan rotor and pump shaft 

angular speeds to obtain empirical relations. The fans are controlled by varying current, 𝑖𝑓, 

whereas the pump is controlled by varying the applied frequency, 𝜑. The experimental readings 

for voltage and current are presented in Table 5.1. Note that, there are three radiator fans per 

radiator in the experimental setup. 

Table 5.1 : Summary of system parameters 

Symbol Value Units Symbol Value Units 

𝑖𝑝 2.1 𝐴 𝑉𝑓 30 𝑉𝐷𝐶 

𝑇𝑟𝑒𝑓 80 oC 𝑉𝑝 207 𝑉𝐴𝐶 

𝑇ℎ𝑖𝑔ℎ 85 oC �̇�𝑎,mx 3 kg/s 

𝑇𝑙𝑜𝑤 75 oC �̇�𝑐,mx 1.5 kg/s 

𝑇𝑚𝑎𝑥 90 oC 𝜃 60 𝐻𝑧 

𝑇𝑚𝑖𝑛 70 oC 𝜌 997 kg/m3 

 

A nonlinear state space model can effectively represent the experimental setup with internal 

cavity volumes (i.e., 𝑉𝑠 and 𝑉𝑅,𝑖), nodal temperatures (i.e., 𝑇𝑠 and 𝑇𝑅,𝑖), and flow rates (i.e., �̇�𝑐,𝑖  

and  �̇�𝑎,𝑖) as the system constants, states, and inputs, respectively. 
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𝑑𝑇𝑆

𝑑𝑡
=

�̇�𝑖𝑛

𝜌𝐶𝑝𝑉𝑆
−

1

𝑉𝑠
(∑�̇�𝑐,𝑖 (𝑇𝑆 − 𝑇𝑅,𝑖)

𝑛

𝑖=1

) (5.2) 

𝑑𝑇𝑅,𝑖

𝑑𝑡
=

�̇�𝑐,𝑖

𝑉𝑅,𝑖
 (𝑇𝑆 − 𝑇𝑅,𝑖) −

 𝜀𝑖

𝑉𝑅,𝑖
min(�̇�𝑐,𝑖 , �̇�𝑎,𝑖) (𝑇𝑅,𝑖 − 𝑇𝑎) (5.3) 

where 𝑣𝑎,𝑖 and 𝜀𝑖 are the air volumetric flow rate, and effectiveness for the ith radiator, 

respectively. 

A stateflow controller was designed to regulate the coolant temperature within the desired 

range (i.e., 𝑇𝑆 ∈ [𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥]) as shown in Figure 5-2. The radiator fans and outlet valve for the 

second radiator are switched off for low thermal loads. The setup starts with fans and pump at 

half capacity. Even for 𝑇𝑆 < 𝑇𝑚𝑖𝑛, the coolant pump provides the minimum flow to allow 

circulation within the circuit, but fans are turned off. As the device temperature crosses the 

minimum threshold temperature (i.e., 𝑇𝑚𝑖𝑛), the pump speed is linearly increased till it reaches 

half flowrate at 𝑇𝑙𝑜𝑤. At this point the fans are turned on and their speed rises such that at 𝑇𝑟𝑒𝑓, 

both pump and fans are at their half speed values. The fan speed trend continues till the 𝑇𝑚𝑎𝑥. 

The coolant flow rate again starts increasing at 𝑇ℎ𝑖𝑔ℎ. Both the pump and fan speeds are maxed 

out beyond 𝑇𝑚𝑎𝑥. 
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Figure 5-2: Stateflow control architecture for the thermal management system 
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5.4 Experimental System and Test Results 

The performance of the multi-radiator concept was experimentally investigated in a 

laboratory. The experimental test bench shown in Figure 5-3 includes a set of identical radiators 

cooling a 6.0 L international V8 diesel engine block. The engine block acts a thermal capacitor 

for the cooling circuit. The heat load is controlled using a facility steam powered shell and tube 

heat exchanger. The coolant flows from the twin radiators (Figure 5-3a) are mixed in a swirl pot 

(Figure 5-3b) before sending back to the engine block. The test rig is monitored using a series of 

electronic sensors, including six thermocouples, a hall effect flow sensor, and a handheld 

anemometer. A multimeter was used to record the current and voltage readings throughout the 

test run. The computer control was implemented using a data acquisition system that records real 

time sensor values and directs the system actuators to control fluid flows. A more detailed 

schematic and instrumentation list has been presented in previous work (Syed et al. 2022). 

 ) 

Figure 5-3: Experimental system at Clemson University testing facilities – (L) Twin 

radiators in parallel, (R) Swirl pot with servo motor-controlled outlet valves 

The steam inlet valve was used to provide a series of varied thermal loads while maintaining 

the desired coolant temperature using the stateflow controller discussed in Section 3. The stated 

heat values were designed to mimic a vehicle starting from rest. After a 20-minute drive, an 

increased thermal load is scheduled for a 5-minute interval before moving back to the initial 



 

67 

value. This is observed in the heat removal plot shown in Figure 5-4. This approach shows the 

system behavior when a high thermal load is anticipated beforehand and/or emergency cooling is 

required at a moment’s notice. The experiment was repeated for two radiator configurations – 

twin (case A) vs single radiators (case B). For the case A, the additional radiator outlet valve and 

corresponding fans are closed till the higher cooling is required. 

 

Figure 5-4: Heat removal rate vs time for single and two radiator configurations (filtered to 

show data points at 30 second interval) 

The engine coolant temperature and radiator fan speed data were logged to see the system 

behavior under different loads (Figure 5-5). The setup acts like a single large radiator when both 

outlet valves are open throughout the 30-minute period. Case A had a shorter warm up time (~10 
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minutes) and maintained the coolant temperature closer to the reference value (𝑇𝑟𝑒𝑓 = 80𝑜𝐶). 

The sharp drop in temperature at 20 minutes is due to the sudden influx of room temperature 

coolant from the inactive radiator. In contrast, case B caused overcooling and has a longer warm 

up time of about 13 minutes. Though both cases maintained the coolant temperature around the 

chosen reference value successfully, the proposed multi-radiator architecture had a much better 

temperature tracking performance. 

The energy efficiencies of the two configurations were studied based on the radiator fan 

power consumption. The coolant pump used for the experiment was oversized and used 3-phase 

AC power. Figure 5-6 shows the net power consumption by all active fans during the test runs. 

The data, derived using the empirical relations, shows that both cases had almost similar power 

draw during the initial two phases, but the twin radiator design consumed ~0.3 kW less power 

during the last 5 minutes. Since most vehicles operate in the third phase, this power schedule is 

expected to provide significant energy savings for a variable speed radiator fan cooling system. 

The fan energy requirement for the two cases is presented in Table 5.2 and show a 4.6% worth of 

savings. 

Table 5.2 : Fan energy requirement for the two configurations integrated over the entire 

test cycle 

 Fan Energy (kWh) 

Twin Radiator (Case A) 29.99 

Single Radiator (Case B) 31.44 

Savings 1.45 (4.6%) 
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Figure 5-5: Coolant temperature (left axis) and fan/pump shaft speeds (right axis) with 

respect to time for twin (top) and single (bottom) radiator configurations 
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Figure 5-6: Radiator fan power consumption for twin and single radiator configurations 

5.5 Conclusion 

A vehicle cooling system with several parallel heat exchangers gives designers more 

flexibility to respond to shifting thermal loads and environmental circumstances. To show the 

system behavior using several electronic controlled actuators, a series of reproducible 

experiments were conducted. The tests demonstrate that the suggested architecture can function 

with just one radiator under low thermal loads while activating the second radiator to 

accommodate larger engine torque situations. Furthermore, switching to a single radiator 

arrangement under a lower thermal load scenario provided energy savings, had better 

temperature tracking, and faster warmup time. The proposed technique can be used for 
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emergency cooling to quickly bring engine temperature within acceptable ranges, according to 

experimental results. 

Future work will involve studying the implementation of advanced nonlinear controls (e.g., 

model predictive control), effects of ram air, and a cost-benefit analysis. The proposed scalable 

multi-heat exchanger design can be implemented for both stationary and mobile applications. 

Furthermore, by providing additional control variables, the design engineers can better control 

the component temperature while achieving efficient energy performance. 
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CHAPTER 6 : Automotive Waste Heat Recovery after Engine Shutoff in Parking Lots 

The efficiency of internal combustion engines remains a research challenge given the 

mechanical friction and thermodynamic losses. Although incremental engine design changes 

continue to emerge, the harvesting of waste heat represents an immediate opportunity to address 

improved energy utilization. An external mobile thermal recovery system for gasoline and diesel 

engines is proposed for use in parking lots based on phase change material cartridges. Heat is 

extracted via a retrofitted conduction plate beneath the engine block after engine shutoff. An 

autonomous robot attaches the cartridge to the plate and transfers the heat from the block to the 

Phase Change Material (PCM) and returns later to retrieve the packet. These reusable cartridges 

are then driven to a Heat Extraction and Recycling Tower (HEART) facility where a heat 

exchanger harvests the thermal energy stored in the cartridges. A series of mathematical models 

are created to estimate the recoverable heat from a standard parking lot configuration. A 

representative case study that considered 500 cars with periodic traffic flow over a period of 16 

hours can heat approximately 25 kiloliters of potable water from 15oC to 50oC. Future 

development will involve the creation of strategies to extract heat during engine idling at traffic 

stops and drive through lanes. 

6.1 Introduction 

One of the key challenges faced by internal combustion engineers is to derive maximum 

work from engine-based fuel combustion. Saidur et al. (2012) discussed the technologies to 

recover exhaust heat from IC engines and found that 61.9% is utilized for irreversible processes 

in an IC engine. These losses include heat absorbed by the piston, cylinder walls, and engine 

block. Jadhao and Thombare (2013) presented the distribution of IC engine fuel energy. He 

showed that 30% of the energy goes to the cooling system to maintain an optimum engine 
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temperature while 35%, 30% and 5% may be attributed to brake power, exhaust, and radiation, 

respectively. Extensive research has been completed out to reduce losses and reuse wasted heat. 

But most of these are focused on actively recovering heat while the vehicle is in operation. After 

shutoff, the engine block still has a considerable amount of heat which dissipates to the 

atmosphere over time. The target of this project is to recover and utilize this retained heat for 

facilities-based needs such as potable water heating. 

Three main challenges exist to recover and utilize waste heat. First, a method to extract the 

heat without any modifications to the vehicles must be identified. Second, a medium to store and 

transport the heat to a designated area must be designed. And lastly, recovering the thermal 

energy and utilizing it through a self-sustained central. Based on these factors the heat recovery 

was divided into three stages: extraction, transport, and recovery. In a parking lot setting, 

extraction and transport can be carried out using a solar powered autonomous robot fleet that can 

move and attach onto oil pans under the vehicles to transport heat to a central facility. The robot 

should have enough storage capacity to be able to recover heat from at least three vehicles before 

heading back. Recovery is done at a central facility situated close to the parking space (Figure 

6-1). In multistoried parking structure this can be done by running a coolant via pipes. 

Transporting heat on a mobile robot requires a storage medium of adequate capacitance and 

reusability. Abhat (1983) conducted a review of low temperature thermal energy storage (TES) 

materials. The author states that using latent heat to store energy is preferred since it provides a 

high storage density and outputs heat at a constant temperature. Zalba et al.  (2003) further 

studied the classification of different categories of phase change materials (PCM), their 

properties, encapsulation methods, and applications. Farid et al. (2004) researched on phase 

change materials, their applications and encapsulation techniques. A more recent paper by 
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Sharma et al. (2009) revisits latest research in the PCM field and analyzes applications specific 

to solar heat energy. The above-mentioned setup has three requirements for the heat storage 

medium- high capacitance, large number of duty cycles and melting point within required range 

of temperature. As per literature, paraffin meets all three design challenges. It has an energy 

storage in the range of 155-260 kJ/kg, gives constant performance over several thousand phase 

change cycles and has melting point in the desired range of 46-68oC. The PCM material can be 

packed in a sealed cartridge to be carried by the robot. 

 

Figure 6-1 : Proposed layout of thermal recovery system featuring parking lot, robotic 

system, and HEART facility 

Transportation of the cartridge requires a robust autonomous system that can perform three 

main tasks – identify potential vehicles for extraction, be able to attach the cartridge at a suitable 
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location on the vehicle, and drive between the vehicle and HEART facility. Using infrared 

sensors potential vehicles can be identified and ultrasonic sensors can help the robot navigate the 

terrain. To avoid modification to the vehicles, the oil pan under the vehicle can be used as a 

contact point for the cartridge. Any robotic platform that satisfies these conditions can be used. A 

more thorough classification of robots was done by Prassler et al (2000). To optimize energy 

efficiency, the robots can be solar powered and can be charged at the HEART facility during 

cartridge exchange. The robotic fleet can deposit energy rich cartridges and pickup exhausted 

ones to save time. The paper is organized as follows. Section 6.2 of the paper presents the 

various materials and techniques for thermal energy storage. Section 6.3 describes the system 

and its many elements in detail followed by the mathematical model in Section 6.4. Lastly, a 

simple case study and computer simulation is discussed in Section 6.5. 

6.2 Thermal Energy Storage Techniques 

A reliable thermal energy storage (TES) system should have high energy density and retain 

energy during transport and function over long time periods and multiple cycles. Zalba et al. 

(2003) state that PCM materials store heat energy in three forms, Sensible heat, latent heat, and 

chemical energy (Figure 6-2). Chemical storage is not suitable due to its degrading property over 

multiple cycles. Of the two remaining materials, the latent heat method is more potent due to its 

higher energy density at a constant temperature. Latent heat stores energy in a material without 

raising the temperature and has a higher specific heat per unit mass than sensible heat. 

Selection of the phase change material depends on the material properties and location of 

use. Farid et al. (2004) compared the pros and cons of organic and inorganic PCMs (summarized 

in Table 6.1). The material needed for the proposed system needs to have a melting point close to 

50oC and must be non-toxic and non-corrosive. Paraffin wax satisfies all the desired conditions 
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for the PCM. The disadvantages mentioned can be rectified using appropriate designs. Use of 

fins in the cartridge increase thermal conductivity and using flexible casing materials can 

account for the change in volume. Having a flexible casing also deals with the problem of 

varying oil pan geometry to give a uniform contact surface. Paraffin wax has a flash point of 

190oC. Such temperatures are not seen in a parking lot environment and thus flammability is not 

an issue. 

Table 6.1 : Comparison of organic and inorganic phase change materials 

Phase Change 

Material 

Advantages Disadvantages 

Organic Non-corrosive 

Chemically stable 

Low vapor pressure 

Compatible with most building 

materials 

Little or no sub cooling  

High latent heat per unit weight 

Low thermal conductivity 

Flammability 

High change in volume on phase 

change 

Inorganic Cheaper 

Non-flammable 

High thermal conductivity 

High latent heat per unit volume 

Corrosive 

Decompose 

Sub cooling 
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Figure 6-2 : Classification of thermal energy storage (TES) materials 

Design of a proper enclosure for a PCM is crucial since it helps in heat transfer and eliminate 

issues such as phase separation and undercooling. Regin et al. (2008) discussed various 

encapsulation techniques for PCM materials based on structural stability of enclosure, material 

properties, and heat transfer surface area. The authors classified the types of containment of 

PCM into three categories: Bulk storage in tanks, macro, and micro-encapsulation. For this 

application the macro-encapsulation is suited because it is cheap, easier to transport, has large 

heat transfer rate, prevents phase separation, and has a self-supporting structure that can be 

manufactured in any desired shape. Macro-encapsulated cartridges can have any of the 

schematics shown in Figure 6-3. Of the possible designs, a flat plate type of cartridge was chosen 

for to its high energy density per unit volume and large contact area that can match any oil pan 

geometry. The primary mode of heat transfer for this application is conduction. Thus, cartridge is 

made of Aluminium sheets which has high thermal conductivity and resistance to corrosion. 

Internal fins of Aluminium can be provided to prevent phase separation and increase thermal 

conductivity. 

TES 
Material
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Chemical

Latent
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Liquid-
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Solid-
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Figure 6-3 : Typical types of latent heat thermal energy storage systems (Regin et al. 2008) 

One interesting property of paraffin wax is the non-linear temperature dependence of its 

specific heat. Because of this, paraffin wax has a range of temperature over which it melts rather 

than a fixed melting point. Ukrainczyk et al. (2010) carried out an experimental investigation of 

the thermal properties of five paraffin waxes. They found that paraffin waxes melt in the 

temperature range between 41oC to 75oC while absorbing between 228kJ/kg to 169 kJ/kg of heat. 

The plot between the equivalent specific heat vs temperature shows a peak close to the melting 

point of the respective wax. They also found a volumetric change of up to 14.8% between the 

two phases. Similar findings were reported by Kaplan et al. (2014) who tried to develop a new 

technique to model the interaction between PCMs and computer chips. They assumed a 

piecewise linear function for the specific heat capacity, 𝐶𝐶(𝑇), of the PCM over a transition 

temperature range of 3oC with the melting point at the center. 

𝐶𝐶(𝑇)  = {

𝐶𝑆𝑃   ;              𝑇 < 𝑇𝑀𝐿

𝐶𝑡𝑟    ; 𝑇𝑀𝐿 ≤ 𝑇 ≤ 𝑇𝑀𝑈

𝐶𝐿𝑃   ;              𝑇 > 𝑇𝑀𝑈

} (6.1) 
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where CSP, CTR, and CLP are the solid phase, transition phase, and liquid phase specific heats. 

To simulate the thermodynamic model of paraffin wax based on the piecewise linear model, 

several key assumptions are made imposed: 

A6.1. The system operates within the melting temperature range of the PCM. 

A6.2. The transition specific heat, lower and upper melting points are constants. 

The nonlinear equivalent specific heat values must be determined experimentally. Wu et al. 

(2016) used the sapphire standard method to determine the physical properties of RT52, a 

commercially available wax based PCM (Figure 6-4). The plot shows the melting range of RT52 

is from 44 to 56oC with a peak at 52oC. The latent heat of fusion (∆hm) was estimated to be 172 

kJ/kg (area under the curve between 44 and 56oC). If the model proposed by Kaplan et al. is 

applied, taking a constant specific heat value of 23.95 kJ/kg over a range of 12oC then the latent 

heat of fusion would be 288 kJ/kg. Thus, applying the peak specific heat value (23.95 kJ/kgK) 

over the entire melting temperature range is impractical. Using the graph obtained by Wu et al., a 

specific heat value of 14 kJ/kgoC and applying it to the piecewise linear function gives the 

appropriate latent heat. The total latent heat stored, QC, and the net heat flow, dQC/dt, are 

𝑄𝐶 = 𝑚𝐶 ∫ 𝐶𝐶  𝑑𝑇
𝑇𝐶

𝑇𝑀𝐿

= 𝑚𝐶𝐶𝑡𝑟(𝑇𝐶 − 𝑇𝑀𝐿) 

𝑑𝑄𝐶

𝑑𝑡
= 𝑚𝐶𝐶𝑡𝑟

𝑑(𝑇𝐶 − 𝑇𝑀𝐿)

𝑑𝑡
= 𝑚𝐶𝐶𝑡𝑟

𝑑𝑇𝐶

𝑑𝑡
; 𝑇𝑀𝐿 ≤ 𝑇𝐶 ≤ 𝑇𝑀𝑈 

(6.2) 

(6.3) 
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Figure 6-4 : Equivalent specific heat vs temperature for phase change material RT52 

(Kaplan et al. 2014) (Wu et al. 2016) 

6.3 System Description 

The proposed heat recovery system is divided into three components- heat source, transport, 

and sink. The heat sources are the vehicle engine blocks that periodically enter the parking lot. 

Once engine is shutoff the robotic platform with a depleted PCM cartridge detects the heat 

signature and moves under the vehicle. The robot then lifts the PCM cartridge to touch the oil 

pan and start absorbing heat. The robot stays in position for 10 minutes before moving onto the 

next vehicle. This process continues till the cartridge temperature reaches the upper melting 

point. Once reached, the robot drives to the HEART facility to deposit the cartridge and pick a 

new one. The battery powered robots can be recharged at this point if needed. Figure 6-5 shows a 

representative CAD model of the robotic platform and cross section view of the cartridge. The 

cartridge has dimensions of 70x70x20 cm. The heat extraction is carried using a water bath. The 



 

81 

thermal cartridges deposit their heat and refreeze and are ready for another cycle of heat 

extraction. The water is stored in the tank till the desired temperature is reached after which it is 

sent for consumption and tank is refilled with fresh water. The supplied water can be used for 

auxiliary building purposes such as domestic hot water and preheated water inlet for boilers. It 

can also be used for pre-heating in HVAC systems. The cartridge is covered with a thin plastic 

sheet during heat extraction and transit to prevent contamination of feed water. 

  

Figure 6-5 : Mobile energy recovery system - (L) CAD model of recovery robot, and (R) 

PCM cartridge cross section 

6.4 Mathematical Model 

To estimate the system’s thermal energy recovery performance, a lumped parameter model 

was derived. The thermal pathways in the system are either through conduction or convection. 

Figure 6-6 shows the heat flow diagram of the system across multiple thermal resistances. When 

the PCM cartridge is not connected to the vehicle, heat is lost to the ambient via free convection 

and radiation. On contact, the PCM cartridge absorbs heat using conduction. This is one of two 

states for the PCM cartridge. The second state is heat rejection via convection to the water bath. 
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The temperature profiles of the engine, cartridge and water give the response of the system. To 

simplify the model several assumptions are implied: 

A6.3. The heat transfer between oil pan and PCM cartridge is entirely through conduction. 

A6.4. The heat loss from oil pan to ambient through radiation is negligible. 

A6.5. The wall thickness of the PCM casing is thin enough to consider lumped mass 

parameters (Biot no. <0.1). 

A6.6. Heat from the engine block is transferred to the oil pan gradually. 

A6.7. Entire PCM changes phase during heating and cooling. 

A6.8. The PCM cartridge is perfectly insulated from the ambient. 

 

Figure 6-6 : System heat flow network with temperature nodes 

The transient response of the engine temperature (𝑇𝐸), subject to the above assumptions, 

based on the heat flow shown in Figure 6-6 becomes 
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𝑑𝑇𝐸

𝑑𝑡
= −

(𝑇𝐸 − 𝑇𝐶)

𝑚𝐸𝐶𝐸𝑅1
−

(𝑇𝐸 − 𝑇∞)

𝑚𝐸𝐶𝐸𝑅2
+

1

𝑚𝐸𝐶𝐸

𝑑𝑄𝐸

𝑑𝑡
 

(6.4) 

where QE is zero since engine is shutoff. The cartridge temperature (TC) response depends on 

which pathway is connected. Using Equation (3), the temperature profile of the PCM cartridge, 

TC, is 

𝑑𝑇𝐶

𝑑𝑡
= (

𝑇𝐸 − 𝑇𝐶

𝑚𝐶𝐶𝐶𝑅1
)
𝐴

− (
𝑇𝐶 − 𝑇𝑊

𝑚𝐶𝐶𝐶𝑅3
)

𝐵

 (6.5) 

 

Connection between engine and cartridge (Path A) leads to a rise while connection with 

potable water (Path B) causes a fall in cartridge temperature. The final water temperature is a 

summation of temperature rise due to n cartridges. As more cartridges are passed through the 

water bath, the temperature rises till the desired water temperature is reached. The water 

temperature response, TW, due to the i cartridges is  

𝑑𝑇𝑊

𝑑𝑡
=

1

𝑚𝑤𝐶𝑤𝑅3
∑(𝑇𝐶(𝑖) − 𝑇𝑊)

𝑛

𝑖=1

 (6.6) 

 

The thermal resistances, R1-R3, are determined based on the physical parameters of the 

system and operating conditions. 

𝑅1 =
𝐿𝑂

𝑘𝑂𝐴𝐶
+

𝐿𝐶

𝑘𝐶𝐴𝑐
 ;  𝑅2 =

1

ℎ𝐴𝐸
 ;  𝑅3 =

1

ℎ𝐶𝐴𝐶
+

𝐿𝐶

𝑘𝐶𝐴𝑐
 (6.7) 

 

Resistance R1 is the series summation of two conduction resistances due to the oil pan and 

the PCM casing. On the other hand, resistance R2 is due to free air convection. Similarly, 

resistance R3 is a series combination of forced water convection and conduction. The convective 
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heat transfer coefficients, h and hC, are based on flow velocity, fluid properties and contact 

surface geometry. 

6.5 Case Study 

A case study was conducted on a Ram 1500 V8 truck to analyze the potential heat that can be 

recovered from a single vehicle. The truck was driven for a period of 20 minutes on city roads to 

heat up the engine. The truck was then parked in the open and allowed to cool naturally. 

Temperature readings of the oil pan were carried out using a thermal imaging camera (Figure 

6-7) to obtain a temperature transience as shown in Figure 6-8. Temperature readings were taken 

every five minutes till it reached 48oC. The ambient temperature was 23oC and wind velocity as 

measured by a hand-held anemometer was 2 m/s. Based on the experimental setup, the 

convective heat transfer coefficient, h, and the surface area of the engine, AE, were approximated 

to be 22.5 W/m2oC and 1.5 m2, respectively. The convective heat coefficient of the water bath, 

hC, which depends on the water flow rate was estimated to be 600 W/m2oC. 

Table 6.2 : Physical values for case study 

Symbol Value Unit Symbol Value Unit 

AE 1.5 m2 LC 0.01 m 

AC 0.49 m2 mC 88.2 kg 

CC 14 kJ/kgoC mE 200 kg 

CE 0.92 kJ/kgoC mw 500 kg 

Cw 4.18 kJ/kgoC R1 0.004 oC/W 

kO 43 W/moC TML 44 oC 

kC 205 W/moC TMU 56 oC 

LO 0.05 m T∞ 23 oC 
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Figure 6-7 : Photos and thermal images of a RAM 1500 after engine shutoff - (Top) Hood 

@ 34.2oC, and (Bottom) Oil pan @ 90oC 

The total available heat from the engine block at 90oC was calculated based on temperature 

readings. The mass of the engine was approximated as 200 kg with a specific heat of 0.92 

kJ/kgoC. Based on the temperature drop of 42oC (Figure 6-8), the available heat is 7,728 kJ. This 

amount of heat is enough to raise the temperature of 50 liters of water from 15 to 50oC. Thus, an 
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array of 500 cars would have energy to heat 25 kL of water. The HEART facility has a water 

bath with 500 L capacity, that can be derived from 10 vehicles. 

A computer simulation was carried out to analyze the temperature profile of the PCM 

cartridge and estimate the time taken for heat recovery. The mathematical model discussed in 

Section 4 was used to create a Matlab/Simulink simulation. The initial temperature of the engine 

and cartridge were taken as 48oC and 90oC respectively. A logarithmic decay of the engine 

temperature was observed (Figure 6-9). The cartridge is in contact with each vehicle for 10 

minutes since the heat flow reduces with decrease in temperature difference. After 10 minutes 

the cartridge is attached to another vehicle for further heat absorption. Once the cartridge 

temperature reaches its upper melting point, it is driven to the water bath. 

 

Figure 6-8 : (Top)Surface temperature of oil pan in a Ram 1500 truck with experimental 

data (ovals) and curve fit (solid line) 
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The temperature profile of the cartridge shows a response like a first order system. As the 

temperature reaches steady state, the cartridge is removed, and the robot moves on the next 

vehicle. Successive temperature gains reduce due to lowering temperature difference. Once the 

upper melting point is reached, the robot returns to the HEART facility. As per the simulation, 

the cartridge absorbs heat from 4 vehicles before reaching its upper melting point. A complete 

cycle, including a 5-minute drive time to and from the HEART facility and 2-minute drive 

between cars, gives 53 minutes for the heat extraction and transport per vehicle. 

 

Figure 6-9 : Temperature profile of engine (solid line) and PCM cartridge (dashed line) 

during contact with heat transfer due to thermal gradient 

The frequency of vehicles coming in depends on the time of day and type of facility. For 

instance, office buildings would have most vehicles come in at about 8:00 AM and very few 

thereafter. Whereas a university parking lot would have vehicles coming in at different times of 
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the day based on the class schedule of the students. The robot fleet’s driving patterns would 

depend on these time dependent vehicle flow frequencies. Table 6.3 shows an example vehicle 

frequency distribution for a typical university parking lot. 

 

Figure 6-10 : Temperature profile of PCM cartridge after 10-minute contact with each 

vehicle 

Table 6.3 : Example vehicle frequency on a university campus 

Time Period Vehicles Moved Robot Operation Heat Recovered (MJ) Water Heated (kL) 

23:00 – 7:00 10 No 77.3 - 

7:00 – 18:00 450 Yes 3,477.6 22.5 

18:00 – 23:00 50 Yes 386.4 2.5 
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6.6 Conclusion 

A novel approach at heat recovery after engine shutoff was discussed in this paper. With the 

total number of cars used daily the recovered heat is substantial and can help improve the overall 

efficiency of automotive engines. The approach uses a fully autonomous system that is based on 

solar energy and hence does not consume any energy of its own. The approach can be scaled up 

and incorporated into parking structures to regulate HVAC systems of nearby office buildings. 

The paraffin-based phase change materials can be substituted with inorganic cheaper varieties if 

needed. Future work will include developing a control system model for the thermal extraction 

process and experimental analysis to find economic feasibility. This paper presented a unique 

approach to enhance IC engine efficiency by using waste heat externally. Future work will 

discuss the financial viability and experimental case studies to validate the practical application 

of this concept. 
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CHAPTER 7 : Use of Virtual Reality Tools in an Undergraduate Mechanical Engineering 

Manufacturing Course 

The demand for highly skilled engineers in the global manufacturing industry continues to 

rise as technology grows ever more complex. The advent of networked computerized machines 

requires a level of technical competence that integrates theory and practical expertise. 

Companies expect their entry level graduates to have a thorough understanding of the basic 

manufacturing concepts and experience with handling common equipment and processes. This 

paradigm presents a challenge as university programs may lack relevant production equipment 

and curriculum space for laboratory credit hours. Virtual Reality (VR) can counter this impasse 

since it is relatively inexpensive and can be modified to meet the demands of an ever-changing 

industry. Using VR, instructors can demonstrate manufacturing processes visually and instruct 

students on how to handle the equipment within a typical corporate setting. The Center for 

Aviation and Automotive technology using Virtual E-Schools (CA2VES) in collaboration with 

Center for Workforce Development (CWD) at Clemson University has assembled an online 

repository of virtual reality-based teaching supplements for instructors at technical colleges and 

universities to help prepare students in the aviation, automotive, and manufacturing fields. To 

evaluate the effectiveness of the prepared material, a pilot study was conducted at Clemson 

University in a junior level manufacturing processes course. The analysis shows that there was a 

significant increase in the student performance after the material was implemented. The class 

instructor stated that the students were more confident in handling equipment and understood the 

target processes better. However, one concern is the student participation level given that the 

materials are optional in the class. 
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7.1 Introduction 

University education involves teaching and training students to be proficient in their 

respective fields, and successfully embrace challenges that may present themselves on the job. 

Accordingly, students are taught key skills that may be immediately required in the corporate 

world along with fundamental concepts that supplement their primary roles in the workplace. 

This diversified training helps students in adapting to different types of job roles that may be 

required of them after graduation. Recently, a greater emphasis is being placed on select skills 

that are referred to as employability qualifications. Zaharim et al. (2009) studied various Asian 

employers’ perception of these employability skills and found that even though most employers 

do agree on a few skills being classified as employability skills (e.g., communication, reasoning), 

their opinion varied significantly on what the other skills should be. It was found that each 

industry, country, and region have different views about which skills are most needed in new 

graduates. As an example, Male (2010) reported that different countries have different levels of 

importance regarding language as an employability skill. Moreover, even if these skills could be 

properly defined, there is no definite way to reach a consensus as to the degree of influence of 

each of these skills towards employability (Atkins 1999). However, these skills can be broadly 

classified into three categories - technical skills, interpersonal skills, and commercial awareness 

(Morgan and O'Gorman 2011). Of these categories, technical skill is typically gained through 

actual hands-on experience in the laboratory. This is a challenge since colleges and universities, 

in some instances, may lack the facilities and infrastructure for a robust laboratory curriculum 

and instead rely on classroom lectures and videos. 

The learning experience for an undergraduate student in a nominal mechanical engineering 

curriculum for a manufacturing processes class is shown in Figure 7-1. At the junior level, the 
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student may receive instruction about manufacturing processes through in-class lectures and 

online videos. At Clemson University, the senior year offers students an opportunity to work 

with equipment in a laboratory (ME 4440). The material being developed by CA2VES intends to 

bridge this gap and provide the students with an intermediate pathway to visualize and 

understand the fundamental theory. The consultation of industry experts in designing university 

course structure helps to ensure that students are prepared for work assignments after graduation. 

Most researchers agree that the involvement of industry specialists in setting up and evaluating 

the university course curriculum is beneficial (Morgan and O'Gorman 2011) (Crebert et al. 

2004). This can be attributed to the visibility of industry trends and standards by the external 

review boards, thus involving a broad range of stake holders in the course planning that ensures 

students will obtain key skills to help them prepare for employment. 

 

Figure 7-1 : Manufacturing learning experience at Clemson University 
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To meet the expectations of an ever-evolving industry, it is necessary to upgrade and adapt 

suitable teaching methods, equipment, and tools. For this, a cost effective and highly versatile 

toolset is required that can be quickly formulated to meet design challenges. Virtual reality can 

be molded to suit a wide variety of applications and changes in an inexpensive and efficient 

manner. With the ability to simulate literally any kind of activity in the virtual world, the 

possibilities are endless for this technology. Whether it is just a simple simulation of a 

mechanism or a highly complex fluids problem, it can be visually and mathematically simulated 

using VR. However, the benefits of VR are not limited to just its flexibility. The most crucial 

advantage of using VR as a teaching aid is that it boosts student learning performance through 

visual representation of complex concepts which they might have found hard to grasp otherwise 

(Bell and Fogler 1995) (Manseur 2005). Apart from these, its other advantages include assisting 

in research, increasing outreach to a wider audience remotely, and making the learning 

environment safer by eliminating risks. Weber et al. reported that using virtual instruments 

helped in establishing a complete state-of-the-art laboratory from a basic concept in just 18 

months (Weber-Shirk and Lion 1996). Though they did not use a completely interactive virtual 

environment, such as the one developed at Clemson University, they significantly reduced 

student learning time in acquiring key concepts and used that extra time in the laboratory to teach 

practical skills. The distance learning advantage of using virtual reality was also demonstrated by 

Denis et al. (2003) through their remote lab project using virtual tools. It is important to note 

however that the CA2VES virtual reality toolset is more immersive and does not require any 

specialized equipment as used by the researchers. Hence it is expected to be easier to implement 

the VR curriculum at a broader scale and achieve improved results in comparison to earlier 

efforts. 
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In consideration of the many advantages of using VR as a teaching aid, a comprehensive 

standalone VR based teaching toolset was created to advance education in the automotive, 

manufacturing, and aerospace engineering fields. The material consists of a wide array of content 

ranging from e-books and lecture videos to fully immersive virtual environments of laboratories 

and workshops (Figure 7-2). All the developed materials, available on the website 

www.educateworkforce.com only require a standard laptop with an internet connection to access. 

The target audience for the content are universities, technical colleges, and industry training 

programs but can also be accessed by individuals who intend to continue their education as the 

material is self-paced. For the pilot study, the manufacturing portion of the materials were 

selected since they best aligned with the target course. A series of self-contained modules were 

provided as an added supplement for the junior level undergraduate ME 3120 course to evaluate 

the overall effectiveness. More details about the VR material development strategies and 

methods have been discussed by the team in various conference and journal papers (Piekarski 

and Thomas 2004) (Fiener et al. 1993) (Sims 1994). 

 

Figure 7-2 : Summary of course materials developed by CA2VES 

http://www.educateworkforce.com/
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7.2 Methodology for Implementation and Evaluation of Virtual Reality Materials 

The successful deployment of a new curriculum should include the evaluation through 

controlled case studies. A pilot study to assess the material was started in the Fall 2014 semester 

in the Mechanical Engineering Department at Clemson University. The junior level 

undergraduate course “Manufacturing Processes and their Application” (ME 3120) provides 

students an overview about common industry manufacturing processes. The instructor for this 

course used a standard grading system of 90-100, A; 80-89, B; etc. Special emphasis was given 

in developing the supplemental e-learning material in a manner that would help students grasp 

the basic concepts while simultaneously practicing typical applications within a virtual industrial 

environment. For instance, the module for machining operations features a fully functional CAD 

equipment models (e.g., grinding machine) placed in a simulated manufacturing plant that was 

modelled to look like the actual conditions that might be encountered on the shop floor (Figures 

7-3 & 7-4). This approach helps students learn about facility safety procedures while also 

introducing machine functionality. 

 

Figure 7-3 : CAD model (with labels) created for demonstrating grinding operation 
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Figure 7-4 : CAD model (fill in the label blanks) created for demonstrating milling 

operation 

Table 7.1 : Manufacturing processes lab modules 

Module Title 

1 Introduction to Manufacturing and Production 

2 Properties of Engineering Materials 

3 Engineering Materials 

4 Production Processes 

5 Machining Operations  

6 Tool & Equipment Operation: Lathes  

7 Special Processing  

 

The metrics to evaluate e-learning material impact included the students’ module test scores, 

course score, and their university Grade Point Averages (GPA). The course score and GPA data 

from the previous two semesters prior to Fall 2014 offered a “before” view of the course. The 

instructor elected to offer some extra credit for those who completed a module to ensure that it 
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would not adversely affect the grades in case problems arose with the material. The student 

received an extra credit of 0.71% per module upon successful completion with a score of 80% or 

above in the assessment section of the module. If a student completed all modules in ME 3120, 

they received 5% added to the final score. This was later increased to 1% per module from spring 

2016 for a total of 7% added. Table 7.1 lists all the modules that were available for the students 

enrolled in the courses. 

7.3 Presentation and Discussion of Student Learning Performance 

The parameters chosen for assessing the learning impact of the e-learning materials were the 

student’s course grade and overall university GPA. The university GPA was taken as a 

normalizing factor whereas the subject grades presented the student’s performance in the course. 

The usage of the material was quantified based on the number of learning modules completed. 

The course grades and the overall GPA used a 4-point scale, with A being 4 and D being 1. A 

total of six semesters were taken into consideration with the initial two semesters being ones in 

which no VR material was used. This was to establish a baseline for comparison purposes. Table 

7.2 shows the distribution of the grades and GPA along with the average number of modules 

completed by each grade category. The performance of the students in the course was analyzed 

for each of the grade categories from A through C whereas the students who failed the class with 

a D were not considered as part of the analysis since they constituted a very small percentage of 

the class. Figure 7-5 and Table 7.2 display the study findings which are summarized in Figure 

7-6. 

To evaluate student performance trends, each grade category has been analyzed individually 

over six semesters. Figure 7-5 shows a considerable performance spike during the first semester 

of material implementation in terms of students getting an A grade. However, it is important to 
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note that the class size was considerably less during this semester and continued to rise later. The 

average number of modules completed by each student during this semester was 4.4 which adds 

a total extra credit of about 3%. Successive semesters saw a more normalized grade distribution 

as the instructor restructured the course to better accommodate the supplementary materials. The 

GPA trend on the other hand was relatively linear in each grade category suggesting that 

performance in the course was not related to the student’s performance at the university level. 

The most interesting observations however can be viewed in Figure 7-6. The left-hand Y-axis 

represents the course score, and the right-hand Y-axis represents the total number of modules 

completed by each individual student. As a general trend, students with better grades completed 

more modules, although many students in the lower grade category also completed more 

modules specially when they needed just a few more points to improve their grade from a C to B 

and B to A. As an example, the distribution trend for fall 2015 shows that 9 students (18%) with 

an A grade chose not to use the material in contrast to almost 30 students (69%) from the B 

grade category. However, it is important to note that the weightage of assignments was much 

higher than the modules and thus the effect of the extra credit did not have a major impact on 

student’s grades. 
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Figure 7-5 : Grade distribution for ME 3120 over a six-semester period 

Table 7.2 : Distribution of Student Course Grades for ME 3120 

Semester 

(Total 

Students) 

Student 

Class Grade 

Number of 

Students 

Average Number of 

Modules Completed 
Average 

Student GPA 

Fall 

2013 

(95) 

A 33 

N/A 

3.46 

B 49 2.98 

C 13 2.74 

D - - 

Spring 

2014 

(75) 

A 21 

N/A 

3.46 

B 46 3.16 

C 8 2.71 

D 1 2.51 

Fall 

2014 

(38) 

A 21 4.4 3.45 

B 15 2.5 2.83 

C 2 0 2.79 

D 0 0 0 

Spring 

2015 

(88) 

A 44 4.5 3.48 

B 30 2.9 3.04 

C 6 2.3 2.57 

D 8 1.6 2.35 

Fall 

2015 

(110) 

A 49 3.8 3.53 

B 43 0.8 3.03 

C 14 1.1 2.78 

D 4 0 2.05 

Spring 

2016 

(95) 

A 35 3.6 3.52 

B 43 3 2.97 

C 15 2 2.68 

D 2 3 2.24 

A
35%

B
51%

C
14%

D
0%

FALL 2013

A
28%

B
60%

C
11%

D
1%

SPRING 2014

A
55%

B
40%

C
5%

D
0%

FALL 2014

A
50%

B
34%

C
7%

D
9%

SPRING 2015

A
44%

B
39%

C
13%

D
4%

FALL 2015

A
37%

B
45%

C
16%

D
2%

SPRING 2016
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Figure 7-6 : Course scores and completed modules by each individual student for ME 3120 
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7.4 Instructor Feedback 

An important task in exploring the impact of the e-learning materials was interviewing the 

course instructor. Per the teacher, the most important take away from these materials was the 

high quality interactive virtual simulations. These visuals helped the instructor demonstrate to 

the students how the processes and equipment work and engage the class in the discussion 

despite the lack of proper equipment. The teacher’s approach prior to the VR modules was to use 

YouTube® videos in class which were generally of a lower quality. Furthermore, the class 

performance was also somewhat related to the enrollment size since it is harder to give ample 

attention to students individually. But this problem was reduced using the online developed 

materials since they are designed to be used with little, or no, help from an instructor. Also, the 

teacher felt that the extra credit remained the main driving force for the use of the material 

despite all its advantages. However, one drawback reported regarding the material was the extra 

effort to use a different platform to upload the grades into the university registrar’s database. 

7.5 Conclusion 

The availability of a “hands-on” experience when teaching manufacturing processes can 

improve the overall student learning experience. In situations where production equipment is not 

available, virtual reality offers an alternative visual representation of the processes. A pilot study 

to evaluate the use of virtual reality-based learning materials to supplement the classroom 

lectures was investigated. A series of seven modules were introduced into the junior year 

manufacturing course. The student performance was directly related to the amount of material 

completed by the individual, with better performing students completing more material in 

general. Although the supplemental modules were not mandatory, students did complete them to 

enhance their knowledge. The instructor’s comments reported the material was of high quality 
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and using it as a teaching supplement assisted in handling a bigger class efficiently and helped 

the students perform better. Future will focus on more direct assessment measures to evaluate the 

e-learning materials in the classroom using surveys. 

  



 

103 

CHAPTER 8 : Evaluation of Virtual Reality based Learning Materials as a Supplement to 

the Undergraduate Mechanical Engineering Laboratory Experience 

Virtual reality offers vast possibilities to enhance the conventional approach for delivering 

engineering education. The introduction of virtual reality technology into teaching can improve 

the undergraduate mechanical engineering curriculum by supplementing the traditional learning 

experience with outside-the-classroom materials. The Center for Aviation and Automotive 

Technological Education using Virtual E-Schools (CA2VES), in collaboration with the Clemson 

University Center for Workforce Development (CUCWD), has developed a comprehensive 

virtual reality-based learning system. The available e-learning materials include eBooks, mini-

video lectures, three-dimensional virtual reality technologies, and online assessments. Select VR-

based materials were introduced to students in a sophomore level mechanical engineering 

laboratory course via fourteen online course modules during a four-semester period. To evaluate 

the material, a comparison of student performance with and without the material, along with 

instructor feedback, was completed. Feedback from the instructor and the teaching assistant 

revealed that the material was effective in improving the laboratory safety and boosted student’s 

confidence in handling engineering tools. 

8.1 Introduction 

The undergraduate engineering teaching process needs to actively adapt with changing 

education trends to better prepare students for a competitive global environment. Mechanical 

engineering students receive classroom theory and laboratory instruction in addition to a wide 

array of supplemental knowledge to help prepare them for diverse roles after graduation. An 

important goal for academic institutions is the full employment of graduates in the workforce 

with life-long learning skills and aptitude to contribute to a corporate environment. The problem-
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solving demands in manufacturing facilities typically differ from university scenarios. For 

instance, when designing a machine component in class, all relevant information is generally 

provided within the problem description. The student then uses this data to apply a rigorous 

solution method which is graded based on how efficiently the design works. Whereas in industry, 

the parameters and/or design method must be either deduced from past practices, taken from 

industry codes, and/or in some cases assumed from experience, all of which constantly evolve 

due to current technology, government regulations, and other factors. Further, an important 

consideration in the component approval process is likely the return on investment. This leads to 

varying expectations between university and industry which can be reduced by providing 

students with a more practical and extensive hands-on approach. 

Although student performance expectations may vary between faculty and employers, it is 

the consensus of both groups that fresh graduates lack multiple key skills. These skills were 

analyzed by Danielson et al. (2011) to categorize weaknesses among new mechanical 

engineering graduates conducted a survey of nearly 3000 university educators and industry 

supervisors. The authors listed 15 key skills as weaknesses among the BSME graduates from 

which three will be discussed in this paper as they arise due to a lack of hands-on experience. 

Figure 8-1 shows the percentage of educators and supervisors who feel that a given skill is 

lacking among the graduates. As illustrated, a higher percentage of industry supervisors feel 

there is a lack of practical experience and experimental procedure knowledge as compared to 

university educators. This can be attributed to the specialized nature of industrial jobs, and the 

fact that industries often update their technology and equipment at a much faster pace than 

universities in their laboratories. On the other hand, the percentage of both educators and 

supervisors who feel a lack of an overall system perspective among graduates is similar. Overall, 
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this disparity in the opinions between university educators and industry supervisors infers that 

the standards of expectations are different in these two environments. Regardless of the above 

perspectives, these three skills are important for a competent mechanical engineer and can be 

gained through hands-on experience in the laboratories and/or in a controlled virtual 

environment. 

 

Figure 8-1 : A Comparison of industry supervisor’s and educator’s opinions about 

weaknesses in mechanical engineering curriculum and preparation of its graduates 

(Adapted from Danielson et al. 2011) 

The lack of adequate practical experience among ME graduates can generally be attributed to 

infrastructural lags, curriculum limitations, and/or safety concerns. The stringent industry 

standards and codes coupled with funding limitations to upgrade university equipment make it 

often difficult for schools to stay up to date with industry. Moreover, even if the proper 

equipment is available, it is often difficult for an instructor to impart the theoretical concepts 

while simultaneously demonstrating them in the laboratory during a semester. Finally, proper 
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precautions must be taken while training new students on how to handle sensitive, and 

occasionally dangerous, equipment in a safe manner. A virtual environment can bypass these 

limitations by providing the teacher with a representative system that is safer, cheaper, and easier 

to update when required. Virtual Reality (VR) as defined by Feiner et al. (1993) is “A system 

that attempts to replace much or all the user’s experience of the physical world with synthesized 

3D material such as graphics and sound” (p. 52). VR based technologies are expected to have a 

bright future in serving as a supplement in the engineering education field as they offer many 

advantages over traditional methods. Specifically, this education methodology offers students 

quick feedback, diverse and challenging practice opportunities, and a self-study-based 

environment which is expected to be more efficient, facilitate standardization, and support 

distance learning. 

The advantages of using virtual reality technology have been proactively demonstrated by 

various researchers in their respective disciplines. For instance, the efficiency of using multiple 

dimensions for training purposes was demonstrated by Perdomo et al. (2005) when they studied 

the impact of 3D visualization as a tool for construction education. It was reported that students 

found it more helpful to visualize structures in three dimensions when compared to studying 2D 

drawings. The researchers also mentioned that this approach facilitated distance learning without 

any significant manpower or financial/technological investments. Lee et al. (2004) revealed that 

the use of virtual reality was easier to implement in other non-educational institutions for training 

as well as research collaboration. In their study, the internet allowed multiple users to utilize a 

Virtual Reality Modeling Language (VRML) to create a model of the human brain and study 

various neurological diseases. This approach proved advantageous in remotely educating a 

diverse group and promoting research and understanding of a complex three-dimensional entity. 



 

107 

Similarly, Bell and Fogler (2004) developed virtual environments that helped in teaching 

students about hazardous conditions and accidents that can take place in a chemical plant. This 

approach eliminated the risk of placing the students in a hazardous or harmful environment. 

Shelton and Hedley (2002) demonstrated statistically that the use of virtual reality methods 

can help to improve student performance. These authors used augmented reality to teach students 

about earth-sun relationships and found that the students understood the concept better with 

virtual reality. The cost reduction benefits of virtual reality were investigated by Caudell and 

Mizell (1992) by applying augmented reality to manufacturing processes. This approach 

eliminated the use of templates for manufacturing and increased efficiency in human involved 

operations such as aircraft maintenance. Angelov and Styczynski (2007) developed virtual 

reality-based teaching material for electrical plants. They concluded that such an approach has 

the advantage of representing a complex system in a simple manner and keeping the schooling 

system up to date with the latest industry trends. The advantage of virtual reality for self-online 

learning was demonstrated by Ou et al. (2009) who developed an engineering course on 

hydrology with the help of a virtual learning environment. Similar successes were achieved by 

Sampaio et al. (2010), Kerawalla et al. (2006), Sims (1994), Piekarski and Thomas (2004), and 

Bajura et al. (1992) in the fields of civil engineering education, primary school education, 

aircraft design, civil construction, and medical imaging. Per Zelaya et al. (2013), the younger 

generation relies heavily on the internet for information seeking and learning. The availability of 

online materials helps in reaching a wider audience. Bertrand et al. (2015) reported that an 

immersive virtual environment with higher degrees-of-freedom can be beneficial for the training 

of technicians. Ota et al. (1995) state that using VR in surgical education has several benefits, 

including reducing length of surgical residency program from to 5 to 3 years thus saving 
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approximately $600,000/trainee. The authors attribute this to the ability of VR in assisting 

trainees to be placed in virtual environments for rarer surgical procedures. 

The above discussion provides a compelling reason to study virtual reality’s effectiveness as 

a teaching tool in the mechanical engineering field. This article analyzes the impact of developed 

VR materials in an undergraduate laboratory course (ME2220) at Clemson University. For the 

study, sophomore mechanical engineering undergraduate students were invited to use the 

learning materials created by CA2VES as a supplement to their coursework. The research 

objective was to analyze the developed material in terms of learning impact on fundamental 

laboratory skills. The remainder of the paper is organized as follows: Section 8.2 gives a 

summary of the materials that were created by CA2VES, Section 8.3 illustrates the 

implementation and evaluation procedure of the materials into the course, Section 8.4 presents 

the data and its inferred results, and Sections 8.5 and 8.6 provides the feedback obtained from the 

students and faculty for the course. Finally, Section 8.7 presents the conclusions of the research. 

8.2 Virtual Reality Based Learning Materials in Undergraduate Laboratory 

Clemson University is a land grant institution with students studying in the fields of 

agriculture, business, engineering, nursing, and science. The Department of Mechanical 

Engineering graduates an average 175 students per year. With the goal of improving the standard 

of education for technology and engineering students, the Clemson University Center for 

Workforce Development (CUCWD) in collaboration with the Center for Aviation and 

Automotive Technical Education using Virtual E-School (CA2VES) have developed a complete 

virtual environment based educational system for training. The developed material and delivery 

platform facilitate distance education; the architecture is shown in Figure 8-2. These e-learning 

resources are composed of e-books, virtual reality interaction modules, training videos, self-
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assessment modules, 3D visualizations, etc. which cover automotive, aerospace, and 

manufacturing disciplines. The material was then compiled and released on the website 

www.educateworkforce.com for distribution in support of industry training programs as well as 

college courses. A more detailed explanation of the work has been explained by Schkoda et al. 

(2012) and Patil et al. (2012). The various components of the material are as follows: 

8.2.1 Self or Instructor Led Section 

These materials provide a brief introduction of the target content that the students are going 

to learn including the goal, objectives, and expected learning outcomes. It also includes 

instruction about how to use the Graphical User Interface (GUI). 

 

Figure 8-2 : Overview of automotive and aerospace e-learning materials 

8.2.2 eBooks 

The eBooks were compiled by experts with rich experience in STEM education fields. They 

contain many diagrams and illustrate text along with detailed theory about the subject matter. 

The computer interface also provides the users various navigation tools and research options. To 
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accommodate students with special needs, extra features have been added to the interface (e.g., 

variable font size, audio subtitles, etc.) 

8.2.3 Mini-Video Lectures 

As an additional means to provide students a better understanding of the theory concepts, 

multiple mini-video lectures were developed based on the eBook content. To make the section 

more interactive and easily viewable, the lectures offer interactive subtitles so that students can 

skip to any part of the lecture and/or review a specific topic. 

8.2.4 Virtual Reality Simulations 

A project goal is to apply virtual reality concepts for teaching, and this section plays the most 

crucial role of all. Various virtual reality simulations have been created to provide students with 

a safe virtual environment to practice the more hazardous technical learning tasks. For example, 

the safe operational procedure to use power tools including grinders with a magnetic part lock. 

These simulations were created using 3D CAD tools and virtual reality software packages. Prior 

to entering the virtual environment, the students are provided with the learning objectives and the 

specific tasks required to complete the exercise. For instance, Figure 8-3 shows the virtual 

environment simulation for using a grinding machine. 

8.2.5 Activities and Assessments 

To self-assess their progress, this section provides students with various activities and 

assessment tools. Exercises have been added at the end of each module for participants to 

practice what they learn in the module before moving to the next section. In this manner, they 

receive immediate performance feedback and can choose to review the content again if 

necessary. 
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Figure 8-3 : Virtual reality simulation demonstrating a grinding machine 

8.3 Integration into Undergraduate Mechanical Engineering Course at Clemson University 

The effective validation of a new learning paradigm typically requires a case study to assess 

and improve the product. To validate the CAV2ES developed e-learning materials, sophomore 

mechanical engineering students were invited to voluntarily use this online content as a 

supplement for their laboratory course with an incentive for extra credit. The successful 

completion of each module added a 0.02 bonus point to the student’s course score with a total 

possible addition of 0.28 to a maximum score of 4.0. The successful completion of a module 

required the student to watch a short instructional video and then complete the assessment 

activities with a score of 80% or above. The available modules for this course have been listed in 

Table 8.1. 
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Table 8.1 : Mechanical engineering laboratory supplemental e-learning modules 

Module Title 

1 Popular Measuring Instruments 

2 Industrial Instruments: Temperature & Pressure 

3 Industrial Instruments: Force, Torque, & Flow 

4 Electrical Measuring Instruments 

5 Properties of Engineering Materials 

6 Engineering Materials 

7 Production Process 

8 Machining Operations 

9 Special Processing 

10 Safety at Facilities 

11 Environmental Control and Noise 

12 Material Handling and Electrical Safety 

13 Machinery, Hand Tool and Equipment Safety 

14 Personal Protection and First Aid 
 

8.4 Assessment of e-Learning Materials 

The parameters chosen for assessing the learning impact of the e-learning materials were the 

student’s course grade and overall university GPA. The university GPA was taken as a 

normalizing factor whereas the subject grades presented the student’s performance in the course. 

The usage of the material was quantified based on the number of learning modules completed. 

The course grades and the overall GPA used a 4-point scale, with A being 4 and D being 1. A 

total of six semesters were taken into consideration with the initial two semesters being ones in 

which no VR material was used. This was to establish a baseline for comparison purposes. Table 

8.2 shows the distribution of the grades and GPA along with the average number of modules 

completed by each grade category. An initial drop was observed in the number of students 

receiving A and B which can be attributed to the fact that the previous course structure was 

based on theory explanations rather than practical demonstrations. This was confirmed through 

an interview of the instructor who stated that the course was redesigned in successive semesters 

to better accommodate the learning modules. The performance of the students in the course was 
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analyzed for each of the grade categories from A through C whereas the students who failed the 

class with a D were not considered as part of the analysis since they constituted a very small 

percentage of the class. Figures 8-4 through 8-6 display the study findings which are summarized 

in Table 8.2. 

To evaluate student performance trends, each grade category has been analyzed individually 

over six semesters. Figure 8-4 shows that the number of students receiving A and B letter grades 

increased significantly after the VR modules were implemented. For instance, the number of 

students with an A grade increased from 26.4% (Fall 2013) to 48.9% (Fall 2017). On the other 

hand, the number of students with a C grade decreased. When this data is analyzed along with 

the data from Figure 8-5, it can be observed that the grades improved despite a slight decrease in 

the average university GPA. This leads to the conclusion that the students who performed lower 

at the university level achieved better grades in this course. This pattern also correlates with the 

finding by Shelton and Hedley [6] that show that virtual reality-based learning helps students with 

lower grades understand better. Moreover, a spike in the grades was observed when four of the 

modules were mandatory assignments during the Fall 2015. Lastly, students with better grades 

generally completed more modules and showed a remarkably higher performance improvement 

as per Figure 8-6. In other words, the increase in students with grade A is much higher than other 

grade categories. But once four of the modules were made mandatory there was a sharp increase 

in the average number of students who completed those modules in the lower grade groups. This 

shows the inherent lack of drive of the lower percentile students to put in extra effort towards 

their courses without incentive. 
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Table 8.2 : Distribution of student grades prior to virtual reality supplemental materials 

Semester 

(Total Enrollment) 

Student Class 

Grade 

Number of 

Students 

Average 

Number of 

Modules 

Completed 

Average 

Student GPA 

Fall 2013 

(129) 

A 34  

 

N/A 

 

3.6 

B 73 3.1 

C 19 3 

D 3 1.7 

Spring 2014 

(150) 

A 37  

N/A 

 

 

3.5 

B 93 3.1 

C 21 2.7 

D 0 0 

Fall 2014 

(126) 

A 23 4.9 3.6 

B 71 1.5 3.1 

C 30 1.2 2.8 

D 2 5.5 2.4 

Spring 2015 

(149) 

A 33 4.4 3.6 

B 94 1.3 3.10 

C 18 0.7 2.8 

D 4 0.3 2.7 

Fall 2015 

(149) 

A 63 4.5 3.4 

B 81 2.8 2.9 

C 5 1.8 2.5 

D 0 0 0 

Spring 2016 

(160) 

A 63 4.9 3.3 

B 84 2.5 2.9 

C 12 1.7 2.5 

D 1 1 1.9 

 

Fall 2016 

(117) 

 

A 43 2.4 3.4 

B 66 2 2.9 

C 8 1.9 2.6 

D 0 0 0 

Spring 2017 

(144) 

A 59 2.5 3.4 

B 82 1.55 3 

C 3 2.3 2.6 

D 0 0 0 

Fall 2017 

(135) 

A 66 4.6 3.4 

B 66 2.9 3 

C 3 1.6 2.6 

D 0 0 0 
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Figure 8-4 : Distribution trend of course letter grades before (Fall 2013 and Spring 2014) 

and after (Fall 2014 through Fall 2017) introduction of virtual reality supplemental 

material 

 

Figure 8-5 : Distribution trend of average student GPA in each grade category 

 

Figure 8-6 : Distribution trend of virtual reality modules completed in each grade category 
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Figure 8-7 : ME 2220 course scores versus completed modules 
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Figure 8-7 gives a better representation of the modules completed by each individual student 

with respect to their grade. The right-hand Y-axis shows the total completed modules (stem plot), 

left-hand Y-axis the grade (line plot) and the X-axis represents individual students. The data has 

been sorted in the descending order of overall university GPA in each grade category. As 

observed, students with better grades and GPA generally completed more modules although 

there were some exceptions at random. However, most of these exceptions were concentrated 

around the points where grades changed from B to A and C to B due to the extra effort by the 

student to boost their grade. It is also seen that a few students chose not to use the material at all 

despite the modules being made into a compulsory assignment from Fall 2015. 

8.5 Student Feedback Survey 

To complete any pilot study, it is essential to obtain feedback from the participants. For this 

purpose, a brief post module survey was handed to the students at the end of each module. 

Student participation was voluntary with no added incentive for response. A total of 9 questions 

on a Likert response scale were used to assess the modules. In addition to this, two subjective 

questions were added. The survey form is presented in the Appendix of the paper. The Likert 

responses were scaled 1 through 5, with 1 being ‘no gain’ and 5 being ‘great gain’. The Likert 

responses for each module was analyzed. The results are as shown in Figure 8-8 using a box and 

whisker plot. The median of each module gives the overall performance as per the students’ 

views. To be considered a success, a median value of at least 3 is needed. Accordingly, modules 

10 and 11 had the lowest rating. Looking at the individual subjective responses, it was found that 

students found some minor problems with how the questions were phrased and few minor data 

errors. 
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Table 8.3 : Number of Responses for individual modules 

Module 

Number 

of 

Responses 

No 

Responses 

Average 

Module 

Scores 

Module 

Number 

of 

Responses 

No 

Responses 

Average 

Module 

Scores 

1 27 17 92.4 8 44 9 93.5 

2 16 6 88.6 9 29 11 86.1 

3 141 47 89.7 10 26 12 83.2 

4 137 46 88.7 11 17 7 91.1 

5 135 40 76.3 12 14 4 94.5 

6 130 32 78.8 13 15 7 84.9 

7 42 12 91.7 14 12 4 91.9 

 

 

Figure 8-8 : Summary of Likert Responses for individual modules 

Table 3 presents the number of responses for each module. It can be observed that modules 3 

through 6 (mandatory modules) had relatively more responses. Some of the other subjective 

responses mentioned the videos to be shorter to cut down time taken per module. 
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8.6 Feedback of the Course Instructor and Laboratory Teaching Assistants 

To further evaluate the e-learning materials, the course instructor and teaching assistants for 

the course provided their observations. The instructor indicated that the created modules 

provided better coverage of the industrial safety content. The instructor also stated that one of the 

challenges in delivering laboratory classes is promoting consistency across multiple sections. 

The e-learning modules addressed this challenge by providing uniform delivery of the material to 

all students regardless of the faculty assigned to cover that section. Also, the comprehensiveness 

of the content along with assessment and automatic scoring at the end of each module reduced 

the burden required to integrate the modules into the course. One of the advantages of the 

modules that the instructor felt was most important addressed the ability to prepare students for 

the hands-on industrial safety activities. The students were required to complete the industrial 

safety modules prior to the start of laboratory, so they arrived to class with the vocabulary and 

fundamental concepts required to promote deeper learning and exploration. This knowledge was 

especially important considering the near miss safety incident that occurred in the laboratory 

prior to emphasizing the industrial safety content. The modules that were optional were used to 

reinforce, or supplement, concepts learned in laboratory. 

The laboratory teaching assistants reported that the use of the modules beforehand helped in 

boosting the confidence level of the students when handling the equipment for the first time. The 

online material covered most of the basic safety procedures that were to be followed in the 

laboratory which reduced the risk for any accidents. In addition, the VR modules also helped the 

students in preparing for the final assessment. However, the teaching assistants mentioned that 

using a different website for uploading grades was a hindrance and requested greater back-end 

support for easier integration. They stated that a more easily accessible website would help the 
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instructors better embrace the material. The comments by the instructor and the teaching 

assistants were found to be similar regarding the safety advantages in using the VR based 

teaching supplements. 

8.7 Conclusion 

Virtual Reality is an emerging technology with unlimited potential in the engineering 

education field. This paper analyzed student learning performance in an undergraduate 

mechanical engineering course at Clemson University to gain insight into the effectiveness of 

virtual reality as a teaching supplement. The analysis showed that VR based material helped 

students to better grasp the subject matter and allowed the instructor to design the course without 

costly laboratory upgrades. However, from the initial drop in grades it was concluded that some 

effort is required to integrate the material in the conventional teaching environment. However, 

the time needed to integrate the two is quite short, about two semesters, and hence it is quite easy 

to shift to the more robust VR based teaching methods. The faculty feedback shows that the 

integration process requires some outside assistance as it involves using new technologies which 

the instructor may or may not be familiar with. This assistance was provided by CA2VES in the 

form of back-end support (grade uploads, website maintenance and troubleshooting). Once the 

framework was setup, it was easy for the instructor to focus his efforts in engaging the class in 

more creative and interactive experiments. This approach can be used overall for any technical 

college, university, or industry. Once the initial setup and troubleshooting is completed, the VR 

material integrates well with any educational system. For a more global impact, the material may 

be disseminated via the internet in the form of software packages. In conclusion, it can be said 

that virtual reality is a great asset in the field of engineering education and research. Its use is 
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expected to benefit engineering students and enhance their knowledge base and make them more 

readily hirable by industries. 
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CHAPTER 9 : Conclusion 

 

9.1 Objectives Achieved 

Multiple parallel heat exchangers in a vehicle cooling system provide designers additional 

freedom to adapt to changing thermal loads and climatic conditions. Several electronic controlled 

actuators were used to demonstrate the system behavior in a series of repeatable experiments. 

The tests show that the proposed architecture can operate with just one radiator under conditions 

of moderate thermal loads while turning on the second radiator to handle instances of higher 

engine torque. Additionally, moving to a single radiator configuration under a lower thermal load 

scenario resulted in energy savings, improved temperature tracking, and quicker warmup times. 

Experimental results show that the proposed method can be used for emergency cooling to 

swiftly reduce engine temperature to acceptable levels. The following objectives were 

accomplished during the Doctorate program, 

• An alternative cooling system architecture for vehicular engine cooling was developed 

• Heat dissipation models using high fidelity computer simulations were created 

• Applied of multiple input single output nonlinear controllers for thermal management 

applications 

• Expanded the scope of developed vehicular cooling system models to electric and hybrid 

electric vehicle thermal management 

• Incorporated existing computer-controlled actuator models into proposed architecture for 

the development of a holistic thermal management paradigm 
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• A novel waste heat recovery system for automotives after engine shutoff was proposed 

• The implementation of virtual reality teaching material for undergraduate and technical 

college programs was assessed statistically 

9.2 List of Recommendations 

The following fields of study are recommended to further advance the proposed thermal 

management system. 

• Impact of ram air effect on the system behaviour and performance 

• Cost to benefit analysis needs to be conducted to check feasibility 

• The application of sophisticated nonlinear controls (such as model predictive control) 

needs to be studied for further improvements 

• The proposed architecture needs to be field tested 

• The addition of more than two radiators for stationary thermal management applications  

• The use of better coolants and thermal conductive materials needs to be assessed 
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APPENDIX A. Pictures of Laboratory Setup 

 

Figure A-1 : (a) Wind tunnel, (b) Twin radiators, (c) Engine block, (d) Shell and tube heat 

exchanger, (e) Centrifugal coolant pump, (f) dSpace 1103 board 
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Figure A-2 : (a) Power supplies for various system actuators, (b) Outlet gate valves from 

twin radiators going into swirl pot, (c) Pressure gauge showing steam inlet pressure, (d) 

Coolant flowrate sensor 



 

140 

 

Figure A-3 : (a) Bypass valve, (b) Water supply line and pressure relief valve, (c) Pressure 

relief valve on top of swirl pot 

  



 

141 

APPENDIX B. Simulink Model for Experimental Testing 

 

Figure B-1 : Subsystems for the experimental Simulink model 

 

Figure B-2 : Fan control block showing dSpace CAN controller 

 

Figure B-3 :Pump control block with dSpace DAC channel control 
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Figure B-4 : Bypass valve control with feedback from ADC channel 

 

Figure B-5 : Temperature feedback from the k-type thermocouples from ADC channel 

 

Figure B-6 : Gate valve control block showing triggers for opening and closing the two 

valves  
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APPENDIX C. Arduino Code for Servo Motor Control 

/*Define ports on the Arduino board for various signals*/  

////////////////////////////////////////////////////////////////////////  

int MOTOR_ONE_PULSE=2; 

int MOTOR_ONE_DIRECTION=3; 

int MOTOR_ONE_ENABLE=4; 

////////////////////////////////////////////////////////////////////////  

int MOTOR_TWO_PULSE=5; 

int MOTOR_TWO_DIRECTION=6; 

int MOTOR_TWO_ENABLE=7; 

////////////////////////////////////////////////////////////////////////  

int MOTOR_ONE_OPEN=8; 

int MOTOR_ONE_CLOSE=9; 

int MOTOR_TWO_OPEN=10; 

int MOTOR_TWO_CLOSE=11; 

///////////////////////////////////////////////////// /////////////////// 

void setup() { 

  Serial.begin(9600); 

  pinMode (MOTOR_ONE_PULSE, OUTPUT); 

  pinMode (MOTOR_ONE_DIRECTION, OUTPUT); 

  pinMode (MOTOR_ONE_ENABLE, OUTPUT); 

 

  pinMode (MOTOR_TWO_PULSE, OUTPUT); 

  pinMode (MOTOR_TWO_DIRECTION, OUTPUT); 

  pinMode (MOTOR_TWO_ENABLE, OUTPUT); 

   

  pinMode (MOTOR_ONE_OPEN, INPUT_PULLUP); 

  pinMode (MOTOR_ONE_CLOSE, INPUT_PULLUP); 

 

  pinMode (MOTOR_TWO_OPEN, INPUT_PULLUP); 

  pinMode (MOTOR_TWO_CLOSE, INPUT_PULLUP); 

 

  Open(MOTOR_ONE_PULSE,MOTOR_ONE_DIRECTION,MOTOR_ONE_ENABLE);  

  Open(MOTOR_TWO_PULSE,MOTOR_TWO_DIRECTION,MOTOR_TWO_ENABLE);  

} 

////////////////////////////////////////////////////////////////////////  

void loop() { 

  int a, b; 

   

  int OpenValveOne = digitalRead(MOTOR_ONE_OPEN); 

  int CloseValveOne = digitalRead(MOTOR_ONE_CLOSE);  

 

  int OpenValveTwo = digitalRead(MOTOR_TWO_OPEN);  

  int CloseValveTwo = digitalRead(MOTOR_TWO_CLOSE);  

   

  digitalWrite(MOTOR_ONE_ENABLE,HIGH); 
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  digitalWrite(MOTOR_TWO_ENABLE,HIGH); 

 

   if(OpenValveOne==LOW){ 

    a = Open(MOTOR_ONE_PULSE,MOTOR_ONE_DIRECTION,MOTOR_ONE_ENABLE);  

   } 

    

   if(CloseValveOne==LOW){ 

    b = Close(MOTOR_ONE_PULSE,MOTOR_ONE_DIRECTION,MOTOR_ONE_ENABLE);  

   } 

 

    if(OpenValveTwo==LOW){ 

    a = Open(MOTOR_TWO_PULSE,MOTOR_TWO_DIRECTION,MOTOR_TWO_ENABLE);  

   } 

    

   if(CloseValveTwo==LOW){ 

    b = Close(MOTOR_TWO_PULSE,MOTOR_TWO_DIRECTION,MOTOR_TWO_ENABLE);  

   } 

 

} 

////////////////////////////////////////////////////////////////////////  

int Open(int p, int d, int e){ 

  for (int i=0; i<200; i++)    //Forward one revolution  

  { 

    digitalWrite(d,LOW); 

    digitalWrite(p,HIGH); 

    digitalWrite(e,LOW); 

    delayMicroseconds(5000); 

    digitalWrite(p,LOW); 

    delayMicroseconds(5000); 

  } 

  return(0); 

} 

////////////////////////////////////////////////////////////////////////  

int Close(int p, int d, int e){ 

   for (int i=0; i<200; i++)   //Backward one revolution  

  { 

    digitalWrite(d,HIGH); 

    digitalWrite(p,HIGH); 

    digitalWrite(e,LOW); 

    delayMicroseconds(5000); 

    digitalWrite(p,LOW); 

    delayMicroseconds(5000); 

  } 

  return(1); 

} 

////////////////////////////////////////////////////////////////////////  
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APPENDIX D. Matlab Code for NTU-Effectiveness Method 

%Function call 

function [Q_Max,Q_predicted,Water_Outlet,Air_Outlet]  = 

Radiator(Water_Flow_Rate,Air_Flow_Rate,Inlet_Water_Temp,Inlet_Air_Temp,L_rad, W_rad, H_rad,L_fin,... 

W_fin, H_fin, N_fin, W_tube, H_tube, N_tube) 

 

%User input for radiator dimensions 

L_tube = L_rad; 

A_rad = H_rad*L_rad; 

L_fin_corrected = L_fin+(H_fin/2); 

A_fin = 2*L_fin_corrected*W_fin; 

A_tube = 2*H_tube*W_tube; 

P_tube = 2*(H_tube+W_tube); 

A_base = (2*L_tube*W_tube)-(H_fin*W_fin*N_fin); 

A_base_fin = (A_fin*N_fin)+A_base; 

D_hyd = (4*A_tube)/P_tube; 

 

%Calculate surface areas and flow rates 

A_external = A_base_fin*N_tube; 

A_internal = 2*(W_tube+H_tube)*L_rad*N_tube; 

Q_air = Air_Flow_Rate; %m3/s 

Q_water = Water_Flow_Rate; %m3/s 

T_in_water = Inlet_Water_Temp; 

T_in_air = Inlet_Air_Temp; 

 

%Aluminium Properties 

k_Al = 235; %W/mK 

 

%Coolant (water) properties 

Rho_water = 982.2; %kg/m3 

Cp_water = 4185; %J/kgK 

k_water = 0.59; %W/mK 

DynVis_water = 0.000761; %kg/sm 

KinVis_water = DynVis_water/Rho_water; %m2/s 

v_water = Q_water/(N_tube*A_tube); %m/s 

Pr_water = (Cp_water*KinVis_water*Rho_water)/k_water; %unitless 

Re_water = (v_water*D_hyd)/KinVis_water; 

%Nu_water = 3.96; %Table 8.1/Pg 553  from text book 

Nu_water = 0.023*(Re_water^(4/5))*(Pr_water^0.3); 

h_water = (Nu_water*k_water)/D_hyd; 

C_water = Rho_water*Q_water*Cp_water; 

 

%Air properties at 25 C 

Rho_air = 1.184; %kg/m3 



 

146 

Cp_air = 1007; %J/kgK 

k_air = 0.02551; %W/mK 

DynVis_air = 0.00001849; 

KinVis_air = DynVis_air/Rho_air; %m2/s 

v_air = Q_air/(A_rad-(N_tube*H_tube*L_rad)); 

Pr_air = (Cp_air*DynVis_air)/k_air; %unitless 

Re_air = (v_air*W_fin)/KinVis_air; 

Nu_air = 0.664*(Re_air^(1/2))*(Pr_air^(1/3)); 

%Nu_air = 0.176*(Re_air^(0.699))*(Pr_air^(1/3)); 

h_air = (Nu_air*k_air)/W_tube; 

C_air = Rho_air*Q_air*Cp_air; 

 

%Calculate efficiencies and number of transfer units 

EffCoef_fin = ((2*h_air)/(k_Al*H_fin))^0.5; 

Eff_fin = (tanh(EffCoef_fin*L_fin_corrected))/(EffCoef_fin*L_fin_corrected); 

Eff_fin_overall = 1-(((N_fin*A_fin)/(A_base_fin))*(1-Eff_fin)); 

UA = ((Eff_fin_overall*h_air*A_external)^-1+(h_water*A_internal)^-1)^-1; 

NTU_overall = UA/min(C_air,C_water); 

C_r = min(C_air,C_water)/max(C_air,C_water); 

 

Epsilon = 1-exp(((NTU_overall^0.22)/(C_r))*(exp(-C_r*NTU_overall^0.78)-1)); 

 

%Calculate heat removal and outlet temperature 

q_max = min(C_water,C_air)*(T_in_water-T_in_air); 

q_predicted = Epsilon*q_max; 

T_out_water = T_in_water-(q_predicted/C_water); 

T_out_air = T_in_air+(q_predicted/C_air); 

 

%Send the results back to calling function 

Q_Max = A_external; 

Q_predicted = q_predicted; 

Water_Outlet = T_out_water; 

Air_Outlet = UA; 
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APPENDIX E. Matlab Code for Plotting Experimental Data for Chapter 5 

clear; 

clc; 

close all; 

%% 

FanSpeedData  = [1000 2000 3000 4000 5000]'; 

AirFlowRateData = [0.1 0.19 0.32 0.6 1.05]';  

FanSpeedCurve = polyfit(FanSpeedData,AirFlowRateData,3); 

 

CoolantFlowRateTwin  = [0.25 0.53 0.82 1.08 1.39]'; 

PumpPowerDataTwin = [0.78 0.86 0.95 1.04 1.2]'; 

PumpSpeedDataTwin = [1651 2400 3250 3750 4676]'; 

PumpPowerCurveTwin = polyfit(CoolantFlowRateTwin,PumpPowerDataTwin,3); 

PumpSpeedCurveTwin = polyfit(CoolantFlowRateTwin,PumpSpeedDataTwin,3); 

 

CoolantFlowRateSingle  = [0.23 0.48 0.76 0.99 1.31]'; 

PumpPowerDataSingle = [0.78 0.86 0.95 1.04 1.2]'; 

PumpSpeedDataSingle = [1651 2400 3250 3750 4676]'; 

PumpPowerCurveSingle = polyfit(CoolantFlowRateSingle,PumpPowerDataSingle,3); 

PumpSpeedCurveSingle = polyfit(CoolantFlowRateSingle,PumpSpeedDataSingle,3); 

 

%% 

s = '09282022-01.mat'; 

load(s,'dscapture') 

[~,fileName,~] = fileparts(s); 

dataNames = extractfield(dscapture.Y,'Name')'; 

dataNamePlates = strings(1,numel(dataNames)); 

for i = 1:1:numel(dataNames) 

j = extractBetween(dataNames(i),'"','"'); 

dataNamePlates(i) = j(end-1); 

end 

dataNamePlates = dataNamePlates'; 

Time = dscapture.X.Data./60; 

 

FS1 = dscapture.Y(find(strcmp(dataNamePlates,'FanSpeedOne'))).Data; 

HeatExchIn = dscapture.Y(find(strcmp(dataNamePlates,'Heat_Exchanger_In'))).Data;%Heat Exchanger In 

EngIn = dscapture.Y(find(strcmp(dataNamePlates,'Temp_Eng_In'))).Data; %Engine In 

EngOut = dscapture.Y(find(strcmp(dataNamePlates,'Temp_Eng_Out'))).Data; %Engine Out 

CoolantFlowRate = dscapture.Y(find(strcmp(dataNamePlates,'Pump Speed in KG/S'))).Data; %Mw 

%% 

figure(1);hold on;grid on 

yyaxis left 

set(gca,'ycolor','r')  

plot(Time(1:100:end),EngIn(1:100:end),'r--','DisplayName','Coolant Temperature')%Eng In 

ylim([0 100]) 

ylabel('Coolant Temperature (C)') 

yyaxis right 

set(gca,'ycolor','k')  

plot(Time,FS1,'k--','DisplayName','Fan Speed') 

plot(Time,polyval(PumpSpeedCurveTwin,CoolantFlowRate),'k-.','DisplayName','Pump Speed') 

ylim([0 7000]) 

ylabel('Shaft Speed (rpm)') 
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xlim([0 numel(Time)/6000]) 

xlabel('Time (min)') 

title('Twin Configuration') 

legend('Location','northwest') 

print(figure(1),'-djpeg',[fileName,'_Temp_Speed']) 

%% 

Q = 1.5*4.18*(-HeatExchIn+EngOut); 

figure(3);hold on;grid on 

plot(Time(1:4500:end),Q(1:4500:end),'k-.','DisplayName','Twin Configuration') 

xlim([0 numel(Time)/6000]) 

ylim([0 60]) 

xlabel('Time (min)') 

ylabel('Heat Removed (kW)') 

title(fileName) 

legend('Location','south') 

print(figure(2),'-djpeg',[fileName,'_Heat_Removed']) 

%% 

figure(4);hold on;grid on 

plot(Time(1:100:end),CoolantFlowRate(1:100:end),'k-.','DisplayName','Twin Configuration') 

xlim([0 numel(Time)/6000]) 

ylim([0 1.5]) 

xlabel('Time (min)') 

ylabel('Coolant Flow Rate (kg/s)') 

title(fileName) 

print(figure(3),'-djpeg',[fileName,'_Pump_Speed']) 

legend('Location','south') 

%% 

OneFanPower = polyval(FanSpeedCurve,FS1); 

NetFanPower = [3.*OneFanPower(1:120000),6.*OneFanPower(120001:150000),3.*OneFanPower(150001:end)]; 

FanPowerValue = trapz(NetFanPower) 

figure(5);hold on;grid on; 

plot(Time,NetFanPower,'k-.','DisplayName','Twin Configuration') 

xlim([0 numel(Time)/6000]) 

xlabel('Time (min)') 

ylabel('Fan Power (kW)') 

legend('location','northwest') 

%% 

PumpPower = 

[polyval(PumpPowerCurveSingle,CoolantFlowRate(1:120000)),polyval(PumpPowerCurveTwin,CoolantFlowRate(

120001:150000))... 

             ,polyval(PumpPowerCurveSingle,CoolantFlowRate(150001:end))]; 

PumpPowerValue = trapz(PumpPower) 

figure(6);hold on;grid on; 

plot(Time,PumpPower,'k-.','DisplayName','Twin Configuration') 

xlim([0 numel(Time)/6000]) 

%ylim([0 1]) 

xlabel('Time (min)') 

ylabel('Pump Power (kW)') 

legend('location','northwest') 

%% 

s = '09302022-01.mat'; 

load(s,'dscapture') 

[~,fileName,~] = fileparts(s); 

dataNames = extractfield(dscapture.Y,'Name')'; 

dataNamePlates = strings(1,numel(dataNames)); 

for i = 1:1:numel(dataNames) 
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j = extractBetween(dataNames(i),'"','"'); 

dataNamePlates(i) = j(end-1); 

end 

dataNamePlates = dataNamePlates'; 

Time = dscapture.X.Data./60; 

 

FS1 = dscapture.Y(find(strcmp(dataNamePlates,'FanSpeedOne'))).Data; 

HeatExchIn = dscapture.Y(find(strcmp(dataNamePlates,'Heat_Exchanger_In'))).Data;%Heat Exchanger In 

EngIn = dscapture.Y(find(strcmp(dataNamePlates,'Temp_Eng_In'))).Data; %Engine In 

EngOut = dscapture.Y(find(strcmp(dataNamePlates,'Temp_Eng_Out'))).Data; %Engine Out 

CoolantFlowRate = dscapture.Y(find(strcmp(dataNamePlates,'Pump Speed in KG/S'))).Data; %Mw 

%% 

figure(2);hold on;grid on 

yyaxis left 

set(gca,'ycolor','r')  

plot(Time(1:100:end),EngIn(1:100:end),'r--','DisplayName','Coolant Temperature')%Eng In 

ylim([0 100]) 

ylabel('Coolant Temperature (C)') 

yyaxis right 

set(gca,'ycolor','k')  

plot(Time,FS1,'k--','DisplayName','Fan Speed') 

plot(Time,polyval(PumpSpeedCurveSingle,CoolantFlowRate),'k-.','DisplayName','Pump Speed') 

ylim([0 7000]) 

ylabel('Shaft Speed (rpm)') 

 

xlim([0 numel(Time)/6000]) 

xlabel('Time (min)') 

title('Single Configuration') 

legend('Location','northwest') 

print(figure(1),'-djpeg',[fileName,'_Temp_Speed']) 

%% 

Q = 1.5*4.18*(-HeatExchIn+EngOut); 

figure(3);hold on;grid on 

plot(Time(1:4500:end),Q(1:4500:end),'b-','DisplayName','Single Configuration') 

xlim([0 numel(Time)/6000]) 

ylim([0 60]) 

xlabel('Time (min)') 

ylabel('Heat Removed (kW)') 

title(fileName) 

print(figure(2),'-djpeg',[fileName,'_Heat_Removed']) 

%% 

figure(4);hold on;grid on 

plot(Time(1:100:end),CoolantFlowRate(1:100:end),'b-','DisplayName','Single Configuration') 

xlim([0 numel(Time)/6000]) 

ylim([0 1.5]) 

xlabel('Time (min)') 

ylabel('Coolant Flow Rate (kg/s)') 

title(fileName) 

print(figure(3),'-djpeg',[fileName,'_Pump_Speed']) 

%% 

% p = [1e-11 -4e-08 0.0001 0.012]; 

% OneFanPower = polyval(p,FS1); 

OneFanPower = polyval(FanSpeedCurve,FS1); 

NetFanPower = 6.*OneFanPower; 

FanPowerValue2 = trapz(NetFanPower) 

figure(5);hold on;grid on; 
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plot(Time,NetFanPower,'b-','DisplayName','Single Configuration') 

xlim([0 numel(Time)/6000]) 

xlabel('Time (min)') 

legend('location','northwest') 

%% 

PumpPower = polyval(PumpPowerCurveSingle,CoolantFlowRate); 

PumpPowerValue2 = trapz(PumpPower) 

figure(6);hold on;grid on; 

plot(Time,PumpPower,'b-','DisplayName','Single Configuration') 

xlim([0 numel(Time)/6000]) 

%ylim([0 1]) 

xlabel('Time (min)') 

ylabel('Pump Power (kW)') 

legend('location','northwest') 

 

 

  



 

151 

APPENDIX F.Survey form for Chapter 7 

Module Title: _________________________________ Date: _______________________ 

Score Received: ____________________________________________________________ 

As a result of your work on this module, what GAINS did you make in your 

UNDERSTANDING, ATTITUDES, and SYNTHESIS of each of the following? 

Please select the most appropriate response by checking the box.  

 
No 

gain 

Little 

gain 

Moderate 

gain 

Good 

gain 

Great 

gain 
N/A 

Your understanding of class content through the VR module 

Safety precautions while handling 

setup/equipment 
O O O O O O 

Principle behind the operation of 

setup/equipment 
O O O O O O 

Material properties subjected to the 

given process 
O O O O O O 

Module impact on your attitudes 

Confidence in handling equipment 

independently 
O O O O O O 

Interest in handling setup/equipment. O O O O O O 

Ability to visualize in 3 dimensions O O O O O O 

Developing a sense of presence in the 

virtual environment 
O O O O O O 

Integrating your learning. 

Applying what I learned in this class to 

other situations. 
O O O O O O 

Ability to decide which process is best 

suited for the design requirements 
O O O O O O 

Please share your thoughts with written comments regarding the two questions 

What would you recommend 

improving in the module 

 

 

Would you recommend this online 

module to a friend – yes/no? Why? 
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