
Clemson University Clemson University 

TigerPrints TigerPrints 

All Dissertations Dissertations 

12-2022 

Elucidation of Active Site and Mechanism of Metal Catalysts Elucidation of Active Site and Mechanism of Metal Catalysts 

Supported in NU-1000 Supported in NU-1000 

Hafeera Shabbir 
hshabbi@clemson.edu 

Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations 

 Part of the Catalysis and Reaction Engineering Commons, Computational Chemistry Commons, 

Computational Engineering Commons, Materials Chemistry Commons, and the Thermodynamics 

Commons 

Recommended Citation Recommended Citation 
Shabbir, Hafeera, "Elucidation of Active Site and Mechanism of Metal Catalysts Supported in NU-1000" 
(2022). All Dissertations. 3211. 
https://tigerprints.clemson.edu/all_dissertations/3211 

This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been 
accepted for inclusion in All Dissertations by an authorized administrator of TigerPrints. For more information, 
please contact kokeefe@clemson.edu. 

https://tigerprints.clemson.edu/
https://tigerprints.clemson.edu/all_dissertations
https://tigerprints.clemson.edu/dissertations
https://tigerprints.clemson.edu/all_dissertations?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/242?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1439?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/311?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/135?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/248?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/248?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
https://tigerprints.clemson.edu/all_dissertations/3211?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F3211&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:kokeefe@clemson.edu


Elucidation of Active Site and Mechanism of
Metal Catalysts Supported in NU-1000

A Dissertation

Presented to

the Graduate School of

Clemson University

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

Chemical Engineering

by

Hafeera Shabbir

December 2022

Accepted by:

Dr. Rachel B. Getman, Committee Chair

Dr. Ming Yang

Dr. Christopher L. Kitchens

Dr. Leah B. Casabianca



Abstract

Advances in extraction of shale oil and gas has increased the production of ge-

ographically stranded natural gas (primarily consisting of methane (C1) and ethane

(C2)) that is burned on site. A potential utilization strategy for shale gas is to convert

it into fuel range hydrocarbons by catalytic dehydrogenation followed by oligomer-

ization by direct efficient catalysts. This work focuses on understanding metal cation

catalysts supported on metal-organic framework (MOF) NU-1000 that will actively

and selectively do this transformation under mild reaction conditions, while remaining

stable to deactivation (via metal agglomeration or sintering). I built computational

models validated by experimental methods to elucidate the structure-function rela-

tionship of catalysts for reactions of small molecules (ethane in this work) in natural

gas. Computational techniques and characterization data from experimental collab-

orations at Argonne National Lab and Northwestern University were used to build

kinetic models to learn about mechanism of ethene hydrogenation on M-NU-1000 cat-

alysts (M = Ni, Cu, Zn, Co, Mn, Fe). Hydrogen adsorption and dissociation barrier

is identified as the reason for discrepancy between experimental and computational

data. Quantum density functional theory (DFT) simulations and microkinetic mod-

eling on an expanded mechanism with multiple hydrogen adsorption and dissociation

steps is performed. The model predicted spin state of metal as an important design

variable with high spin and low spin metals following different mechanistic pathways
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due to different hydrogen adsorption and dissociation energies. This resolved the

discrepancies between the model and experiments. The impact of different modeling

choices on microkinetic modeling is analyzed by expanding the method to include

Molecular Dynamics (MD) simulations and comparing different catalyst models in

ethene dimerization reaction on Ni@NU-1000. Adsorption and desoprtion steps are

identified as being more significant for determining rates than the activated steps. In

collaboration with Northwestern University and Stonybrook University, polyoxometa-

late and polysulfidometalate catalysts supported on NU-1000 active for CO oxidation

and electrochemical hydrogen evolution reaction are studied. Computationally eluci-

dated structure of these catalysts is validated by experimental methods (XAS, XRD

and DRIFTS) and provided the insight that the clusters need to be reduced further

to remove the peripheral sulfur atoms to tailor them for more challenging reductive

chemistry. Using this information our collaborators synthesized a a catalyst with

lower sulfur content that was found to be active for acetylene hydrogenation. Over-

all, this work furthered our understanding of catalyst structure and mechanisms for

reductive chemical transformation for shale gas to liquid conversion with insights that

are applicable generally to MOF catalysts.
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=orange Zr=cyan O=red C=gray H=white. . . . . . . . . . . . . . . 10

2.2 Truncated Zr-node of NU-1000 with installed Metal cations (Fe/ Mn/
Fe/ Co/ Ni/ Cu/ Zn) =orange Zr=cyan O=red C=gray H=white . . 11

2.3 A Model of sulfided Cobalt Molybdenum Oxide catalysts for HER re-
action with Co=blue Mo=purple S=yellow . . . . . . . . . . . . . . . 11

2.4 Two cluster models a) charged and b)uncharged of Rh Molybdenum
Oxide catalyst for CO oxidation with Rh=dark teal Mo=purple O=red 12

3.1 The SW mechanism. M = metal cation. . . . . . . . . . . . . . . . . 19
3.2 a) The NU-1000 crystal structure with the node circled. b) The cata-

lyst model employed in this chapter. c) Metal hydride active site. d)
Bare metal cation active site. Color key: carbon = gray, oxygen = red,
hydrogen = white, zirconium = teal, metal cation = orange. In b), c)
and d), atoms labeled 1, 2, 3, and 4 represent the different sites where
hydrogen species are allowed to bind in the density functional theory
calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Reaction steps followed by the metal cation catalysts studied in this
chapter. Rxn numbers correspond to those in the text. The SW mech-
anism is highlighted. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

x



3.4 Log rates in units of moles of ethene converted per metal cation site
per second. (a) Experimentally measured. (b) Rates simulated in
microkinetic modeling including only the 5 steps that comprise the
SW mechanism. (c) Rates simulated using all 22 steps considered in
this chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.5 Log rates in units of moles of ethene converted per metal cation site
per second. (a) Experimentally measured. (b) Rates simulated in
microkinetic modeling including only the 5 steps that comprise the
SW mechanism. (c) Rates simulated using all 22 steps considered in
this chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.1 Classical POM structures in polyhedral representations. Adapted with
permission from Coord. Chem. Rev, 2015, 286, 17-29, Copyright 2014
Elsevier B.V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 (a) Crystal structure of NU-1000, showing the 3.1 nm and 12 nm chan-
nels. Each layer is separated by 1.0 nm windows. The structures for
the nodes and linkers are given. Polyhedral representation and size of
(b) [Mo7O24H6]

6− and (c) [RhMo6O24H6]
3− seen from the top and side

and molecular representation and size of (d) [CoMo6O24H6]
3− and (e)

[CoMo6S12H12]
4− seen from the top and side. C= gray, Zr= green, H=

white, O= red, Mo= purple, Rh= light green, Co= blue, S= yellow . 38
4.3 DRIFT spectra of CO adsorption on the unsupported RhMo6O24 and

RhMo6O24@NU1000 catalysts at room temperature. Spectra were col-
lected after CO adsorption to saturation and Ar purging. Catalyst
exposed to CO showing two main characteristic CO vibrations. . . . . 40

4.4 Experimental dPDF of the CoMo6S24@NU-1000 catalyst from XRD. . 42
4.5 [RhMo6O24H6]

3− structure. C=gray, H= white, O=red, Mo=purple,
Rh=blue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.6 [Mo7O24]
6− structure obtained from the CAS database registry Number

126094-83-5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.7 Representation of two catalysts models a)[RhMo6O22(CO)2H6]

1− and
b) RhMo6O22(CO)2H7 with their correspoding IR spectrum from Gaussian-
09 C=gray, H= white, O=red, Mo=purple, Rh=blue . . . . . . . . . 46

4.8 Example of structures that are a) uncharged with formula [CoMo6S12H12]
0

with 63% short and 54% long pearson correlation and b) positively
charged with formula [CoMo6S24]

2+ with of 81% short and 65% long
pearson correlation c) an oxygen substituted configuration with for-
mula [CoMo6S23O]0 with 81% short and 65% long pearson correlation
and d) another oxygen substituted configuration positively charged
with formula [CoMo6S23O]0 with 83% short and 66% long pearson cor-
relation. C=gray, H= white, S=yellow, O= red, Mo=purple, Co=blue 48

xi



4.9 a)[CoMo6S12H12]
4− with 87.9 % short and 78.4% long pearson corre-

lation C=gray, H= white, S=yellow, Mo=purple, Co=blue . . . . . . 49
4.10 a)[CoMo6S12H12]

4− (octect spin state) with 93% short and 80% long
pearson correlation b) dpdf of the bond lengths for red = computa-
tional structure blue = experimental . . . . . . . . . . . . . . . . . . 50

5.1 Different types of molecule transport in MOFs are determined by host–guest
interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2 Cossee-Arlman Mechanism of Ethene dimerization on NU-1000 catalyst 58
5.3 Comparing the difference in rates for the model in the truncated cluster

Gaussian 09 (M06-L and PBE functionals) periodic CP2K models . . 59
5.4 Truncated cluster Gaussian 09 (M06-L and PBE functionals) and peri-

odic CP2K models (PBE functional) a) Desorption energies b) forward
and backward activation energies with tabulated mean and standard
deviation values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.5 Variation in adsorption rate of 100% ethene versus the ethene dimer-
ization rate at T = 300 K, P = 1 atm . . . . . . . . . . . . . . . . . 62

5.6 Contact frequency of C2H4 with Ni versus the Ni to C2H4 distances . 62
5.7 Adsorption Isotherms generated from GCMC simulations . . . . . . . 63
5.8 AIMD Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xii



Chapter 1

Introduction and Background

1.1 Motivation

The United States’ transportation sector is dominated by traditional petroleum

resources [1] with gasoline accounting for 35% of the projected global transportation

fuel consumption in 2040 [2]. Advances in hydraulic fracturing and horizontal drilling

have increased the shale oil and gas production. Similar to natural gas, shale gas has

methane as the primary component (50% to 90%) followed by other hydrocarbons

called natural gas liquids (NGL) that comprise of ethane, propane, butane, isobutane,

and pentane [3, 4, 5, 6]. Not all of the produced methane and NGL can be transported

to gas processing or upgrading facilities due to insufficient pipeline infrastructure in

several remote shale gas basins. One solution is to convert these low value hydrocar-

bons to high value fuels by gas-to-liquid (GTL) process at the well-head in remote

areas by using specialized active and selective catalysts. The conventional method for

the GTL process involves the partial oxidation of natural gas to obtain synthetic gas

composed of CO and H2, followed by chain growing processes such as Fischer–Tropsch

[7] which is expensive and chemically complex. A possible alternative is to consider the

1



catalytic dehydrogenation of light alkanes followed by oligomerization of the olefins

to form fuel range hydrocarbons by direct efficient catalysts [8].

A grand challenge in catalysis research is ‘designing’ catalysts to convert these

light hydrocarbons in shale gas to denser compounds or platform molecules that can

be further converted into fuels and chemicals [9, 10]. Ideally, catalysts would exist

that could produce such products actively and selectively from shale gas under mild

reaction conditions, while remaining stable to deactivation (via metal agglomeration

or sintering, for example). Designing such catalysts requires combining active and

selective catalytic sites with supports that can maintain catalytic stability. While a

variety of catalysts have been used for conversion of light hydrocarbons, metal cation

catalysts have been relied upon for decades. For example, homogeneous ligated Ni

complexes are well-known to promote ethene oligomerization [11], including being

used commercially in the Shell higher oligomers process (SHOP) [12], and heteroge-

neous NiO, NiSO4, and Ni exchanged zeolite catalysts are active for ethene oligomer-

ization, even under mild reaction conditions [13]. Further, a variety of homogeneous

and heterogeneous metal cation-based catalysts are used industrially for hydrocarbon

hydrogenation, dehydrogenation, and transfer hydrogenation reactions [14, 15].

1.2 Metal-Organic Frameworks (MOFs) as Cata-

lysts and Supports

Metal-organic frameworks (MOFs) consist of metal cation-based nodes con-

nected with organic linkers in 3D or 2D porous arrangements (e.g., see figure 1.1

of the MOF UiO-66, which has been studied somewhat extensively for applications

in catalysis). They have shown success as catalysts in a variety of thermo-, redox-,

2



Figure 1.1: MOF UiO-66, which has Zr6O4(OH)4 nodes and 1,4- benzene-
dicarboxylate (BDC) linkers. (a) Zr6O4(OH)4 node. (b) Full crystal structure. Color
key: Zr=red, O=blue, C=gray, and H=white. Adapted with permission from J. Am.
Chem. Soc. 2008, 130, 42, 13850–13851. Copyright 2008 American Chemical Society

and photo-catalytic reactions, including hydrogenation, dehydrogenation, epoxida-

tion, oligomerization, dehydration, esterification, condensation, and hydrolysis, as

detailed in several recent reviews [16, 17, 18, 19]. Their modular design yields count-

less hypothetical structures, and their organic nature promotes tunability, which gives

them significant potential as catalysts [20].

Catalytically active sites in MOFs are often metal entities. For example, the

metal cations within the node can become catalytically active by removal of termi-

nally coordinated solvent molecules [21] or by creation of “missing linker” defects

[22]. Both strategies result in coordinatively unsaturated metal cations which can

act as Lewis acids due to having vacant orbitals that accept electrons for bonding

with reaction intermediates [23]. In addition, single metal cations [24], metal cation

clusters [25], and metal cation complexes [26, 27] can be installed post-synthetically

onto MOF nodes and linkers [28, 29] using solution-phase and vapor-phase methods

such as transmetalation, metal doping, and atomic layer deposition (ALD) [30, 31].

In any case, the organometallic nature of MOFs provide spatial and electronic sep-

aration between metal entities, which facilitates synthesis and characterization and

3



promotes stability by preventing metal agglomeration [32]. A key advantage of MOF-

based catalysts is that, like enzymes, the metal entity and ligand environment can

be precisely tuned to achieve high activity and selectivity for desired chemistry. In

combination with experimental characterization, computational modeling in MOFs

is an invaluable tool and has been shown in previous works [33] to provide valuable

insights that have led to improved MOF catalysts.

1.3 MOF NU-1000

The MOF NU-1000 has been used for a wide range of applications including

heterogeneous catalysis [34, 24, 35]. It is comprised of Zr6(µ3-OH)4( µ3-O)4(OH)4(OH2)4

nodes connected by tetratopic 1,3,6,8-tetrakis (p-benzoate) pyrene linkers (figure 1.2)

[36, 37]. It has uniform hexagonal channels with diameter 31Å and triangular chan-

nels with diameter 10Å that penetrate layers separated by smaller pores (of diameter

8Å) along the c direction. The comparatively large (31 Å) mesoporous channels ex-

tending throughout the structure enable rapid diffusion of guest species throughout

the framework [31]. It has high thermal (up to 500◦ C) and chemical stability (sta-

ble in aqueous and acid solutions as well as organic solvents) that can be attributed

to strong bonding between the zirconium nodes and the carboxylates groups of the

linkers [38]. The uncoordinated Zr6 nodes act as Lewis acids and provide isolated

reactive sites for chemical reactions. In addition, single metal cations [24], metal

cation clusters [25], and metal cation complexes [26, 27] have been installed by post-

synthetic treatment in NU-1000 [28, 29, 39, 40]. Hypothetically, the metal–organic

nature and crystalline structure of NU-1000 can maintain spatial and electronic isola-

tion of the metal cations and thus prevent metal agglomeration and sintering. These

NU-1000 supported catalysts have previously been shown to be active for the methane

4



Figure 1.2: Schematic representation of crystal structure of NU-1000. The metal
node is the (a) Zr6(µ3-OH)4( µ3-O)4(OH)4(OH2)4 connected by (b) organic tetratopic
1,3,6,8-tetrakis (p-benzoate) pyrene linkers,(c) the hexagonal and triangular channels
along the c direction, and (d) the small pore bridging the ab layers along the c
direction. Color key: Zr=cyan, O=red, C= gray, H=white. Adapted with permission
from J. Catal, 2017, 354, 278-286. Copyright 2017, Elsevier B.V.

to methanol, ethene to ethane, ethene to butene, propyne to propylene, and propane

to propene reactions [41, 42, 43, 34, 24, 35].

In this work we investigate several applications of NU-1000 as a catalyst.

Specifically, we investigate metalating it to act as a catalyst itself, as well as using it to

encapsulate/stabilize other metal organic materials that act themselves as catalysts.

The goal of this work is to develop computational models for metal cation-based

catalysts supported in MOFs validated by experimental data to explain the trends in
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activity of catalysts and their structure for GTL reactions. Through this work we have

built models of the active sites to compute energetics of the reaction, microkinetic

modeling for the rates of reactions and analyzing the impact of modeling choices.

NU-1000 has been considered exclusively as a catalyst support in this work for single

metal ions and metal-oxo clusters, however the inferences derived in this work can be

applicable to most MOFs particularly Zr-based MOFs like UiO-66/67/68.

1.4 Dissertation Outline

Chapter 2 provides details of the computational model and the methods used

in this work. Further details of experimental data and specific modeling choices are

given in the methods sections of the individual chapters 3, 4 and 5.

Chapter 3 develops kinetic reaction model for single metal cation catalyst

supported in NU-1000 for ethene hydrogenation as a test reaction. This model is first

validated by experimental results and based on it an alternate mechanism in-line with

experimental data for high spin metals is proposed.

Chapter 4 builds models of the active site for metal-oxo cluster based catalysts

supported in NU-1000 along with the computational insights from the modeling.

Chapter 5 explores the impact of modeling choices for ethene dimerization as

a test reaction.

Chapter 6 summarizes the conclusions from chapters 3-5 with recommenda-

tions for future research.
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Chapter 2

Methods

2.1 Overview of Computational Modeling Tech-

niques in MOFs

In the category of nanoporous materials, MOFs are comparatively a new syn-

thetic material that have been primarily studied for their adsorption applications.

Their catalytic applications have come to the forefront only recently. Hence compu-

tational modeling methods for studying MOFs are not as well-established as for more

traditional supported metal catalysts. This overview briefly summarizes and explains

the rationale for choosing computational catalysis methods in determining the active

site and kinetics in MOFs used in this work.

2.1.1 Modeling the active site

A primary step in molecular simulations of any catalytic reaction is to compute

the energetics (reaction energies and activation barriers) for steps that are hypothe-

sized to play a significant role in the mechanism. This requires developing a model
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of the active site and using quantum mechanics (QM) to compute the energies of

potentially relevant reaction intermediates [44]. Active site models usually include a

significant portion of the catalyst atoms to be reasonably chemically accurate while

still maintaining computational tractability. Sometimes, models of the MOF catalysts

employ the entire MOF unit cell; usually models of the active sites are truncated clus-

ters [45] that capture the chemistry at the active site but cannot capture framework

effects [24, 46]. This is to decrease the significant computational expense in modeling

hundreds of atoms in a MOF unit cell. We have used both small cluster and large

periodic models to model the active site consistent with prior works [24, 46].

2.1.2 Calculating Reaction Energetics

In this work we have used the QM method density functional theory (DFT)

[47] for computing the energies of reaction intermediates. QM calculations of MOF

catalysts are additionally challenging since catalytically active sites in MOFs involve

transition metal cations, which have partially filled d orbitals with nearly degenerate

energies. This presents multiple challenges. For one, calculating the energetics of

such systems requires multiconfigurational methods [48, 49] which, while currently

applicable for cluster models comprising a small number of atoms (<15) [50, 24], are

presently too computationally demanding for use in larger systems, including periodic

models. DFT is a computationally tractable option for simulating these systems with

reasonable accuracy.

Another issue with modeling catalysis particularly on 3d transition metals is

that they are prone to changing their spin states over the course of a reaction [49].

When this happens, a diabatic electronic potential energy surface (PES) results; the

transition from one spin state (PES) to the other involves an activation energy which
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couples with the activation energy associated with the chemical reaction [51]. In

practice, this phenomenon is often ignored, and the activation barriers of such “spin

forbidden” reactions are estimated by simply taking the difference between the energy

of the transition state and the energy of the reactants, each in their lowest energy

spin state (which are different from each other). This is the strategy we have also

used in this work.

2.1.3 Accounting for Molecular Configurational Effects

In this work we have accounted for the probability of reactants adsorption

and the specific configurational effects by molecular dynamics (MD) and ab-initio

molecular dynamics (AIMD) for calculating the adsorption rate constants. In gen-

eral, calculating the energy of a reaction intermediate requires generating a guess

of a starting structure. Normally, this guess is a hypothesis based on the geometry

that would minimize the intermediates’ electronic energy when binding to the active

site, and the intermediate geometry is found by relaxing the guess geometry into the

lowest energy geometry using QM. However, this approach neglects the multiple con-

figurations in which molecules can approach and adsorb to the active sites in MOF

catalysts. Host–guest interactions between fluid-phase molecules and the MOF acts

to stabilize multiple molecular configurations near the active site, which can influence

how the molecules coordinate with the active site. As MOFs have long been studied

as sorbents, there are multiple force fields (FFs) for simulating host–guest interac-

tions [52] that could be used to explore this configurational space in order to more

accurately predict molecular configurations. The challenge in most MOF force-fields

is that they donot accurately capture the interaction of the metal binding site with

the guest molecule. To remedy that we have combined MD and AIMD simulations
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Figure 2.1: Simulation Box that is also the Unit cell of NU-1000 with lattice constants
a = b = 39.897 Å, c = 16.635 Å, α = β = 90◦, γ = 60◦. Ni =orange Zr=cyan O=red
C=gray H=white.

to sample the configurational space near the metal site.

2.2 Catalyst Models

There are two types of models used in this work. First is a periodic model

that comprises of the unit cell of NU-1000 (figure 2.1) with lattice constants a = b =

39.897 Å, c = 16.635 Å, α = β = 90◦, γ = 60◦. This is used in the periodic DFT simu-

lations, molecular dynamics (MD) simulation , ab-initio molecular dynamics (AIMD)
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Figure 2.2: Truncated Zr-node of NU-1000 with installed Metal cations (Fe/ Mn/ Fe/
Co/ Ni/ Cu/ Zn) =orange Zr=cyan O=red C=gray H=white

Figure 2.3: A Model of sulfided Cobalt Molybdenum Oxide catalysts for HER reaction
with Co=blue Mo=purple S=yellow
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Figure 2.4: Two cluster models a) charged and b)uncharged of Rh Molybdenum Oxide
catalyst for CO oxidation with Rh=dark teal Mo=purple O=red
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simulations and grand-canonical monte carlo (GCMC) simulations (with twice the c-

axis for the minimum image convention). This model has Zr nodes as well as pyrene

linkers of NU-1000 and most accurately represents the structure of NU-1000. Second

are the smaller cluster models for decreasing the computational expense from using

the larger periodic model. They comprise of a) truncated clusters from the periodic

model (figure 2.2) that have a single Zr node with pyrene linkers approximated as

carboxylate groups and b) general cluster models (figures 2.4, 2.3).

2.3 Simulation Methods

All computations were done on the Palmetto super-computing cluster at Clem-

son University. The general details of each calculation are given below with specific

details in individual chapters.

2.3.1 DFT Calculations in Gaussian-09

Gaussian-09 [53] was used to compute electronic energies and free energies of

cluster models in order to learn about catalytic energetics and mechanisms. Struc-

tures, energies, and vibrational frequencies in Gaussian-09 are calculated with electron

exchange and correlation (XC) modeled using the M06-L density functional [54, 55]

and the PBE density functional [56]. Wavefunctions are expanded using the Def2-

SVP basis set for H, C, S and O atoms; the Def2-TZVPP basis set for the metal

atoms Mn, Fe, Co, Ni, Cu and Zn; and the Def2-TZVPP basis set with the associ-

ated effective core potential for Zr, Mo and Rh atoms [24, 46, 57, 58]. The Berny

algorithm [59] is used for both geometry optimizations and transition state searches

along with the default convergence criteria. Vibrational frequencies are calculated

for all structures to verify their natures as local minima or transition states on the
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potential energy surface. A sample calculation input file is given in Appendix A.

2.3.2 DFT Calculations in CP2K

CP2K [60] was used to compute electronic energies and free energies of the

periodic models in order to learn about catalytic energetics and mechanisms. The

exchange–correlation energy was calculated using PBE functional [56] with the D3

damped dispersion corrections of Grimme et al [61]. The DZVP-MOLOPT basis set,

a plane wave cutoff energy of 360 Ry, and pseudopotentials for core electrons (as

formulated by Geodecker et al [62]) were used. Further details of the parameters for

the DFT calculations are given in the paper by Ye et al [25]. A sample calculation

input file is given in Appendix A.

2.3.3 Partition Function calculations with Tamkin

All partition functions used in microkinetic modeling are calculated with the

TAMkin package [63]. Vibrational partition functions are constructed using frequen-

cies calculated in DFT. Specifically, the partition functions are constructed using

frequencies associated with the atoms in the adsorbed species and the active site

only. For structures calculated with M06-L and PBE in Gaussian-09, all frequencies

with values below 50 cm−1 are replaced with 50 cm−1 to correct for the overestimation

of the entropy contribution due to the known breakdown of the harmonic oscillator

approximation for low-frequency vibrational modes [64]. Further, for M06-L, all fre-

quencies with values above 50 cm−1 are scaled by 0.976, as in prior work [46], due to

the tendency of the DFT method to overestimate vibrational frequencies [65, 66]. For

structures calculated with PBE in Guassian-09 the vibrational and the zero-point en-

ergies were corrected by 1.0295 and 1.0160 [67] respectively. For structures calculated
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with PBE in CP2K, all frequencies with values below 50 cm−1 are replaced with 10

cm−1 to reproduce previous calculations [25] with no scaling for vibrational frequen-

cies and the zero-point energies due to non-availability of these factors in literature

for these parameters.

2.3.4 Parameters for GCMC and MD simulations

The TraPPE united-atom force field was used to describe ethene and n-butene

[68]. Lennard-Jones parameters from the Dreiding force field [69] were used for car-

bon, oxygen, and hydrogen atoms in the NU-1000 framework, whereas UFF [70] was

used for the Zr and Ni atoms. The potential was truncated at the cutoff distance of

12Å. Full periodic boundary conditions were in effect in three dimensions. Frame-

work atoms were fixed (immobile) at their crystallographic coordinates and only the

adsorbates were mobile.

2.3.5 GCMC Simulations in RASPA

GCMC simulations were done to get the number of ethene molecules at specific

temperature pressures and ethene concentration at the unit cell of NU-1000. This is to

correct the results from single molecule ethene MD simulations Adsorption isotherms

were obtained in the grand canonical ensemble with RASPA [71] to establish the

relationship between temperature, pressure and loading of ethene in NU-1000. Sim-

ulations of hydrocarbons in MOFs using the aforementioned parameters have been

shown to produce adsorption isotherms that agree well with experimental results [72].

The MC simulations proceeded for 50,000 cycles of equilibrium followed by 100,000

of production, where a cycle is max (20,N)-move attempts, with N being the number

of molecules [73, 74]. The MC moves used were translation, rotation, insertion and
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deletion with configurational bias (CBMC). We monitored the energy as well as the

loading to verify that this number of cycles was appropriate to reach equilibrium. To

satisfy the minimum image convention the unit cell of NU-1000 was multiplied by 2

on the c-axis. A sample calculation input file is given in Appendix A.

2.3.6 MD Simulations in LAMMPS

Molecular dynamics (MD) simulations were performed in LAMMPS [75]. The

equations of motion were integrated using the velocity Verlet scheme [76] with a 1.0

fs time step in the NVT ensemble using a Nose-Hoover thermostat [77] with the

temperature kept fixed at 300K. The average values of temperature and energy were

monitored through the whole run of the simulation to make sure there were no major

fluctuations.

2.3.7 AIMD Simulations in CP2K

AIMD [78, 79] is a method where the potential energy surface (PES) is calcu-

lated every step from first principles electronic structure methods to generate finite

temperature molecular dynamics (MD) trajectories. This limits sampling larger tra-

jectories due to high computational cost of DFT calculations but yields energies and

trajectories with quantum accuracy. AIMD simulations were done in CP2K [60]. For

the electronic structures method we used DFT with the parameters in section 2.3.2

and Ye et al [25]. For the MD part of the simulations the NVT ensemble with a Nose-

Hoover thermostat [77] was used with a time step of 1 femtosecond. All simulations

were run for 300-1000 femtoseconds at a temperature of 300K, with coordinates ex-

tracted at every 1 femtosecond. A sample calculation input file is given in Appendix

A.
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Chapter 3

Microkinetic Modeling of Ethene

Hydrogenation on Single-site

Cation Catalysts Supported in

NU-1000

3.1 Introduction

In this chapter, we investigate metal cation catalysts supported on NU-1000

for upgrading light hydrocarbons found in natural gas (published in the paper [44]).

Converting light hydrocarbons to liquid alkanes and short-chain alkenes requires an

understanding of C–C and C–H bond chemistry. As a step toward understanding

this chemistry in MOF catalysts, we investigate C–H bond chemistry in this chapter.

Specifically, we interrogate the mechanism of ethene hydrogenation to ethane, C2H4

(g) + H2 (g) −→ C2H6 (g). Given their wide use in promoting reactions involved in

upgrading light hydrocarbons, our study focuses on isolated single-site metal cation-
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based catalysts, specifically Mn2+ , Fe2
+
, Co2

+
, Ni2

+
, Cu2+ , and Zn2+ supported on

NU-1000 designated as M@NU-1000. Designing catalysts for any reaction requires

understanding the reaction mechanism, as this enables the catalyst to be optimized

to promote the desired chemistry. Despite the growing body of literature on conver-

sions of light hydrocarbons on M@NU-1000 catalysts, relatively little is known about

their reaction mechanisms. In fact, the only metal cations for which collaborative ex-

periments and simulations have been performed in order to understand the reaction

mechanisms are Ni@NU-1000 (ethene hydrogenation and ethene dimerization) and

Co@NU-1000 (ethene dimerization) [24, 35]. In the case of ethene hydrogenation for

Ni@NU-1000 catalysts, Li et al. used a combination of in situ X-ray absorption spec-

troscopy (XAS) characterization and density functional theory (DFT) calculations

to learn the mechanism on Ni@NU-1000 [35]. They concluded that the mechanism

follows a cycle proposed by Schroeder and Wrighton [80] for photocatalytic olefin hy-

drogenation on homogeneous metal cation complexes. This mechanism, which from

here on out, we refer to as the SW mechanism, is illustrated in figure 3.1. Briefly, the

active site is a metal hydride. Ethene C2H4 (g) adsorbs to the active site (1 in figure

3.1 and rxn (3)) and then reacts with the metal hydride (2 in figure 3.1 and rxn (7)),

forming an ethyl moiety, C2H5. Hydrogen H2 (g) then adsorbs to the active site (3

in figure 3.1 and rxn (2)) and reacts with C2H5 to form ethane C2H6 in a concerted

H2 dissociation/C–H bond formation (4 in figure 3.1 and rxn (9)). The C2H6 then

desorbs (5 in figure 3.1 and rxn (4)) to regenerate the metal hydride.
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Figure 3.1: The SW mechanism. M = metal cation.

3.2 Methods

3.2.1 Experimental Methods and Results

Our collaborators synthesized NU-1000 and modified it by atomic layer depo-

sition (ALD) to install 6 metal cations (Mn2+, Fe2+, Co2+, Ni2+, Cu2+ and Zn2+).

Catalytic experiments were conducted to monitor the rate of ethane formation from

hydrogen and ethene over a temperature range of 50-200◦C at a pressure of 1 atm

(figure 3.4a). Details of these methods are given in this paper [44]. A reasonable

question is whether the installed metals remain cationic during the hydrogenation

experiments (i.e., resist agglomeration into metal nanoparticles). Prior publications

based on X-ray absorption near edge structure (XANES) and extended X-ray absorp-

tion fine structure (EXAFS) on Ni@NU-1000 indicate that the cationic Ni2
+
state and

the corresponding Ni-O bonds are largely preserved after exposure to H2 at 200◦C,

with the most major change in the Ni oxo structure due to formation of a small

amount of Ni hydride [35]. Further, XAS and EXAFS of Cu@NU-1000 reveals that

the installed Cu remains cationic below 200◦C in a H2 environment [81]. As the free

energies of reduction of Mn, Fe, Co, and Zn cations to neutral metals are higher (more
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positive) than for Ni and Cu, we assume that these metals also retain their cationic

states under the hydrogenation conditions employed in our experiments and do not

agglomerate into metallic nanoparticles. NU-1000 synthesis and post-modification

with metal cations were carried out using previously reported methods [82, 31]. In-

stallation of metal cation catalysts occurs at the nodes (circled in figure 3.2a) and

is accomplished using either vapor phase or solution techniques [39, 40]. The vapor

phase atomic layer deposition (ALD) in MOFs (AIM) technique is used to create

the catalyst samples. Prior to AIM, the Zr6 nodes present nearly four equivalent

faces. Each face has surface chemistry amenable to reaction with up to two metal

ALD precursors. According to previously reported processes, AIM results in porous

frameworks with 4 to 8 installed metal ions per Zr6 node [40]; therefore, each face

comprises 1 or 2 metal cations. The installed metal ions replace two protons on a set

of hydroxy/water ligands on the node but do not replace the Zr ions.

3.2.2 Computational Methods

3.2.2.1 Catalyst Model

Calculations in this chapter utilize models comprising a truncated NU-1000

node with an installed metal cation (figure 3.2b), similar to prior work [39, 40, 46].

While there is the question as to whether the NU-1000 node comprises of one or more

metal cations, prior literature based on DFT analysis of the reaction mechanism of

ethylene dimerization at the Ni oxo sites on Ni@NU-1000 catalysts indicates that the

Ni cation spin state influences the results more than the nuclearity of the Ni oxo

clusters, with models including one Ni cation giving nearly identical results as models

comprising four Ni cations, as long as the Ni cations are modeled in the same spin

state [25]. Our models thus comprise one metal cation per node. The installed metal

20



Figure 3.2: a) The NU-1000 crystal structure with the node circled. b) The catalyst
model employed in this chapter. c) Metal hydride active site. d) Bare metal cation
active site. Color key: carbon = gray, oxygen = red, hydrogen = white, zirconium =
teal, metal cation = orange. In b), c) and d), atoms labeled 1, 2, 3, and 4 represent
the different sites where hydrogen species are allowed to bind in the density functional
theory calculations

cations have formal charges of 2+ (i.e., the installed metals are dicationic). Prior

to metalation, the truncated node model has a net formal charge of 0. The metal

cations take the place of two protons on the node; hence, installation of the metal

cations does not change the net formal charge of the model. Catalytic species are

allowed to bind to the metal cation along with its proximal oxo and hydroxy ligands.

The atoms where catalytic species are allowed to bind make up the active sites in our

models. In all, we evaluate five different active sites (illustrated in figure S1 in the

ESI of reference [44]).

The distinction among different active sites is the arrangement of hydrogen

species on the metal cation and proximal oxo and hydroxy ligands. Our findings

suggest that Mn@NU-1000, Fe@NU-1000, Co@NU-1000, Ni@NU-1000, Cu@NU-1000,

and Zn@NU-1000 use the active site compositions illustrated in figures 3.2c and 3.2d

for ethene hydrogenation. Specifically, figure 3.2c is the metal hydride active site
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utilized in the SW mechanism by Ni@NU-1000, Cu@NU-1000, and Zn@NU-1000,

and figure 3.2d shows the bare metal cation active site as being utilized by Mn@NU-

1000, Fe@NU-1000, and Co@NU-1000.

3.2.2.2 Reaction Steps

In all, we evaluate 22 reaction steps for each M@NU-1000 catalyst using mi-

crokinetic modeling. Nine of the reaction steps that we consider are illustrated in

figure 3.3 and listed below. The rest are described in the ESI in figures S2 and S3

and table S2 of reference [44]. Reaction steps that utilize the ‘/’ notation (e.g., rxns

2, 3, 4 and 7 listed below) denote co-adsorption, as in prior work [46]. For exam-

ple, (H2/C2H5)-M in rxns 2 and 9 indicates that H2 and C2H5 are co-adsorbed to

the metal cation site. The steps shown in figure 3.3 and listed below are the ones

identified in microkinetic modeling as belonging to a reaction mechanism followed by

the catalysts studied in this chapter. Reaction steps within the SW mechanism are

highlighted in figure 3.3.

Adsorption/Desorption:

M +H2(g) ↔ H2 −M (rxn 1)

C2H5 −M +H2(g) ↔ (H2/C2H5)−M (rxn 2)

H −M + C2H4(g) ↔ (H/C2H4)−M (rxn 3)

H −M + C2H6(g) ↔ (H/C2H6)−M (rxn 4)

M + C2H6(g) ↔ C2H6 −M (rxn 5)

H2 Dissociation:

H2 −M +Osite3 ↔ H −M +H −Osite3 (rxn 6)

C-H Bond Formation:

(H/C2H4)−M ↔ C2H5 −M (rxn 7)
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Figure 3.3: Reaction steps followed by the metal cation catalysts studied in this
chapter. Rxn numbers correspond to those in the text. The SW mechanism is
highlighted.
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C2H5 −M +H −Osite3 ↔ C2H6 −M +Osite3 (rxn 8)

Concerted H2 Dissociation/C-H Formation:

(H2/C2H5)−M ↔ (H/C2H6)−M (rxn 9)

3.2.2.3 Microkinetic Modeling

Microkinetic modeling is carried out using the MKMCXX program [83, 84, 85].

Similar to experiments, microkinetic models are run over temperature ranges of 50-

200◦C. The total pressure is set to atmospheric and comprises 0.75% ethene and

2.25% hydrogen in a balance of inert gas. All pressures are held constant over the

course of simulation. Since ethane is not introduced into the system, this represents

the case where the conversion of ethene equals zero. Each simulation is run for 108

s and considered to be converged when the changes in the fractional concentrations

of all of the reaction intermediates between successive iterations are less than 10−12.

Adsorption (kads) and desorption (kdes) rate constants are calculated as [85] A sample

calculation input file is given in Appendix A.

kads =
yPA√

2πmkbT
....eq. 1

kdes =
kbT

3

h
A(2πmkbT

3)
σΘrot

e
−Edes
kbT ....eq. 2

ksurf = kbT
h

QTS

Q
e

−Ea
kbT ....eq. 3

where Ea is the activation barrier calculated in DFT, and QTS and Q are the vibra-

tional partition functions for the transition state and reactant, respectively. In cases

where Ea < 0, it is set to 0 in eq. 3. Partition functions are calculated with TAMkin

(2.3.3).
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3.2.2.4 DFT Calculations

All DFT calculations are done with the software Gaussian-09 with the M06-L

density functional (section 2.3.1) [54, 55]. The total charge on the truncated node

models with installed cations is set to 0 in all DFT calculations. During geometry

optimizations and transition state searches involving NU-1000, the carbon atoms on

the benzoate groups on the catalyst model are kept fixed to simulate the structural

rigidity of the NU-1000 framework [46, 57]. Multiple possible spin-states for Mn@NU-

1000, Fe@NU-1000, Co@NU-1000, and Ni@NU-1000 are considered. Cu2+ and Zn2+

only have one possible spin state each, i.e., doublet and singlet, respectively; hence

Cu@NU-1000 and Zn@NU-1000 are only modeled in these spin states. Specifically,

Mn@NU-1000 is modeled as a quartet and a sextet, Fe@NU-1000 as a triplet and a

quintet, Co@NU-1000 as a doublet and a quartet, and Ni@NU-1000 as a singlet and

a triplet. We did not include the doublet and singlet structures for Mn@NU-1000 and

Fe@NU-1000, since these spin states are not energetically favorable. Unless indicated

otherwise, microkinetic modeling results use the spin state that gives the lowest energy

for each structure, as in prior work [46]. For these intermediates, the total spin is

within 10% of the expected values, indicating minimal spin contamination. The

calculated energies of all catalytic species considered in this chapter are provided in

tables S3 and S4 in the ESI of reference [44].

3.3 Results

The rates of ethane formation observed in high throughput reactor studies and

calculated in microkinetic modeling are plotted as functions of temperature in figure

3.4. The experimental rates (figure 3.4a) include contributions from the metal cations

as well as from NU-1000 itself; catalytic studies performed on a non-metallated NU-
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1000 sample indicate NU-1000 contributes ∼ 10−10 moles of ethane produced per

second to the observed rates, compared to ∼ 10−7 moles of ethane produced per

second on Ni@NU-1000 and 10−9 moles of ethane produced per second on Cu@NU-

1000. Simulated rates using the SW mechanism (5 total rxn steps; see figures 3.1 and

3.3) are plotted in figure 3.4b.

Comparing figures 3.4a and 3.4b, Ni@NU-1000 gives the highest rate of all

the metals, while Zn@NU-1000 gives the lowest. The rank order for rate observed

experimentally is Ni@NU-1000 > Co@NU-1000 > Cu@NU-1000 > Mn@NU-1000 >

Fe@NU-1000 > Zn@NU-1000, whereas the trend simulated using the SW mechanism

is Ni@NU-1000 > Cu@NU-1000 ∼ Mn@NU-1000 ∼ Fe@NU-1000 > Co@NU-1000 >

Zn@NU-1000. Notably, Co@NU-1000 is observed experimentally to exhibit a high

rate; however, in figure 3.4b, Co@NU-1000 exhibits a relatively low rate. This dis-

agreement between experiment and simulations prompted us to explore the expanded

reaction network involving proximal oxohydroxy groups discussed above (22 total rxn

steps; see figure S2 in the ESI of reference [44]). In doing this, the mechanism for each

catalyst is revealed in microkinetic modeling, which reduces the number of assump-

tions in the simulations. Simulated rates employing the expanded reaction network

are shown in figure 3.4c. Using this expanded reaction network, the rank order for

rate is Ni@NU-1000 > Mn@NU-1000 > Co@NU-1000 > Fe@NU-1000 > Cu@NU-

1000 > Zn@NU-1000. Notably, using the expanded reaction network, Co@NU-1000

exhibits a high rate, as observed experimentally. The experimental trend in catalytic

activity is also more closely reproduced, with the exception of Mn@NU-1000.

Analysis of the microkinetic modeling results indicates that Ni@NU-1000,

Cu@NU-1000, and Zn@NU-1000 follow the SW mechanism (Cu@NU-1000 actually

follows the SW mechanism up to 150◦C, above which it follows a different mechanism;

see Section S1 in the ESI of reference [44]), while Mn@NU-1000, Fe@NU-1000, and
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Figure 3.4: Log rates in units of moles of ethene converted per metal cation site per
second. (a) Experimentally measured. (b) Rates simulated in microkinetic modeling
including only the 5 steps that comprise the SW mechanism. (c) Rates simulated
using all 22 steps considered in this chapter.
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Catalyst Spin state Preferred mechanism

Mn@NU-1000 Quartet SW
Sextet Alternate

Fe@NU-1000 Triplet SW
Quintet Alternate

Co@NU-1000 Doublet SW
Quartet Alternate

Ni@NU-1000 Singlet SW
Triplet SW

Cu@NU-1000 Doublet SW
Zn@NU-1000 Singlet SW

Table 3.1: Mechanism and active site preference for the different spin states considered
in this chapter

Co@NU-1000 follow an alternate mechanism, illustrated in figure 3.3. This mech-

anism starts from a bare metal cation active site (figure 3.2d). H2 adsorbs to this

site (rxn 1) and dissociates via the use of a proximal oxo ligand (rxn 6), forming a

metal hydride and converting the oxo to a hydroxy ligand. C2H4 adsorbs to (rxn

3) and reacts with the hydride (rxn 7), forming C2H5. The C2H5 then reacts with

the residual H from the proximal hydroxyl ligand to form C2H6 (rxn 8), which then

desorbs (rxn 5) to regenerate the bare metal cation catalyst.

3.4 Discussion

3.4.1 Rationale for Mechanism Preference

In their lowest energy configurations, the preference of the different metal

cations for the SW mechanism versus the alternate mechanism depends on the occu-

pancy of the d shell of the metal cation. Specifically, Ni@NU-1000, Cu@NU-1000, and

Zn@NU-1000, which have more electrons in their d shells, prefer the SW mechanism,

whereas Mn@NU-1000, Fe@NU-1000, and Co@NU-1000, which have fewer electrons
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Mn@NU-1000 Fe@NU-1000 Co@NU-1000

SW (rxn (2)) ∆ G = 46 ∆ G = 4 ∆ G = 47
SW (rxn (2)) ∆ G = -13 ∆ G = -9 ∆ G = -3

Table 3.2: Calculated H2 adsorption free energies on the metal hydride (rxn (2))
versus bare metal cation (rxn (1)) for Mn, Fe, and Co@NU-1000 catalysts in kJ/mol.
Endergonic values are bolded

in their d shells, prefer the alternate mechanism. We show below that the preference

for the SW or alternate mechanism depends on both the occupancy of the d shell and

the spin state of the metal cation.

Of the M@NU-1000 catalysts that we studied, the lowest energy structures

are for the most part high spin states (see table S3 in the ESI of reference [44]),

meaning that the energy separation between neighboring d orbitals is small enough

such that it facilitates placing two electrons in higher energy orbitals rather than

placing each in same low-energy orbital, thereby allowing for a greater distribution

of electron density across all of the d orbitals as compared to a low spin state. (The

exceptions are Ni@NU-1000, which prefers the singlet state for all structures except

the metal hydride, the transition state for rxn 7 on Co@NU-1000, which prefers the

doublet spin state, and Cu@NU-1000 and Zn@NU-1000, which can only exist in one

spin state, due to being d9 and d10 complexes, respectively).

To interrogate how this influences the mechanism, we re-ran our microkinetic

model, this time instead of using the spin states that gave the lowest energy for

each structure, we exclusively ran each spin state for each M@NU-1000 catalyst.

The results (table 3.1 and figure S5 in the ESI of reference [44]) suggest that metals

in low spin states prefer the SW mechanism, whereas metals in high spin states

prefer the alternate mechanism. The switch of preference from the SW mechanism

to the alternate mechanism happens at the quartet spin state. Catalysts that can

29



assume this spin state are Mn@NU-1000 and Co@NU-1000. While the Co@NU-1000

quartet prefers the alternate mechanism, the Mn@NU-1000 quartet prefers the SW

mechanism, suggesting that the mechanism depends both on the spin state and the

electron configuration of the metal cation. In this case, Mn@NU-1000, which has

fewer d electrons, prefers the SW mechanism, while Co@NU-1000, which has more d

electrons, prefers the alternate mechanism.

Calculated free energies along the SW and alternate mechanisms for Mn@NU-

1000, Fe@NU-1000, and Co@NU-1000 are compared in figure 3.5. Analysis of these

values suggests that the alternate mechanism exhibits faster rates because it pro-

vides a lower energy route for H2 adsorption. Free energies for H2 adsorption in the

SW mechanism (rxn 2) are compared with those in the alternate mechanism (rxn

1) in table 3.2. Specifically, H2 adsorption in the SW mechanism is endergonic on

Mn@NU-1000, Fe@NU-1000, and Co@NU-1000, while H2 adsorption in the alternate

mechanism is exergonic on Mn@NU-1000, Fe@NU-1000, and Co@NU-1000. The low

driving force for H2 adsorption in the SW mechanism results in a lower hydrogenation

rate. Prior literature on low spin Ni@NU-1000 versus high spin Co@NU-1000 cata-

lysts for C2H4 dimerization indicates that the low spin Ni@NU-1000 catalyst is more

active, since the greater availability (lower filling) of d orbitals allows more effective

binding with catalytic species [24]. Specifically, using state-of-the-art multireference

calculations, Bernales and co-workers showed that the low spin Ni@NU-1000 catalyst

more effectively binds with C2H4 due to the availability of an unoccupied d orbital,

which leads to a lower transition barrier for C-C bond formation. A similar argument

could be made here for the case of H2 adsorption in the alternate mechanism versus

the SW mechanism. In the SW mechanism, H2 adsorption (rxn 2) takes place on

a metal cation with an adsorbed ethyl moiety. As the ethyl moiety is chemically

bonded to the metal cation, it hybridizes with metal cation d electron density. This
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Mn@NU-1000 Co@NU-1000 Ni@NU-1000 Cu@NU-1000

Experiment 16 20 25 15
Microkinetic 58 110 4 56

Modeling

Table 3.3: Apparent activation energies Mn, Co, Ni, and Cu@NU-1000 catalysts in
kJ/mol

makes the metal cation less effective at binding with H2. Indeed, Mulliken popula-

tion analysis (see table S4 in the ESI of reference [44]) indicates that the bare metal

cations in the Mn@NU-1000, Fe@NU-1000, and Co@NU-1000 catalysts have fewer d

electrons, and hence a greater fraction of unoccupied d orbitals, than their analogs

with adsorbed C2H5. Additionally, metal cation-H2 bond distances are shorter on the

bare metal cations than on the metal cations with adsorbed C2H5 (see table S4 in the

ESI of reference [44]), further corroborating more effective hybridization on the bare

metal cation sites. These results suggest that high spin metals prefer the alternate

mechanism for hydrogenation because the bare metal cation site is more effective at

binding H2, resulting in more favorable H2 adsorption free energies and hence faster

rates.

3.4.2 Comparison of Apparent Activation Energies

To further test the validities of the proposed mechanisms, we compared mea-

sured apparent activation energies with simulated values from microkinetic model-

ing. Apparent activation energies were calculated for Mn@NU-1000, Co@NU-1000,

Ni@NU-1000, and Cu@NU-1000 catalysts (table 3.3) between 50◦C and either 75◦C

or 10◦C (see the ESI of reference [44]), i.e., the regions in figures 3.4a and c where the

logarithm of the rate either increases or remains constant with temperature. Details

on how these values were calculated are provided in Section S5 of the ESI of reference
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Figure 3.5: Log rates in units of moles of ethene converted per metal cation site per
second. (a) Experimentally measured. (b) Rates simulated in microkinetic modeling
including only the 5 steps that comprise the SW mechanism. (c) Rates simulated
using all 22 steps considered in this chapter.
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[44]. Insights from microkinetic modeling indicate that the catalysts are adsorption

limited over the temperature range studied; this causes the rate to come to a maxi-

mum and then start decreasing with temperature. Such trends are seen in both the

experimentally observed (figure 3.4a) and simulated (figure 3.4c) rates. Hence, the

apparent activation energies could have contributions from the activation barrier of

the rate controlling step as well as from the energy of desorption. From table 3.3, the

trend in the experimentally measured apparent activation energies is Cu@NU-1000

∼ Mn@NU-1000 < Co@NU-1000 < Ni@NU-1000. The value for Ni@NU-1000 is in

good agreement from previously reported studies [35]. The trend in the apparent ac-

tivation energies derived from microkinetic modeling is Ni@NU-1000 < Cu@NU-1000

∼ Mn@NU-1000 < Co@NU-1000. Ni@NU-1000 is hence predicted by microkinetic

modeling to have a relatively low apparent activation energy, while it is observed ex-

perimentally to have a high apparent activation energy; otherwise, the experimental

and simulated trends are the same. Notably, Ni@NU-1000 is controlled largely by

adsorption/desorption in the microkinetic modeling results. Comparing the appar-

ent activation energy values between experiments and theory indicates a factor of at

least 3.5 and to up to 6.6 between experiments and theory. The largest discrepancy

is for Ni@NU-1000; we note that the highest activation barrier in the dominant re-

action pathway for Ni@NU-1000 is 17 kJ/mol, which is in much better agreement

with experiment. The discrepancy for the rest of the metals could be from multiple

reasons. For example, even small differences in the energy of desorption between sim-

ulations and experiments could create significant inconsistencies in the temperature

at which the catalysts become adsorption limited and thus how much of the appar-

ent activation energy is due to desorption versus surface reaction (as in the case of

Ni@NU-1000). Further, there could be steps with lower barriers than those proposed

in this manuscript (e.g., a lower barrier alternative to rxn 8 on Co@NU-1000), which
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have not yet been identified. In fact, some of the complexity in fully reconciling the

mechanisms of M@NU-1000 catalysts is due to spin. Calculating energetics of cat-

alytic species when there are multiple spin states possibly at play is computationally

demanding (requiring multireference calculations) and theoretically challenging.

3.5 Conclusions

In this chapter, we compared microkinetic modeling with high throughput

reactor studies performed by our collaborators to investigate the mechanism of ethene

hydrogenation on metal cation catalysts supported on the MOF NU-1000. We found

that metal cations with smaller numbers of unpaired electrons utilize a metal hydride

active site and follow a mechanism previously proposed for catalytic hydrogenation

on M@NU-1000 catalysts and homogeneous metal cation photocatalysts. In contrast,

metal cations that have more unpaired electrons utilize a bare metal cation active

site and employ proximal oxo ligands for binding of hydrogen species. Similar to

prior work [24], the high spin metal cations seek mechanisms where the availability of

unoccupied d orbitals is maximized, as this improves the hybridization with orbitals of

gas phase species. In the case of catalytic hydrogenation, this leads to more effective

binding of H2.
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Chapter 4

Structure Elucidation of

Polyoxometalate Catalysts

supported in NU-1000

4.1 Introduction

4.1.1 Background

In this chapter, we investigate polyoxometalate species stabilized within NU-

1000 for the CO oxidation and hydrogen evolution reactions. Polyoxometalates

(POMs) constitute a large class of polynuclear oxo-bridged early transition-metal

compounds with a rich topology and versatile chemical and physical properties [86].

They are based on the assemblage of MOn (M = addenda atoms e.g., WV I , MoV I ,

VV , TiIV , NbV , TaV ) polyhedra, most commonly octahedra, interconnected via cor-

ner and edge sharing. Prominent subsets include Keggin [XM12O40]
n− (10Å) [87],

Dawson [X2M18O62]
n− (12Å) [88], and Anderson [XM6O24]

n− (8.5Å) types [89, 90]
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Figure 4.1: Classical POM structures in polyhedral representations. Adapted with
permission from Coord. Chem. Rev, 2015, 286, 17-29, Copyright 2014 Elsevier B.V.

POMs (figure 4.1).

The combination of adjustable structure, and manifold compositions has en-

abled polyoxometalates to be used as catalysts for a variety of oxidation reactions

[91, 92]. These include water oxidation [93, 94], alkene epoxidation [95, 96, 97], alde-

hyde [97] and alcohol oxidation [19]. While they are exceptional oxidation catalysts,

they tend to fall short for reduction reactions. Pure POMs typically offer limited

active-site accessibility due to low surface area (<10 m2/g) [98], low melting points,

and difficulties for separation in solution-phase reactions, thus limiting their catalytic

utility. To overcome these limitations, porous supports such as mesoporous silica

[99, 100], organic polymers [101, 102], covalent organic frameworks (COFs) [103], and

MOFs [104, 105, 106] have been used to anchor POMs.

Since we are primarily interested in converting shale gas to liquids, we are

using POMs stabilized in NU-1000 as scaffolds for developing catalysts for reductive

chemistry. Taking inspiration from nature, that has enzyme co-factors containing
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pairs or clusters of first-row transition metal ions coordinated in part by sulfur for

reduction reaction [107, 108, 109, 110, 111, 112, 107, 108], developing metal-sulfide

catalysts for reductive chemical transformation is an attractive option. For reduc-

tion reactions, synthetic access to sulfur-containing analogues of POMs the polysul-

fidometalates could open-up sites for reductive catalytic chemistry. In practice, there

appears to be little or no extant literature on this topic.

4.1.2 Anderson POMs supported in NU-1000

Anderson POM catalysts supported in NU-1000 (i.e. polyoxometalate@NU-

1000 and the sulfur-containing polysulfidometalate@NU-1000) were synthesized by

our collaborators to demonstrate proof of concept of their catalytic activity for oxida-

tion and reduction reactions [113, 114]. Anderson polyoxoanions are composed of six

edge-sharing MoO6 or WO6 octahedra surrounding a central, edge-sharing heteroatom

of octahedral geometry (XO6) defining a planar arrangement having approximate D3d

symmetry. The general formula can be written as [Hy(XO6)M6O18]
n−, where y= 0-6,

n= 2-8, M= addenda atoms (MoV I or WV I), and X= central heteroatom. The het-

eroatom can be any of several transition metals (Cr, Mn, Fe, Co, Ni, Cu, Zn, Pt, etc.)

as well as certain main-group atoms (Te, I, Sb, etc.; see figure 4.2) [115].

Specifically, four catalysts [RhMo6O24H6]
n−@NU-1000, [Mo7O24H6]

m−@NU-

1000, [CoMo6O24H6]
3−@NU-1000 and [CoMo6S12H12]

4−@NU-1000 are confined in orientation-

specific fashion within the size matching c-pore (1 nm) of hierarchically porous MOF

NU-1000 in figure 4.2. Of these the RhMo6O24H6]
n−@NU-1000 was found to be

active for CO oxidation and the [CoMo6S12H12]
4−@NU-1000 for the HER reaction.

Self-limiting loading of one cluster per pore, and associated nano-confinement, serve

to isolate each POM and prevent consolidation by sintering.
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Figure 4.2: (a) Crystal structure of NU-1000, showing the 3.1 nm and 12 nm chan-
nels. Each layer is separated by 1.0 nm windows. The structures for the nodes and
linkers are given. Polyhedral representation and size of (b) [Mo7O24H6]

6− and (c)
[RhMo6O24H6]

3− seen from the top and side and molecular representation and size of
(d) [CoMo6O24H6]

3− and (e) [CoMo6S12H12]
4− seen from the top and side. C= gray,

Zr= green, H= white, O= red, Mo= purple, Rh= light green, Co= blue, S= yellow
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4.1.3 Challenges in determining the active site structure

Since Anderson POMs supported in NU-1000 have not been synthesized before

the exact composition and structure of the active site is not known. To corroborate the

experimental data and understand the structure of the active site, simulations are an

invaluable tool. We simulated several candidate computational models for the active

site of RhMo6O24@NU1000 and the sulfided Anderson POM CoMo6S24@NU-1000.

These were then compared to the experimental characterization data to elucidate the

structure of the active site. This helped us understand the structure of the catalyst

that rationalized the activity of these catalysts .

4.2 Experimental Methods and Results

Our experimental collaborators synthesized and characterized these catalysts.

Direct impregnation is used to install RhMo6O24H6, Mo7O24H6 and CoMo6O24 in NU-

1000. Synchrotron-based X-ray scattering methods, together with other spectroscopic

methods, were used to establish the framework siting and corroborate the structure

of the catalyst and its support. More details on the experimental methods are given

in this paper [113]. Below I will briefly summarize the experimental results that were

directly compared with simulations.

4.2.1 RhMo6O24@NU-1000 catalyst

To assess if the RhMo6O24H6@NU1000 was encapsulated in NU-1000 in-situ

and fully accessible to CO, diffuse reflectance infrared fourier transform spectroscopy

(DRIFTS) was carried out. This technique is useful in also determining the pres-

ence of a single rhodium atom or a cluster. RhMo6O24H6@NU1000 and unsupported
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Figure 4.3: DRIFT spectra of CO adsorption on the unsupported RhMo6O24 and
RhMo6O24@NU1000 catalysts at room temperature. Spectra were collected after CO
adsorption to saturation and Ar purging. Catalyst exposed to CO showing two main
characteristic CO vibrations.
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RhMo6O24H6 were exposed to CO and monitored by DRIFTS. For RhMo6O24H6@NU1000

exposure yields prominent peaks at approximately 2093 and 2027 cm−1 that are at-

tributed to the symmetric and asymmetric vibrations, respectively, of gem-dicarbonyl

Rh(I) [116] (figure 4.3). Notably absent are peaks due to bridged CO (1860 cm−1)

thus ruling out the formation of Rh clusters and indicating the preservation of the

catalyst as single Rhodium atom [117]. In contrast, non-porous, low surface area

unsupported RhMo6O24H6 (black line in figure 4.3) registers almost no response to

CO and in particular no indication of gem-dicarbonyl species.

4.2.2 CoMo6S24@NU-1000 catalyst

The CoMo6O24 was synthesized and confined within the c-pores of NU-1000 via

annealing; we refer to this structure as CoMo6O24@NU-1000. The cluster is sulfonated

by heating under H2S [37, 118], which functions as the source of sulfur and also as a

reductant for converting Mo(VI) primarily to Mo(IV) to synthesize CoMo6S24@NU-

1000. The isolated CoMo6S24@NU-1000 sizes are ∼ 1.0 nm, and the structures expose

abundant active S edge sites. Structural characterization with XAFS and XRD data

provided the information in table 4.1. The X-ray Diffraction (XRD) technique was

used to generate the differential probability pair distribution function (dPDF) [119]

spectra of the bond-lengths with details in this paper [114]. The dPDF spectra of

bond lengths is given in figure 4.4 where the peak positions correspond to different

atomic distances within the POM cluster. The dPDFs are differential because the

bare NU-1000 is subtracted in order to provide structural information for the cluster.
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Figure 4.4: Experimental dPDF of the CoMo6S24@NU-1000 catalyst from XRD.

Property CoMo6SxHx @NU1000

Mo oxidation state +4.0
Co oxidation state +2.0

S/Mo ratio 3.85
Mo/Co ratio 6.0

Table 4.1: Structural information from experimental data for the CoMo6S24@NU1000
catalyst
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Figure 4.5: [RhMo6O24H6]
3− structure. C=gray, H= white, O=red, Mo=purple,

Rh=blue

Figure 4.6: [Mo7O24]
6− structure obtained from the CAS database registry Number

126094-83-5
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4.3 Computational Methods

Several structures for both catalysts were computed to compare with experi-

mental characterization data. DFT simulations were carried out compute the ener-

gies and frequencies of different candidate structures with the M06-L functional in

Gaussian-09 (2.3.1). No atoms were fixed during geometry optimization of the cluster

models.

To compare with experiment, different CO binding geometries were simulated,

along with their vibrational modes. Several models of RhMo6O24@NU-1000 catalyst

when exposed to CO are computed by DFT calculations. It is expected that there will

be two peaks due to the CO molecules in the frequency computations corresponding

to the peaks in the DRIFTS with one being symmetric and the other being anti-

symmetric. This is to determine that the Rh is indeed a single site as opposed

to a metallic cluster. Starting from the [RhMo6O24H6]
3− structure (figure 4.5) two

oxygen atoms were removed and replaced with two CO molecules. Four structures

models were computed: model 1 with composition RhMo6O22H6(CO)2]
3−, model 2

with composition RhMoO6O22H9(CO)2, model 3 [RhMo6O22H6(CO)2]
1− and model

4 RhMoO6O22H7(CO)2. Rh is in +3 oxidation state in models 1 and 2 and in +1

oxidation state in models 3 and 4. Two spin states (singlet and triplet) of each

structure models were evaluated.

To compare with experimental characterization data, sulfided CoMo6S24@NU-

1000 structure was simulated. As fully sulfided analogues of the Anderson POM are

unknown, we started from the structure of [Mo7O24]
6− (figure 4.6) and replaced the

central Mo atom with a Co atom and all O atoms with S atoms. We then varied

the H and S contents, chemical states of S, and overall cluster charges and performed

geometry relaxations in DFT. In all we evaluated over 90 structures. The final atomic
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Structure [RhMo6O22(CO)2H6]
1− [RhMo6O22(CO)2H7] Experimental

Singlet 2051 cm−1, 2115 cm−1 2060 cm−1, 2124 cm−1 2027 cm−1, 2093 cm−1

Triplet 2012 cm−1, 2056 cm−1 2102 cm−1, 2150 cm−1

Table 4.2: Scaled IR Frequencies by 0.976 of the computed structures of the
[RhMo6O22H6(CO)2]

1− and RhMoO6O22H7(CO)2 with different spin states and the
experimental values

coordinates were analyzed by generating the dPDF spectra [120] of the computed

structures and comparing them with experimental dPDF from XRD data.

4.4 Results and Discussion

4.4.1 Active Site Structure of RhMo6O24@NU-1000 catalyst

It was found that the computed vibrational frequencies of CO in models 3

([RhMo6O22H6(CO)2]
1−) and 4 (RhMoO6O22H7(CO)2) with Rh in +1 oxidation state

(figure4.7 and table 4.2) are in much better agreement with experiments (2027 cm−1,

2093 cm−1). The models 1 and 2 with Rh in +3 oxidation state had lower frequencies

than experiments. The singlet structures (low spin) are also the lowest energy similar

to previous works [116, 121] on single atom Rh catalysts. They are slightly higher

than the experimental values possibly due to the error from approximations used

in the DFT functional. The [RhMo6O24H6]
1− and [RhMo6O24H7] give very similar

symmetric (2051 cm−1, 2061 cm−1), and anti-symmetric frequencies (2115 cm−1, 2124

cm−1) in line with what is expected of the supported single atom Rhodium dicarbonyl

Rh(CO)2 [121, 122, 123]. Hence singlet structures of the models 3 and 4 shown in

figure 4.7 are representative of the experimentally synthesized catalyst with a single

Rh atom surrounded by Mo and O atoms.

45



Figure 4.7: Representation of two catalysts models a)[RhMo6O22(CO)2H6]
1− and b)

RhMo6O22(CO)2H7 with their correspoding IR spectrum from Gaussian-09 C=gray,
H= white, O=red, Mo=purple, Rh=blue
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4.4.2 Active Site Structure of CoMo6S24 @NU-1000 catalyst

Initially it was hypothesized by our experimental collaborators that the S2−
2

terminal groups exist that catalyze the HER reaction. To verify this hypothesis, we

started from the structure (figure 4.6) and replacing all O atoms with S atoms and

the central atom with Co, a base structure was optimized. 90 different variations of

this structure were computed and compared by short (bond lengths 1.8-3.0 Å) and

long (bond lengths 1.8-5.0 Å) pearson correlation with the experimental dPDF. The

short correlation has two peaks i.e. the Mo-Mo at ∼ 2.4 and Mo-S at ∼ 2.7 that are

the most relevant to the analysis as at longer bond lengths there is less certainty in

assigning them to specific atom pairs. The general observations and inferences from

the comparison of computed structures with the experimental results are enumerated

below.

1. Clusters models with overall negative charge exhibit bond lengths in better

agreement with dPDF than neutral and positively charged clusters. Represen-

tative neutral (figure 4.8a) and positively charged (figure 4.8b) models with low

short pearson correlations 63% and 81% respectively illustrate this point.

2. To simulate the S/Mo ratio of less than 4 (experimental is 3.83), we attempted

to substitute one of the sulfur atoms with an oxygen atom in order to vary

the S to Mo ratio, but doing this results in Mo-S bond lengths that give less

agreement with experiment in the dPDFs (figure 4.8 c and d). This indicates

that the lower S to Mo ratio can be attributed to removal of a S atom creating

a coordinately unsaturated Mo site that can take part in the HER reaction. A

representative structure that agrees well with experimental dPDF data is given

in figure 4.9.
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Figure 4.8: Example of structures that are a) uncharged with formula [CoMo6S12H12]
0

with 63% short and 54% long pearson correlation and b) positively charged with
formula [CoMo6S24]

2+ with of 81% short and 65% long pearson correlation c) an
oxygen substituted configuration with formula [CoMo6S23O]0 with 81% short and 65%
long pearson correlation and d) another oxygen substituted configuration positively
charged with formula [CoMo6S23O]0 with 83% short and 66% long pearson correlation.
C=gray, H= white, S=yellow, O= red, Mo=purple, Co=blue
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Figure 4.9: a)[CoMo6S12H12]
4− with 87.9 % short and 78.4% long pearson correlation

C=gray, H= white, S=yellow, Mo=purple, Co=blue

3. For structures containing hydrogen, the hydrogen atoms prefer binding to S

to form sulfhydryl ligands. While often terminal, these sulfhydryl ligands can

sometimes be bridging. Structures comprising H2S ligands in general gave less

agreement with dPDF. All structures computed structures with their pearson

correlations are given in this repository [124].

4. Structures where Mo has a coordination number of 6 exhibit bond lengths that

agree well with dPDF. The coordination number of 6 also agrees with XAS

results (table 4.1).

5. The structure that matches 93% (short pearson correlation) with experimental

dPDF data is charged by 4− and a high spin octet (shown in figure 4.10). The

structure contains SH groups in the peripheral/terminal groups and has the

chemical formula [CoMo6S12H12]
4−

Based on this structure we hypothesized that the terminal S atoms were hy-
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Figure 4.10: a)[CoMo6S12H12]
4− (octect spin state) with 93% short and 80% long

pearson correlation b) dpdf of the bond lengths for red = computational structure
blue = experimental
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drogenated to SH groups upon exposure to hydrogen during HER reaction, which

is why the dominant structure has SH groups. Since the catalyst has slightly lower

S/Mo ratio of 3.8, it indicates the possibility that some of these SH groups leave to

create a coordinatively unsaturated site that catalyzed the HER. Since there could be

a number of such structures and evaluating all possible combinations would have lead

to large computational expense, a representative structure that agrees reasonably well

with the dPDF data (figure 4.9) is proposed.

4.5 Conclusions

Computational modeling corroborates the experimental structure characteri-

zation data of Anderson POM@NU-1000 catalysts (RhMo6O24@NU-1000 and [CoMo6S12H12]
4−@NU-

1000). For the RhMo6O24@NU-1000 catalyst the proposed low spin (singlet) models

[RhMo6O22H6(CO)2]
1− and RhMoO6O22H7(CO)2 matches the experimental DRIFTS,

also confirming the gem Rh(I) as the active site for CO oxidation reactions. This struc-

ture can be used for developing a reaction kinetic model to compute the energetics of

reaction. Contrary to the initial hypothesis, it appears that the CoMo6S24@NU-1000

cluster has SH as terminal groups with chemical composition [CoMo6S12H12]
4−@NU-

1000, instead of S2−
2 groups that in combination with Mo catalyze HER. This is a

unique insight provided from modeling. It also indicates the possibility that SH atoms

can be removed from the cluster to create more un-coordinated sites for reaction. Us-

ing this information, a more reduced cluster (Mo7S17) with lower S/Mo ratio atoms

was synthesized that increases the number of uncordinated sites on Mo atoms and

was active for the more challenging hydrogenation of acetylene.
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Chapter 5

Analyzing choices in microkinetic

modeling

5.1 Introduction

As demonstrated in chapter 3 microkinetic modeling is a tool to identify the

dominant reaction mechanism and rate determining steps to gain mechanistic un-

derstanding of catalysis. It also incorporates the impact of temperature, pressure

and concentration of reactants and products on the rate constants. There are many

sources of uncertainty in microkinetic models particularly related to: the choice of

DFT functional [125], harmonic approximation [126], model of active site and reac-

tion mechanism [127]. In addition, the guest species in MOFs have complex diffusive

behavior due to structural anisotropic pores that requires more elaborate modeling

techniques. In this chapter we will analyze the adsorption models, DFT functionals

and catalyst models to understand their impact on results of microkinetic modeling.

A microkinetic model takes as input a guess of the reaction mechanism, the cal-

culated energetics, and a strategy for how to compute the rate constants (specifically,

52



Figure 5.1: Different types of molecule transport in MOFs are determined by
host–guest interactions
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the pre-exponential terms) [46]. For a simple catalytic system, e.g., a uniform flat

surface, these terms are calculated using transition state theory for surface reactions

and collision theory for adsorption reactions [44, 128] as done in chapter 3.

Collision theory assumes that the gas phase is ideal with each molecule pos-

sessing full translational, rotational, and vibrational degrees of freedom and that

impingement onto the surface results in a loss of one translational degree of freedom.

MOFs exhibit various modes of transport [129, 130, 131, 132, 133, 134] as shown in

figure 5.1. The collision theory model for adsorption is likely inaccurate for MOFs

due to host–guest interactions which put guest molecules in close contact with the

pore walls and each other [135], leading to interacting groups of molecules that trans-

port via diffusion like in a liquid. In some cases, this issue can likely be resolved by

replacing collision theory-based pre-exponential terms in a kinetic model with rate

constants based on diffusion theory. For example, diffusion in large-pore MOFs is

modeled using Knudsen theory, which is similar to collision theory but accounts for

collisions with the surface of the MOF pore. While this can be a good approximation,

in case of NU-1000 the diffusion coefficient determined from Knudsen theory is an

order of magnitude higher than the diffusion coefficient determined from atomistic

simulations [74]. Based on this, we want to determine rate constants derived from

atomistic molecular dynamics simulations to improve upon our previous adsorption

model from collision theory. We want to combine this with microkinetic modeling

which to our knowledge has not been done before in MOFs.

To ascertain how the variability in microkinetic modeling results depend on

the choice of DFT functional, catalyst and adsorption models, we have chosen ethene

dimerization on a Ni catalyst supported on NU-1000 as a test reaction (figure 5.2). We

have addressed these questions by evaluating the predicted rates from the microkinetic

modeling from two DFT functionals (M06-L and PBE), and two models of active site
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(cluster and periodic). We also perform molecular dynamics simulations to get an

estimate of the adsorption rate constants.

5.2 Computational Methods

5.2.1 DFT Calculations

DFT calculations were performed on the cluster (figure 2.2) and periodic mod-

els (figure 2.1) to get the energies of reaction intermediates and transition states for

ethene dimerization reaction (figure 5.2). The cluster model is the same as used in

chapter 3. Two DFT exchange-correlation (XC) functionals the M06-L and the PBE

are used to calculate the energies. Further details are in section 2.3.1. The PBE DFT

functional was used for periodic calculations (section 2.3.2) on the model (figure 2.1).

5.2.2 Microkinetic Modeling

Microkinetic models are run over temperature ranges of 50-200◦C. The total

pressure is set to atmospheric and comprises 100% ethene. All pressures are held

constant over the course of simulation. Since butene is not introduced into the system,

this represents the case where the % conversion of ethene equals zero. Each simulation

is run for 108s and considered to be converged when the changes in the fractional

concentrations of all of the reaction intermediates between successive iterations are

less than 10−12. Adsorption (kads) desorption (kdes) and activated (kdes) rate constants

are calculated as detailed in section 3.2.2.3. Partition functions are calculated with

TAMkin (section 2.3.3). Another microkinetic python solver was also developed that

has the flexibility to incorporate custom adsorption and desorption rate constants

[136].
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5.2.3 MD Calculations

MD simulations were performed to get an estimate of the probability of ethene

forming a bond with the Ni catalyst at 300 K and 1 atm. The details of the force-

field parameters for the MD simulations are detailed in sections 2.3.4 and 2.3.6. The

simulation box was the same as the unit cell of NU-1000 given in figure 2.1. One ethene

molecule was introduced into the system and allowed to be mobile with the rest of the

framework atoms fixed. 10 trajectories of 16 nanoseconds were generated each starting

from different configurations of ethene molecule. Center-of-mass coordinates for each

molecule were extracted from the simulation every 160 femtoseconds corresponding

to h/kbT femtoseconds (h=planck’s constant, kb=Boltzmann’s constant and T = 300

K) in this case. The temperature and energy were monitored to make sure that there

were no major fluctuations during the runs.

5.2.4 AIMD Calculations

The AIMD simulations were run to capture the correct interaction near Ni

modeled by DFT calculations and MD simulations detailed in section 2.3.7. The

simulations were run for anywhere between 300-1000 femtoseconds starting with four

different configurations for ethene to examine the specific configurations of adsorption.

5.2.5 GCMC Calculations

To determine the number of ethene molecules in the unit cell of NU-1000

at specific temperature and pressure conditions, GCMC simulations are performed

(section 2.3.5). This is to correct the results of MD simulations with one ethene

molecule. The conditions considered are 4 temperatures (25◦ C, 45◦ C, 75◦ C and 200

◦ C ) and 3 pressures (1, 2 and 10 atm) at 100% ethene concentration.
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5.3 Results and Discussion

5.3.1 Catalyst Models and DFT Functionals

To understand the impact of catalyst models and DFT functionals, reaction

energies and activation barriers were calculated for the cluster models with DFT

functionals PBE and M06-L and the periodic model with functional PBE for the

Cossee-Arlman (CA) mechanism of ethene dimzerization (figure 5.2). The periodic

model has ∼ 570 atoms with full linkers and Zirconium nodes and a gaussian and

planewave basis set. The cluster model has ∼ 70 atoms with one Zr node and linkers

truncated as carboxylate groups and a gaussian basis set. These were input into the

microkinetic model as detailed in section 3.2.2.3 to get the rate of ethene dimeriza-

tion that is plotted versus temperature in figure 5.4. The energies of desorption of

adsorption/desorption reaction (rxns 1, 3 and 6) and activation barriers of activated

reaction steps (rxns 2, 4 and 5) are shown in figure 5.4.

5.3.1.1 Cossee-Arlman (CA) Mechanism for Ethene Dimerization

We are using ethene dimerization on NU-1000 as a test reaction. Previous

work with DFT and multi-reference calculations [24] has shown that the Cossee-

Arlman (CA) mechanism (figure 5.2) is energetically favorable as compared to other

mechanisms on this catalyst. In the CA mechanism the active site is a metal hydride.

Ethene C2H4 (g) adsorbs to the active site (rxn-1 figure 5.2) and then reacts with the

metal hydride, forming an ethyl moiety, C2H5 (rxn-2 figure 5.2). Another C2H4 (g)

molecule adsorbs to the active site (rxn-3 figure5.2) and reacts with C2H5 to form

C4H9 in a C–H bond formation step (rxn-4 figure 5.2). The C4H9 moiety goes through

transition state (rxn-5 figure 5.2) to form adsorbed C4H8 which then desorbs (rxn-6

figure 5.2) to regenerate the metal hydride.
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Figure 5.2: Cossee-Arlman Mechanism of Ethene dimerization on NU-1000 catalyst
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Figure 5.3: Comparing the difference in rates for the model in the truncated cluster
Gaussian 09 (M06-L and PBE functionals) periodic CP2K models

5.3.1.2 PBE functional with cluster and periodic catalyst models

With the the same functional (PBE) in both periodic and cluster models the

shape of the plots is similar yet there is a three order of magnitude difference in the

rates they predict (figure 5.3). The difference in the models can be due to the presence

of linkers and different basis sets as both factors can impact the energies of calculated

reaction steps and its difficult to separate these effects. Examining the energetics of

the reactions, there is a much larger difference in adsorption energies (figure 5.4a) than

the activation energies (figure 5.4b). For the periodic model, the rate is high initially

due to high C2H4 adsorption energy (-164 kJ/mol) in rxn-1 that becomes limited by

lower adsorption energy (-65 kJ/mol) in rxn-3 at higher temperatures (figure 5.4a).

This is due to the stabilizing influence of linkers when C2H4 adsorbs to the Ni hydride

in rxn-1. For the cluster model, the reaction is limited by the unfavorable adsorption
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Figure 5.4: Truncated cluster Gaussian 09 (M06-L and PBE functionals) and periodic
CP2K models (PBE functional) a) Desorption energies b) forward and backward
activation energies with tabulated mean and standard deviation values
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of C2H4 in rxn-1 (adsorption energy = 4 kJ/mol). There are differences in these

models based on the number of atoms and the basis set used which could contribute

to the differences in energy, nevertheless it is important to note that the choice of XC

functional is not the only significant source of variation in these models.

5.3.1.3 PBE and M06-L functionals with cluster model

To eliminate the variance due to the model and basis set, the microkinetic

modeling rates for the cluster models with the functionals PBE and M06-L are com-

pared (figure 5.3). There is still a significant difference in the shape and the order

of magnitude in rates. For M06-L, the adsorption energies are comparable to each

other for all three steps. Here the forward reaction barrier for rxn-4 (figure 5.4b) is

controlling the rate of reaction that decreases as the temperature is increasing. For

PBE, the reaction is limited by the unfavorable adsorption of C2H4 (g) in rxn-1 as

evidenced by positive adsorption energies, that limits the increase in reaction rate at

high temperatures as adsorption becomes even more unfavorable. All three models

predict activation energies with much less standard deviation from the mean value

as compared to the desorption energies. The energy with the largest spread is the

ethene desorption energy of rxn-1 (86 +/-85).

5.3.2 Impact of adsorption models

5.3.2.1 Rate of adsorption vs rate of dimerization

As shown in the previous section, the energies of adsorption have a significant

impact on the rate of ethene adsorption with changing temperatures with respect to

its shape as well as order of magnitude of overall rates. The rate of adsorption can be

varied by changing the adsorption energies and the pre-exponential factor. The colli-
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Figure 5.5: Variation in adsorption rate of 100% ethene versus the ethene dimerization
rate at T = 300 K, P = 1 atm

Figure 5.6: Contact frequency of C2H4 with Ni versus the Ni to C2H4 distances
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Figure 5.7: Adsorption Isotherms generated from GCMC simulations

sion theory calculates the rate of adsorption by kads =
yPA√

2πmkbT
and rate of desorption

by kdes =
kbT

3

h
A(2πmkbT

3)
σΘrot

e
−Edes
kbT (equation 1 and 2 in section 3.2.2.3). By changing the

rate of ethene adsorption (rxn-1) without changing the Edes, a microkinetic model

(section 3.2.2.3) with energies from the periodic PBE CP2K model (section 2.1) is

simulated. Varying the rate of adsorption spanning 10 to 1010 (1/s) while the rest

of the parameters are held constant, gives a direct proportionality between rates of

ethene adsorption and dimerization (figure 5.5). For reference the rate of adsorption

calculated from collision theory model (3.2.2.3) is in the order of 108 at the conditions

of 300 K, 1 atm and 100% ethene. This illustrates that if collision theory is not the

correct model for adsorption, there could be orders of magnitude difference in overall

rates.
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5.3.2.2 Rate of Adsorption from MD simulations

To verify the validity of the rate determined from collision theory, an alter-

nate method is explored. MD simulations (details in section 5.2) were run for a

single ethene molecule in unit cell of Ni-NU-1000. The contact frequency of C2H4

(g) molecule with the Ni atom is plotted for the Ni to C2H4 distances in figure 5.6.

Here a ‘contact’ is defined as instances of when two or more consecutive samples each

(taken at 160 femtoseconds) are within the distance specified. This contact number is

divided by the total simulation times to get the ‘contact frequency’. Each data point

in this plot is averaged over ten trajectories. The error bars represent the standard

error within samples.

To analyze the impact of temperature and pressure on the number of ethene

molecules in the unit cell of NU-1000 we did GCMC simulations (figure 5.7). Corre-

sponding to the conditions we are interested in (1 atm and 300 K at 100% ethene),

the unit cell of NU-1000 contains 6 to 7 ethene molecules. Multiplying this with our

contact frequency for MD simulations does not change the order of magnitude so the

analysis from MD simulations is valid.

If we assume that this contact frequency is roughly equivalent to the rate

of ethene adsorption, the contact frequency that corresponds to the rate of ethene

adsorption from collision theory (108) is at a cut-off distance of 3.1 Å between Ni

and C2H4 (g) molecule. Since the force-field used in the MD model only accounts

for the non-bonded Lennard-Jones (LJ) interactions, it is not able to capture the

correct physical behaviour due to the strong coulombic attractive forces between Ni

and C2H4 (g) molecule at distances approximately ≤ 3.5 Å. The MD simulations

give us a rough idea of the order of magnitude of frequency of collisions due to LJ

interactions between framework atoms and ethene molecule, but cannot capture the
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physical behaviour of bonding near the vicinity of Ni atom.

5.3.2.3 Rate of Adsorption from AIMD simulations

To analyze the adsorption behaviour of the ethene molecule as it comes nearer

than 3.5 Å, ab-initio molecular dynamics simulations (section 2.3.7) were performed.

Four starting configurations of C2H4 were constructed within 5 Å of the Ni atom at

different angles (figure 5.8). Examining the trajectories showed that there is a very

specific head-on configuration of ethene that results in bonding of the molecule on

the Ni catalyst (figure 5.8a). The trajectories staring from configurations b, c and

d have the ethene molecule change its orientation to the specific configuration of a,

before binding at a distance of 1.9 Å. If we can calculate the exact proportion of

ethene molecules that come close enough in that specific orientation at the binding

distance we can get a probability of binding for ethene. This requires developing

a partitioning scheme with respect to distance. Here the challenge is to correctly

determine the exact distance at which the Ni starts impacting the ethene molecule

molecular path. The probabaility distribution of ethene contact frequency from MD

simulations at that specific distance multiplied by the probability distribution from

AIMD simulations will give a probability distribution of the adsorption rate constant.

This is part of ongoing work.

5.4 Conclusions and Recommendations

In this chapter we have explored adsorption models, DFT functionals and

catalyst models to understand their impact on results of microkinetic modeling. There

is considerable variability in rates due to adsorption energies on the catalysts and not

because of the activation barriers. In addition to variability due to the XC functional,
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Figure 5.8: AIMD Configurations
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DFT has limitations in predicting correct energies due to delocalization and self-

interaction errors for which high level methods like configuration interaction (CI),

perturbation theory (PT), and coupled cluster (CC) can be used. As these methods

are very expensive for large systems like MOFs, a suggestion for future research is to

use a partitioning scheme as shown by Rybicki and Sauer [137] in zeolites to tractably

calculate the energies of these systems. As demonstrated in this chapter and from

previous works [138] inaccuracies in the calculated energetics could lead to errors of

several orders of magnitude in calculated reaction rate constants. We also addresses

the validity of collision theory to model adsorption rate constant in MOFs, that could

lead to erroneous results in ongoing work.
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Chapter 6

Conclusions and Recommendations

6.1 Conclusions

In this dissertation, we have a) built models of active site of metal-oxo clusters

in NU-1000, b) performed microkinetic modeling of metal cation catalysts in NU-1000

and c) analyzed the impact of modeling choices.

We calculated the reaction energetics for ethene hydrogenation and ethene

dimerization in this work. For ethene hydrogenation the metal hydride active site

and SW mechanism is shown to be not viable for all M@NU-1000 catalysts with

a combination of high throughput reactor experiments, DFT calculations, and mi-

crokinetic modeling. We find that while valid for Ni@NU-1000, Cu@NU-1000, and

Zn@NU-1000 catalysts, the metal hydride active site and SW mechanism are not

valid for Mn@NU-1000, Fe@NU-1000, and Co@NU-1000 catalysts. The difference

can be attributed to the spin state of the metal cation catalysts. Specifically, metal

cations with low spin utilize a metal hydride active site and follow the SW mech-

anism, whereas metal cations with high spin utilize a bare metal cation active site

and follow an alternate mechanism that employs proximal oxo groups for binding of
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hydrogen species. The switch to the alternate from the SW mechanism is motivated

by adsorption of H2, which becomes endergonic in the SW mechanism on high spin

Mn@NU-1000, Fe@NU-1000, and Co@NU-1000. In contrast, H2 adsorption is exer-

gonic on Mn@NU-1000, Fe@NU-1000, and Co@NU-1000 catalysts in the alternate

mechanism. We identified spin as an important design variable for C-H catalaysis in

3d transition metals on MOFs. While there is orders of magnitude difference in the

calculated and experimental rates, we have been able to replicate the trends in ex-

perimental rates with reasonable accuracy. The impact of different modeling choices

is analyzed in order to compute the errors in the simulated rate for ethene dimer-

ization. While this analysis is still ongoing there appears to be a larger uncertainty

in the adsorption energies of the reactants and products than the activation barriers

that’s impacting the rates of the reaction.

We built a computational structural model corroborated by experimental struc-

ture characterization data for CO oxidation and HER catalysts supported in NU-1000.

Here DFT is used with great success to elucidate the structure of the catalyst. The

HER catalyst [CoMo6S12H12]
4−@NU-1000, contrary to the initial hypothesis, appears

to have SH as terminal groups, instead of S2−
2 groups that in combination with Mo cat-

alyze HER. This is a unique insight provided from modeling. It also indicates the pos-

sibility that SH groups can be removed from the cluster to create more un-coordinated

sites for reaction. Using this information, a more reduced cluster (Mo7S17) with lower

S/Mo ratio atoms was synthesized that increases the number of uncordinated sites

on Mo atoms and was active for the more challenging hydrogenation of acetylene.

Overall, DFT has been used successfully to give interesting insights into ki-

netics and active site structure of MOF supported metal catalysts. Due to inherent

flaws in DFT, there are certain aspects in MOF modeling that require high level

QM methods. An important issue is incorporating confinement and configurational
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effects of guest species in the framework. To address this we are in the process of

incorporating dynamic methods into the microkinetic modeling.

6.2 Recommendations

The inferences and recommendations in the general context of MOFs have

been summarized in our recently published perspective article [139]. I will shed light

on some of these in the context of this dissertation specifically below.

The insights about the mechanism of C-H bond chemistry on M@NU-1000

catalysts in this work point to spin as a design variable. State-of-the-art multirefer-

ence calculations are needed to accurately calculate the energetics of spin polarized

metal cations [140, 141, 142]. Strategies that can tractably apply multiconfigurational

methods to systems that incorporate framework effects are hence needed. QM/MM or

“QM/QM” methods, which use more accurate wave function theory (WFT) methods

to model the active site and DFT to incorporate longer range phenomena, may be

particularly useful for such systems. For example, Cui and Schmidt [143] used QM/

MM to compute activation barriers in zeolitic imidazolate frameworks (ZIFs) and

achieved high accuracy and efficiency when compared to DFT. A future work recom-

mendation is to develop and apply tractable methods for spin sensitive MOF systems.

One can envision tuning activity and selectivity through spin, e.g., by varying the lig-

ands, binding environments, supports, or metal cations, themselves. Further, these

results point to partial pressure (e.g., of H2) as possible “knob” for tuning catalytic

activity. One can imagine tuning the H2 pressure in order to convert a bare metal

cation to a metal hydride or vice versa, hence altering the mechanism and rate of cat-

alytic hydrogenation. There are clear opportunities for optimizing catalytic activity

and selectivity on metal cation catalysts.
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We have modeled the adsorption behaviour through MD simulations but can-

not definitely say on the basis of current analysis if collision theory is indeed the

correct model of adsorption in MOFs. An issue with the method we have used is

that the force fields in MOFs that are used are commonly trained on relatively weak

physical interactions, whereas host–guest interactions at coordinatively unsaturated

metal sites can be strong and chemical in nature. We have used AIMD to remedy that

but an alternate developed by some researchers is to create new FFs from QM data

to study them [144]. While not yet available for catalysis, packages such as QuickFF

[145] exist to facilitate construction of FFs for describing phenomena in MOFs from

user-generated QM data.

In some cases, truncated cluster models are unable to accurately describe

phenomena that are foundational to MOF catalyst function. For example, the MOF

pore size and topology can play significant roles in driving reaction selectivity by

stabilizing reaction intermediates and transition states. An example is C-H bond

amination in the Mn-based MOF CPF-5, where confinement from the framework

leads to rates faster than the homogeneous analog [146]. We have explored this in

chapter-5 where a periodic model gives different rates that can partially be attributed

to stabilization of the C2H4 species by linkers. For larger guest species whose size

is comparable to pore-size these effects are expected to be more significant and a

periodic model is recommended.

As elaborated previously MOFs exhibit different types of molecule transport

that cannot all be modeled so straightforwardly. A future recommendation is to

model the host–guest interactions that involves significant free energy barriers [147]

for diffusion in smaller pore MOFs. Determining these barriers that are relevant to

catalysis and incorporating them into a kinetic model can be non-straightforward.

One strategy may be to assume that transport to the active site involves diffusion
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along the pore surface and to model this phenomenon as an activated surface reaction

(e.g., using transition state theory) [148]. It has been done for adsorption application

in MOFs [147]. Such a strategy is well suited for microkinetic modeling, since the rate

constants for diffusion and reaction will be on the same order of magnitude. A step

towards that is in a recent publication with the DFT adsorption energies of ethene on

various locations in the linkers in NU-1000 [149]. However, if diffusion and reaction

occur over different time scales, kinetic Monte Carlo (kMC) may be useful. While

there are no applications of kMC in catalysis in MOFs that we know of, kMC has

recently been applied to zeolite catalysts [150, 151].

72



Appendices

73



Appendix A Appendix-A

1) Sample Gaussian-09 input file:

#p opt um06l/gen/auto geom=connectivity int=grid=ultrafine pseudo=read

scf=(xqc,intrep,maxconventionalcycle=350) pop=(full,nbo,hirshfeld)

Title Card Required

0 4

S 5.06035836 1.32568064 -1.69510594

S 3.23621024 1.98823030 1.43699497

Mo 1.31125947 2.52806825 0.11580874

S 1.37515395 4.77852241 1.75843679

S -0.18531091 3.93478107 -1.13831450

S -0.08934131 1.63126528 1.75406617

S -1.60685840 0.94832220 -1.70647570

Mo -1.55684894 2.39738305 0.11318442

S -2.21730582 4.52240039 1.79505750

S -3.40507825 4.02339396 -1.16075839

S -3.43164475 1.61003780 1.41240242

S -5.04731362 0.86717087 -1.78938193

Mo 2.85873209 0.15012712 -0.02142846

S 3.48137098 -1.63375155 -1.50900307

Co -0.00325300 0.08947616 -0.09242330

Mo 1.59039174 -2.49278139 -0.38618931
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S 0.09958150 -1.74388930 -1.96548033

S 0.20669487 -3.93640154 0.90995102

Mo -2.83710257 -0.16766378 -0.04781682

Mo -1.32191110 -2.63372976 -0.39837339

S -3.27660846 -1.97194313 -1.55632277

H -4.49692150 0.18928042 -2.82068738

H 5.74032189 0.16983017 -1.84869591

H 2.58308646 4.71675945 2.36316744

H -1.65321179 4.03510925 2.91866895

S 1.61662977 -1.02102553 1.48664328

S 1.50959911 1.08487128 -1.69941181

H -3.36826476 3.47738380 -2.39314877

S -4.90887978 -1.24033718 1.39656542

H -5.27246712 -2.26201395 0.58651597

H -5.87122038 -0.41658118 0.92970243

H -1.24833428 5.44808659 1.61192078

H 1.75656960 5.73985161 0.89297600

H 2.51248387 -3.74801847 2.67653871

H 4.29446281 1.05839001 -2.77361601

S 3.81285753 -3.83312751 2.33098207

H 3.51540908 -4.59727446 1.25482827

S -3.42100754 -4.22247946 2.34861139

H -2.11148482 -4.01474037 2.59499037

H -3.14174763 -4.83062196 1.17191230

S 5.02237921 -0.68816001 1.43417417

H 5.50841755 -1.66031507 0.62789142
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S 3.00800666 4.29059225 -1.22735245

H 2.75478421 3.99126454 -2.51762075

H 4.25893857 3.77603534 -1.24100320

H 5.90324974 0.23829182 0.99861118

H -4.57966095 3.43444566 -0.83921534

H -5.97547957 -0.09321303 -1.60585599

S -1.48409347 -1.18931848 1.48007487

S -2.06193337 -4.76531899 -1.19608632

H -1.09079989 -5.55147109 -0.67183815

S 2.38055349 -4.63647963 -1.10447213

H 3.41551128 -4.30386039 -1.91110645

1 23 1.0 35 1.0

2 3 1.0 13 1.0

3 5 1.0 6 1.0 27 1.0

4 24 1.0 33 1.0

5 8 1.0

6 8 1.0

7 8 1.0 19 1.0

8 11 1.0

9 25 1.0 32 1.0

10 28 1.0 47 1.0

11 19 1.0

12 22 1.0 48 1.0

13 14 1.0 26 1.0 27 1.0

14 16 1.0

76



15

16 17 1.0 18 1.0 26 1.0 52 1.0

17 20 1.0

18 20 1.0

19 21 1.0 49 1.0

20 21 1.0 49 1.0 50 1.0

21

22

23

24

25

26

27

28

29 30 1.0 31 1.0

30

31

32

33

34 36 1.0

35

36 37 1.0

37

38 39 1.0 40 1.0

39

40
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41 42 1.0 46 1.0

42

43 44 1.0 45 1.0

44

45

46

47

48

49

50 51 1.0

51

52 53 1.0

53

@path/H.gbs

****

@path/S.gbs

****

@path/Co.gbs

****

@path/Mo.gbs

****

2) Sample CP2K Geometry Optimization input file:

&GLOBAL
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PRINT LEVEL MEDIUM

PROJECT NAME info-GEO-XXX

RUN TYPE GEO OPT

&END GLOBAL

&MOTION

&GEO OPT

TYPE MINIMIZATION

OPTIMIZER BFGS

MAX ITER 2000

MAX DR 1.0000000000000000E-03

MAX FORCE 1.0000000000000000E-04

RMS DR 1.0000000000000000E-03

RMS FORCE 1.0000000000000000E-04

STEP START VAL 0

&BFGS

TRUST RADIUS 1.0000000000000001E-01

&END BFGS

&END GEO OPT

&END MOTION

&FORCE EVAL

METHOD QS

STRESS TENSOR NONE

&DFT

BASIS SET FILE NAME BASIS file

POTENTIAL FILE NAME POTENTIALS file

UKS
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MULTIPLICITY 1

CHARGE 0

&SCF

MAX SCF 1000

EPS SCF 9.9999999999999995E-07

SCF GUESS ATOMIC

&OT T

MINIMIZER CG

PRECONDITIONER FULL ALL

ENERGY GAP 0.001

&END OT

&OUTER SCF T

EPS SCF 1.000000000E-5

MAX SCF 50

&END OUTER SCF

&END SCF

&QS

EPS DEFAULT 1.0000000000000000E-10

METHOD GPW

&END QS

&MGRID

NGRIDS 4

CUTOFF 3.6000000000000000E+02

REL CUTOFF 6.0000000000000000E+01

&END MGRID

&XC
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DENSITY CUTOFF 1.0000000000000000E-10

GRADIENT CUTOFF 1.0000000000000000E-10

TAU CUTOFF 1.0000000000000000E-10

&XC FUNCTIONAL NO SHORTCUT

&PBE T

&END PBE

&END XC FUNCTIONAL

&VDW POTENTIAL

POTENTIAL TYPE PAIR POTENTIAL

&PAIR POTENTIAL

TYPE DFTD3

R CUTOFF 10.0

PARAMETER FILE NAME dftd3.dat

REFERENCE FUNCTIONAL PBE

CALCULATE C9 TERM F

&END PAIR POTENTIAL

&END VDW POTENTIAL

&END XC

&END DFT

&SUBSYS

&CELL

A 39.89700 0.00000 0.00000

B 19.94850 34.55182 0.00000

C 0.00000 0.00000 16.63500

&END CELL

&TOPOLOGY
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COORD FILE NAME Ni-c2h5.xyz

COORD FILE FORMAT XYZ

&END TOPOLOGY

&KIND C

BASIS SET DZVP-MOLOPT-SR-GTH-q4

POTENTIAL GTH-PBE-q4

&END KIND

&KIND H

BASIS SET DZVP-MOLOPT-SR-GTH-q1

POTENTIAL GTH-PBE-q1

&END KIND

&KIND Ni

BASIS SET DZVP-MOLOPT-SR-GTH-q18

POTENTIAL GTH-PBE-q18

&END KIND

&KIND O

BASIS SET DZVP-MOLOPT-SR-GTH-q6

POTENTIAL GTH-PBE-q6

&END KIND

&KIND Zr

BASIS SET DZVP-MOLOPT-SR-GTH-q12

POTENTIAL GTH-PBE-q12

&END KIND

&END SUBSYS

&PRINT
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&FORCES ON

&END FORCES

&END PRINT

&END FORCE EVAL

3)Sample CP2K Frequency calculation input file:

&GLOBAL

PRINT LEVEL MEDIUM

PROJECT NAME info-GEO-XXX

RUN TYPE VIBRATIONAL ANALYSIS

&END GLOBAL

&VIBRATIONAL ANALYSIS

THERMOCHEMISTRY T

NPROC REP 40

&END VIBRATIONAL ANALYSIS

&MOTION

&CONSTRAINT

&FIXED ATOMS

COMPONENTS TO FIX XYZ

LIST 1..557

&END FIXED ATOMS

&END CONSTRAINT

&END MOTION

&FORCE EVAL

METHOD QS

STRESS TENSOR NONE
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&DFT

BASIS SET FILE NAME BASIS file

POTENTIAL FILE NAME POTENTIALS file

UKS

MULTIPLICITY 1

CHARGE 0

&SCF

MAX SCF 1000

EPS SCF 9.9999999999999995E-07

SCF GUESS ATOMIC

&OT T

MINIMIZER CG

PRECONDITIONER FULL ALL

ENERGY GAP 0.001

&END OT

&OUTER SCF T

EPS SCF 1.000000000E-5

MAX SCF 50

&END OUTER SCF

&END SCF

&QS

EPS DEFAULT 1.0000000000000000E-10

METHOD GPW

&END QS

&MGRID

NGRIDS 4
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CUTOFF 3.6000000000000000E+02

REL CUTOFF 6.0000000000000000E+01

&END MGRID

&XC

DENSITY CUTOFF 1.0000000000000000E-10

GRADIENT CUTOFF 1.0000000000000000E-10

TAU CUTOFF 1.0000000000000000E-10

&XC FUNCTIONAL NO SHORTCUT

&PBE T

&END PBE

&END XC FUNCTIONAL

&VDW POTENTIAL

POTENTIAL TYPE PAIR POTENTIAL

&PAIR POTENTIAL

TYPE DFTD3

R CUTOFF 10.0

PARAMETER FILE NAME dftd3.dat

REFERENCE FUNCTIONAL PBE

CALCULATE C9 TERM F

&END PAIR POTENTIAL

&END VDW POTENTIAL

&END XC

&END DFT

&SUBSYS

&CELL

A 39.89700 0.00000 0.00000
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B 19.94850 34.55182 0.00000

C 0.00000 0.00000 16.63500

MULTIPLE UNIT CELL 1 1 1

SYMMETRY MONOCLINIC GAMMA AB

&END CELL

&TOPOLOGY

COORD FILE NAME Ni-c2h5.xyz

COORD FILE FORMAT XYZ

&END TOPOLOGY

&KIND C

BASIS SET DZVP-MOLOPT-SR-GTH-q4

POTENTIAL GTH-PBE-q4

&END KIND

&KIND H

BASIS SET DZVP-MOLOPT-SR-GTH-q1

POTENTIAL GTH-PBE-q1

&END KIND

&KIND Ni

BASIS SET DZVP-MOLOPT-SR-GTH-q18

POTENTIAL GTH-PBE-q18

&END KIND

&KIND O

BASIS SET DZVP-MOLOPT-SR-GTH-q6

POTENTIAL GTH-PBE-q6

&END KIND

86



&KIND Zr

BASIS SET DZVP-MOLOPT-SR-GTH-q12

POTENTIAL GTH-PBE-q12

&END KIND

&END SUBSYS

&PRINT

&FORCES ON

&END FORCES

&END PRINT

&END FORCE EVAL

4) Sample CP2K AIMD calculation input file:

&GLOBAL

PRINT LEVEL MEDIUM

PROJECT NAME info-GEO-XXX

RUN TYPE MD

&MOTION

&CONSTRAINT

&FIXED ATOMS

COMPONENTS TO FIX XYZ

LIST 1..557

&END FIXED ATOMS

&END CONSTRAINT

&GEO OPT

TYPE MINIMIZATION

OPTIMIZER BFGS
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MAX ITER 2000

MAX DR 1.0000000000000000E-03

MAX FORCE 1.0000000000000000E-04

RMS DR 1.0000000000000000E-03

RMS FORCE 1.0000000000000000E-04

STEP START VAL 0

&BFGS

TRUST RADIUS 1.0000000000000001E-01

&END BFGS

&END GEO OPT

&MD

ENSEMBLE NVT

TEMPERATURE [K] 300

TIMESTEP [fs] 1

STEPS 1000

&THERMOSTAT

REGION GLOBAL

TYPE NOSE

&END THERMOSTAT

&END MD

&PRINT

&TRAJECTORY

&EACH

MD 1

&END EACH

&END TRAJECTORY
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&VELOCITIES OFF

&END VELOCITIES

&FORCES OFF

&END FORCES

&RESTART HISTORY

&EACH

MD 100

&END EACH

&END RESTART HISTORY

&RESTART

BACKUP COPIES 3

&EACH

MD 1

&END EACH

&END RESTART

&END PRINT

&END MOTION

&FORCE EVAL

METHOD QS

STRESS TENSOR NONE

&DFT

BASIS SET FILE NAME BASIS file

POTENTIAL FILE NAME POTENTIALS file

UKS

MULTIPLICITY 1

CHARGE 0
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&SCF

MAX SCF 1000

EPS SCF 9.9999999999999995E-07

SCF GUESS ATOMIC

&OT T

MINIMIZER CG

PRECONDITIONER FULL ALL

ENERGY GAP 0.001

&END OT

&OUTER SCF T

EPS SCF 1.000000000E-5

MAX SCF 50

&END OUTER SCF

&END SCF

&QS

EPS DEFAULT 1.0000000000000000E-10

METHOD GPW

&END QS

&MGRID

NGRIDS 4

CUTOFF 3.6000000000000000E+02

REL CUTOFF 6.0000000000000000E+01

&END MGRID

&XC

DENSITY CUTOFF 1.0000000000000000E-10

GRADIENT CUTOFF 1.0000000000000000E-10
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TAU CUTOFF 1.0000000000000000E-10

&XC FUNCTIONAL NO SHORTCUT

&PBE T

&END PBE

&END XC FUNCTIONAL

&VDW POTENTIAL

POTENTIAL TYPE PAIR POTENTIAL

&PAIR POTENTIAL

TYPE DFTD3

R CUTOFF 10.0

PARAMETER FILE NAME dftd3.dat

REFERENCE FUNCTIONAL PBE

CALCULATE C9 TERM F

&END PAIR POTENTIAL

&END VDW POTENTIAL

&END XC

&END DFT

&SUBSYS

&CELL

A 39.89700 0.00000 0.00000

B 19.94850 34.55182 0.00000

C 0.00000 0.00000 16.63500

MULTIPLE UNIT CELL 1 1 1

SYMMETRY MONOCLINIC GAMMA AB

&END CELL

&TOPOLOGY
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COORD FILE NAME Ni-c2h5.xyz

COORD FILE FORMAT XYZ

&END TOPOLOGY

&KIND C

BASIS SET DZVP-MOLOPT-SR-GTH-q4

POTENTIAL GTH-PBE-q4

&END KIND

&KIND H

BASIS SET DZVP-MOLOPT-SR-GTH-q1

POTENTIAL GTH-PBE-q1

&END KIND

&KIND Ni

BASIS SET DZVP-MOLOPT-SR-GTH-q18

POTENTIAL GTH-PBE-q18

&END KIND

&KIND O

BASIS SET DZVP-MOLOPT-SR-GTH-q6

POTENTIAL GTH-PBE-q6

&END KIND

&KIND Zr

BASIS SET DZVP-MOLOPT-SR-GTH-q12

POTENTIAL GTH-PBE-q12

&END KIND

&END SUBSYS

&PRINT
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&FORCES ON

&END FORCES

&END PRINT

&END FORCE EVAL

5)Sample RASPA Input file:

SimulationType MonteCarlo

NumberOfCycles 1500000000

NumberOfInitializationCycles 5000000

PrintEvery 1000000

Forcefield GenericMOFs

CutOff 12.8

Framework 0

FrameworkName Ni-h-c2h4-NU-1000

UnitCells 1 1 2

HeliumVoidFraction 0.801688

ExternalTemperature 298

ExternalPressure 1e5

Component 0 MoleculeName ethene-t

MoleculeDefinition TraPPE

TranslationProbability 1.0

RotationProbability 1.0

ReinsertionProbability 1.0

SwapProbability 1.0

CreateNumberOfMolecules 0
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6)Sample Microkinetic Modeling MKMCXX input file:

# Input for oligomerization of ethene with Ni-NU-1000

&compounds

# Gas Species

# format: NAME; isSite? ; starting concentration ; TDRC?

C2H4; 0; 1.0; 1

C4H8; 0; 0.0; 1

# Adsorbates

# format: NAME; isSite? ; starting concentration; TDRC?

c2h5; 1; 1.0

c2h5 c2h4; 1; 0.0; 1

c4h9; 1; 0.0; 1

h c4h8; 1; 0.0; 1

h; 1; 0.0; 1

h c2h4; 1; 0.0; 1

&reactions

# adsorptions / desorptions

# Hertz-Knudsen (HK); NAMEs; Surface Area (Ionic radius); gas mass; Rotational

#temperature; Symmetry number; sticking coefficent; desportion energy (ZPE)(J);DRC?

# m2̂ amu K sigma sticking J/mol

HK; {C2H4} + {c2h5} = {c2h5 c2h4}; 3.0895E-19; 28.05; 6.98; 4; 1.0000E+00;

6.2800E+04; 1
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HK; {C2H4} + h = h c2h4; 3.0895E-19; 28.05; 6.98; 4; 1.0000E+00; 1.6499E+05; 1

HK; {C4H8} + h = {h c4h8}; 3.0895E-19; 56.10; 1.11; 1; 1.0000E+00; 3.4961E+04; 1

# Surface reactions # Arhenius (AR); NAMEs; forward pre-exponential; re-

verse pre-exponential;

#forward activation barrier(J); reverse activation barrier(J); DRC?

# pre-exponetnials and activation barriers fitted using TAMKin

# vf vb Eaf Eab

AR; {c2h5 c2h4}= {c4h9} ; 6.477518E+12; 4.574197E+12; 4.9546E+04; 1.0305E+05

; 1

AR; {c4h9} = {h c4h8} ; 1.128640E+13; 3.563245E+13; 2.9031E+04; 1.0373E+04 ;

1

AR; {h c2h4} = {c2h5} ; 5.130269E+13; 8.730372E+13; 2.9550E+04; 6.3323E+04 ;

1

&settings

TYPE = SEQUENCERUN

PRESSURE = 1

#REAGENTS need to be specified for ORDERS

REAGENTS = C2H4

#KEYCOMPONENTS need to be specified for ORDERS, EACT, DRC and TDRC

KEYCOMPONENTS = C4H8

#Calculates the reaction orders in the reagents (Default = 0)

ORDERS = 1

#Calculates the apparent activation energy (Default = 0)

EACT = 1

#Calculates the degree of rate control (Default = 0)
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DRC = 1

#Calculates the thermodynamic degree of rate control (Default = 0)

TDRC = 1

#Enables debug messages. Also produces some data on relative derivatives (dydt/y)

to check for convergence (Default = 0)

DEBUG = 1

MAKEPLOTS = 0

GNUPLOT = 1

&runs

# Temp; Time; AbsTol; RelTol

298; 1e8; 1e-12; 1e-12

323; 1e8; 1e-12; 1e-12

348; 1e8; 1e-12; 1e-12

373; 1e8; 1e-12; 1e-12

398; 1e8; 1e-12; 1e-12

423; 1e8; 1e-12; 1e-12

448; 1e8; 1e-12; 1e-12

473; 1e8; 1e-12; 1e-12
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