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Abstract

Literature depicts a deficit-based narrative around older adults and their technology use,

suggesting that older adults are not able to keep up with their younger counterparts in adopting new

technologies. In this dissertation, I argue that this view is not necessarily accurate or productive.

Instead, I argue that the deficit is in the technology design, which is not inclusive and often caters

to the needs of younger adults.

I study older and younger adults’ privacy decision-making as a showcase. In chapter 3, I

show that privacy decisions are malleable to external influences and are not fully rational. Therefore,

I used a dual-route approach that, in addition to the traditional privacy calculus, also accounts for

decision heuristics. This dual-route approach studies the privacy decision-making process with more

granularity and can disentangle different aspects of the decision. This gives us an advantage in

identifying older and younger adults’ differences in privacy decision-making.

My results rebut the deficit-based narrative and show that older adults are motivated and

able to manage their privacy. However, they have a different decision-making mechanism compared

to younger adults. For example, in chapter 4 I show that older adults are more likely to make

a rational decision by considering a more thorough risk/benefit trade-off than younger adults. In

addition, in chapter 5 I show that some dark-pattern design mechanisms put older adults at a

disadvantage. For example, setting the defaults on disclosure would elevate older adults’ concerns for

privacy. Lastly, in chapter 6 I show that some of the effects of age (i.e., being older or younger adult)

can be justified by considering the hidden variables on which older and younger adults have significant

differences. For example, older adults have significantly different levels of privacy literacy and

concerns. These two variables mediate the moderating effect of age on privacy decision-making. My

work introduces a new perspective in technology design and has practical implications for designing

for the elderly.
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Chapter 1

Introduction

Technology has dramatically improved both life expectancy and the quality of life. For

example, wearable devices are equipped with emergency procedures that can be activated in case

of life-threatening situations [275] (e.g., someone falling [283]). Furthermore, they collect health

information that can help early disease diagnoses and treatment [200]. In addition, smartphones

have the capabilities to monitor health parameters and improve quality of life [180]. Besides physical

well-being, technology can also help improve its users’ mental well-being. For example, using image-

based social media can mitigate loneliness [248]. In general, technologies such as social media foster

entertainment, social interactions, and companionship [279]. It is, therefore, not surprising that

countries that have a higher investment in the IT sector also have a higher average of life-expectancy

[223].

Despite the potential in technology to help everyone, individuals do not benefit from it

equally. Older adults are more prone to adverse health conditions than others [104], and experience

a high risk of social isolation [230]. While technology can significantly improve the health of older

adults [62, 59, 58], their technology usage is much below other populations [86], leading them to

miss the vast benefits of technology.

Traditionally, scholars argued that the reason for older adults’ low technology usage is

their lack of digital literacy [259, 290, 272, 86]. However, more recently my own work and other

scholars argued against this: while older adults have a different thinking mechanism compared to

other populations [60], the technology is not tailored to them [20, 109]. Indeed, research shows

that privacy decision making is one of the cases where older and younger adults follow a different
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thinking process [20]. In addition, privacy is one of the main concerns for older adults when using

the technology [215, 68, 81]. Therefore, there is a need to study older adults’ privacy decisions and

generate design guidelines to develop better technologies that suit this population.

Studying privacy decisions, however, is difficult as such decisions are complex, and many

factors play a role in them. For example, while it is reasonable to think that one considers the

risks and benefits of disclosure prior to making the decision [83], this is not the full story [3].

Individuals may subconsciously be influenced by heuristics and environmental cues [7, 146, 150,

19, 167]. Scholars developed several frameworks to confront this complexity and studied privacy

decisions in different contexts. While all of these frameworks are valid, no single framework can

solely depict a comprehensive view of the dynamics behind privacy decisions. Therefore, I adopt

multiple frameworks to study the privacy decision-making of older adults.

1.1 A Dual-route Framework for Studying Privacy

Privacy calculus is one of the first and most popular frameworks for studying privacy

decision-making. The idea behind the privacy calculus is simple; individuals first think about the

benefits and risks of disclosure and disclose their data only if the benefits exceed the costs. Culnan

[83] was the first who used the term ”privacy calculus” for this risk-benefit trade-off. Many studies

have adopted this framework to study privacy decisions. For example, a survey of 326 high school

students showed that perceiving more risk for information disclosure can reduce subjects’ willing-

ness to provide information. On the other hand, as respondents perceived disclosure more beneficial,

they were more willing to disclose information [334]. In the context of location-based services, for

example, perceived benefits of disclosing location (e.g., improving life and work efficiency) are pos-

itively associated with behavioral intentions of location sharing. In contrast, the subjective risk

perceptions of unpredicted problems that may arise from location sharing are negatively related to

location sharing behavioral intentions [288].

However, a big portion of privacy decisions is left unexplained with the privacy calculus

framework. Arguably, privacy decisions are not merely a product of a rational process. Despite

high prevailing privacy concerns, users sometimes overshare information on social media [12], which

might cause unintended consequences [260]. It follows that users’ privacy decisions are susceptible

to heuristic influences [3, 22]. Therefore, there is a need for integrating heuristic frameworks in

2



privacy studies to cover the shortcomings of the privacy calculus. In this work, I adopt a dual-route

framework by considering both the privacy calculus and heuristic aspects to study older adults’

decision-making.

1.2 Older Adults’ Privacy

A large body of literature investigating age-related differences in digital privacy identifies

older adults as individuals who experience more difficulties than younger adults in managing their

digital privacy. This difference may justify why, overall, older adults fell behind their younger coun-

terparts in tech usage (e.g., [46, 50, 171, 241, 307]). Older adults are less likely to protect themselves

against privacy-related risks [294, 336]. Lack of awareness of the privacy risks has been cited as a

critical factor impacting older adults’ privacy decisions [199]. For example, age-related differences

have been found in research investigating content sharing, and sociability and how these compo-

nents are associated with the need for privacy among Facebook users [50]. Researchers discovered

that younger adults are more competent in their Facebook usage and are more informed about and

able to make changes to their privacy settings. In contrast, older adults seemed to have difficulties

understanding the privacy settings and be less aware of social privacy issues.

Some scholars, however, do not subscribe to this narrative. They believe that older adults

and younger adults follow a different decision-making mechanism. Psychological literature corrob-

orates how older and younger adults exhibit fundamental behavioral distinctions in their decision-

making patterns, encompassing differences in risk preference and reliance on goal-driven approaches

[327]. These scholars believe that older adults’ performance with technology is hindered by the fact

that many technologies do not tailor their services to older adult populations [105, 258, 110, 113].

According to this narrative, older adults lack of awareness may heighten their privacy concerns [135],

and their low technology use rate can be due to an informed privacy decision (i.e., non-use due to

costs outweighing benefits) rather than an inability to learn [171].

Despite this new trend of moving beyond a deficit-based narrative, the literature still does

not provide an actionable approach to improve the situation for older adults. Older adults are still

being ignored in the technology development process, resulting in technologies that are not friendly

to older adults. This is particularly prevalent in the area of privacy. For instance, Brandtzæg et

al. [50] interviewed Facebook users about privacy features and found that younger adults can find

3



and understand these features easier compared to older adults. Van den Broeck et al.[307] divided

participants aged 18 to 65 into three age groups and found that while the oldest group reported more

privacy concerns, younger users used more privacy control features. To address these heightened

privacy concerns, older adults sometimes avoid the use of digital technologies, such as social media

[250]. Therefore, technology should revise how it presents privacy management mechanisms to older

adults and make it more compatible with older adults’ decision-making process.

In this work, I take on a strength-based approach and study older adults’ privacy behavior

with a lens of differences rather than deficits. Indeed, I consider the deficits to be on the technology

side and not older adult users, as tech products are not suiting their older adult audiences. This

perspective has two significant merits: firstly, it contributes to the theory by viewing the problem of

older adults’ low tech usage from a different perspective. Secondly, it helps me generate actionable

design implications to address the shortcomings in privacy management mechanisms and is a step

towards developing older-adults friendly products.

1.3 Age May Be a Proxy

Most of the privacy literature uses the age group as a clustering variable to study older and

young adults’ decisions and commonly neglects that the actual reason for the differences between

young and older adults may not be only due to age; instead, age may act as a proxy for some

hidden variables. To have a deeper understanding of older and younger adults’ differences, however,

we need to move beyond clustering them only by age and be seek out the sources of differences

between the two populations. This chapter acknowledges that the differences between young

and older adults are not caused because of age itself, but there are other variables

preceding age. For example, privacy concerns is one of the most important predictors of privacy

decisions [277]. Part of the different privacy behavior among younger and older adults may be due

to having different levels of privacy concerns [307, 133]. Privacy self-efficacy is another predictor of

privacy decisions, where evidence suggests that older adults have lower levels of self-efficacy [133].

Digital privacy literacy is the third variable of my interest. Highly literate individuals are more

likely to control their privacy decisions [325]. A significant body of privacy literature considers older

adults as individuals with lower levels of digital literacy [47, 310, 301, 16, 107, 272]. However, this

assumption is not empirically supported [163]. Therefore, I study digital privacy literacy due to
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lack of consensus and the importance of the privacy literacy variable. I will discuss these variables

further in chapter 2.

1.4 Studying Older Adults’ Privacy Decision Making with a

Dual-route Privacy Framework

In chapter 3, I show that privacy decisions are, to a large extent, heuristic decisions. There-

fore, heuristics should be part of the theoretical framework when studying privacy in addition to the

traditional privacy calculus framework. In chapter 4, I incorporate this perspective into my studies:

in addition to the traditional privacy calculus framework, I use a heuristic framework to explore

older adults’ privacy decisions. In the study presented in chapter 4, I show that older adults have

a different thinking mechanism compared to younger adults for making privacy decisions. Contra-

dictory to some of the literature, older adults are not reluctant to manage their privacy. Instead,

they put effort into making a trade-off between the risks and the benefits of disclosure, even more

so than younger adults. Furthermore, in chapter 5, I show that some practices in platform design

put older adults at a disadvantage. Framing and defaults are compliance-inducing mechanisms that

some platform designers use to maximize compliance. Such mechanisms make older adults more

concerned about their privacy and adversely influence their decisions, even more so than younger

adults. These studies, however, are incomplete as all of them treat age as a cluster variable. Some of

the differences between older and younger adults may be due to the different levels of digital privacy

literacy, privacy self-efficacy, or privacy concerns. Therefore in chapter 6, I propose my final study

where I measure digital literacy, privacy concerns, and privacy self-efficacy as variables that may

justify the effects of age on the decision echo-system. Furthermore, in addition to measuring users’

privacy calculus trade-off, I introduce some heuristic manipulations in the decision scenario. This

helps us have a deeper understanding of the mechanism through which older and younger adults

make their privacy decisions. Figure Figure 1.1 summarizes my framework for studying older adults’

privacy decisions. In the next section, I will further discuss this framework based on the literature.
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Privacy Heuristics

Privacy Calculus

Disclosure Decision 
(Behavior)

Age Group
(OAs vs. YAs) 

Proxy Variables

Figure 1.1: A summery of my theoretical framework for studying older adults’ privacy decisions
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Chapter 2

Background and Theoretical

Framework

2.1 Information Disclosure

Information disclosure is a commonly studied outcome variable within privacy research [332,

204, 94, 333, 238] as users’ privacy decisions typically involve choosing to withhold or disclose one

or more types of personal information. Examples of information disclosure behaviors studied in

past privacy research have ranged from whether to share one’s financial information to complete an

e-commerce transaction [93, 94], one’s health data to benefit from a health-app [136], one’s location

to leverage location-based services [332], or one’s personal information to use social networking

sites [176].

Disclosing personal information may be advantageous for users, as it gives them access to

better or more personalized services that leverage this data [332]. For example, while users might

be able to browse an e-map in private mode, they must disclose their location to be able to use

GPS features. Likewise, in a messaging app, users can manually enter the recipient’s email or phone

number, but giving the app access to the user’s contacts enables them to select an existing entry,

thereby avoiding the hassle of having to type it themselves. The rewards of disclosure, however, come

at the cost of diminished privacy: users may worry that their safety could be compromised if their

location data is hacked, or they might fear that the messaging app might use their contact list for
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promotional activities. Thus, users have to decide whether to disclose their information and obtain

some gratification or withhold from disclosure and maintain their privacy. In this dissertation, I

study different information disclosure scenarios such as revealing personal information to a fictitious

financial planning app (see chapter 4), accepting to tag self or a friend in photos on social media

(see chapter 3), or giving consent to a website for setting cookies (see chapter 6).

In the following, I review decision-making literature and discuss how individuals make ra-

tional or heuristic decisions. Then I start developing a conceptual model for studying the privacy

decision-making of older adults.

2.2 Theoretical Frameworks for Studying Privacy Decision

Making

2.2.1 Privacy Calculus

When making a choice, the pros and cons of the choice are essential factors that one may

consider. Traditionally, decision researchers advocated for the rational choice theory. This theory

suggests that individuals can make a rational choice, that is, foresee all aspects of a choice, including

the risks and benefits, and make the choice only if the benefits outweigh the risks [274, 267]. This

theory is popular in the privacy literature and is referred to as the privacy calculus [83]. Similar

to the classical economic perspective, the privacy calculus model argues that individuals trade off

the risks of data disclosure against its benefits when deciding whether to share information or not.

Consequently, they disclose information only if the benefits out-weight the risks.

The privacy calculus theory is used in numerous studies as the main theoretical framework

[161, 93, 176, 94]. It usually involves a trade-off between the positive outcomes of data disclosure

versus the negative consequences that may follow. For example, users may disclose their data to

receive personalized services [27], post photos on social media for self-expression [159], or share their

location for using location-based services [300]. For instance, Krasnova et al. [175] studied self-

disclosure in the context of social media using the privacy calculus framework. To assess benefits,

they measured the opportunities in social media for relationship maintenance, enjoyment, and self-

presentation. To assess disclosure costs, they measured privacy concerns, the perceived likelihood of

various privacy violations, and the perceived damage of a potential violation. Overall, they showed
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that a high perceived benefit and low perceived cost are positively associated with self-disclosure.

One of the main rationalistic models in the privacy literature is the APCO (Antecedents, Privacy

Concerns, Outcomes) model [277]. APCO results from a broad literature review that studies privacy

decisions as byproducts of rational choices. Consequently, the privacy calculus is one of the main

actors in this model (See Figure 2.1). The rationale of the APCO model is that some antecedents

such as previous experiences or privacy awareness lead to different levels of privacy concerns. Privacy

concerns, along with privacy calculus and users’ trust, determine users’ behavioral reactions (i.e.,

disclosure or withholding of personal data).

Figure 2.1: The APCO model

2.2.2 Privacy Heuristics

While rational choice theory and privacy calculus made many contributions to the literature,

they do not fully align with real-life decisions. There are several reasons that may overshadow a

rational privacy decision. Firstly, there are many uncertainties involved in privacy decisions that

prevent individuals from having a fair assessment of the potential risks. While the benefits of

data disclosure are usually tangible, the potential costs often relate to the perceived uncertainty

resulting from sharing personal information [205, 214, 191]. For example, after finalizing an online
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transaction, individuals may worry that the merchant opportunistically selling consumers’ data to

others [94]. Furthermore, the collection and usage of personal data do not happen at the same time

and place and can happen without users’ awareness [4]. This adds to the complexity of privacy

decisions. Secondly, privacy decisions are susceptible to malleability and external influences [4].

Platform designers can promote data disclosure by simple changes such as setting the default option

on disclosure or using positively framed options (e.g., ”Disclose my information” instead of ”Do

not disclose my information”) [146, 179, 150, 7] (See chapter 3). Considering such reasons, many

scholars acknowledge the inadequacy of privacy calculus frameworks in justifying privacy decisions

[160]. Such factors create a gap between the predictions of the rational choice models (privacy

calculus in the scope of privacy) and users’ actual behaviors. Indeed, the miss-match between the

rational choice and the actual behavior in privacy is so prominent that it is referred to as the privacy

paradox [232, 53]. For example, individuals claim to have high levels of privacy concerns, but they

freely give up their personal information [75, 32]. Since these empirical observations do not align

with the privacy calculus, privacy scholars proposed alternative models to justify users’ decisions.

Figure 2.2: The enhanced APCO model

Scholars developed existing non-heuristic models to accommodate the role of heuristics. A

few years later than the original APCO paper, the authors acknowledged that APCO is missing

the heuristic aspect of decisions. Consequently, they revisited the APCO model and proposed the
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enhanced APCO, which also accounts for the role of heuristics such as affect, cognitive resources,

and peripheral cues (See Figure 2.2). The higher cloud in the APCO model (P1-P4) includes the

cognitive and situational limitations that influence the decision ecosystem. This cloud corresponds to

the first set of factors I outlined in the previous paragraph (e.g., uncertainties, lack of knowledge, or

motivation about the decision). This cloud justifies why some individuals skip the privacy calculus.

For example, lack of motivation will lead users not to spend much effort and overlook the decision.

However, the same user could reach a different decision if they have had attended the decision

more. The second cloud at the button of the model represents the aspects of the decision that

are not necessarily cognitively mediated, which highlights the role of heuristics. A disclosure by

default, for example, acts as a heuristic and can have a main effect on the decision outcome [150].

APCO is not the only dual framework model. To leverage the merits of privacy calculus and

better account for heuristics, Wang et al. [313] integrated the privacy calculus framework with

heuristic shortcuts. They studied self-disclosure on social media using the elaboration likelihood

framework. They ascribed the privacy calculus to the central route and other heuristics to the

peripheral route. They found that accounting for both the privacy calculus and the heuristics can

improve the model. Drawing on these findings, I develop a conceptual framework for studying older

adults’ privacy decision making which concerns both rational and heuristic accounts (see Figure 2.3).

This integrated framework helps us better understand the effects of privacy calculus (i.e., benefits

and costs) and heuristic shortcuts (e.g., app trust) on users’ information disclosure behavior.
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Privacy Heuristics

Disclosure Decision 
(Behavior)

Perceived Risks

Perceived Benefits

Affect

Malleability

Privacy Calculus

Figure 2.3: Framework 1: A conceptual framework incorporating both privacy calculus framework
and heuristic decisions

2.3 Older Adults Population

Older adults—individuals age 65 and above—make up 9% of the world’s population [227]

and their numbers are growing rapidly. By 2030, the older adult population is projected to reach 1

billion, which will be around 12% of the projected world population [255]. At 15%, the U.S. has an

even higher percentage of older adults than the world average [235]. Despite the common perception

of older adults as not using technology, a 2009 survey showed that around 40% of them use computers

and the Internet [69], and a 2013 report showed that 42% of older adults have smartphones [24].

Internet and technology use are intertwined with privacy concerns for all populations [236, 65]. As

70% of online older adults use it on a daily basis [338], they constitute a major group of Internet

users who have privacy concerns [215, 68, 81, 76].

2.4 Older Adults vs. Younger Adults and Privacy

Narratives around technology use and older adults tend to focus on older adults’ deficits and

difficulties keeping up with younger adults. For instance, Tacken et al. [290] found that many older

adults show resistance in adapting to the rapid succession of new technologies [290], and Roger et al.
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[259] found that it takes additional time for older adults to learn new technology. Similarly, Czaja et

al. [86] uncovered that technology use tends to lead to more anxiety and lower self-efficacy for older

adults compared to younger adults. These deficit-based narratives extend into the domain of privacy

research as well. Much of the privacy literature examining age-related differences in digital privacy

has characterized older adults as having more difficulty than younger adults when managing their

digital privacy (e.g., [50, 46, 171, 307, 241]) and generally less likely to protect themselves against

privacy risks [294, 336]. For instance, Brandtzæg et al. [50] interviewed Facebook users about

privacy features and found that younger adults have an easier time locating and understanding

these features compared to older adults. Shujing and Tao’s [272] survey-based study concluded that

older adults demonstrate low privacy awareness, lack digital literacy, do not pay attention to privacy

options, and thus are prone to disclosing too much information online. At the same time, older adults

have also been shown to have higher levels of privacy concerns than younger adults [250, 307]. Yet,

Van den Broeck et al.[307] found that this heightened privacy concern does not translate to more

privacy-protective actions. They studied participants aged 18 to 65 and divided them into three

age groups. They found that while the oldest group reported higher privacy concerns, they did

not use as many privacy management features as the younger users. To address these heightened

privacy concerns and instead of using privacy control features, older adults sometimes avoid the

use of digital technologies, such as social media [250]. One possible explanation for the lower use

of privacy features of older adults may be that they lack the digital literacy to use such features.

Indeed, Park identified a digital divide in technology skills based on age, which was associated

with older adults having less privacy control overall [241]. In contrast, Miltgen and Peyrat-Guillard

found that younger adults express more positive attitudes around data management and are more

confident in their ability to prevent data misuse than older adults [222]. Overall, such findings have

led many scholars to conclude that older adults are more vulnerable to security and privacy threats

than younger adults[46].

As demonstrated through the findings above, the literature tends to emphasize the deficits

of older adults compared to younger adults when it comes to their privacy behaviors, adoption, and

use of digital technologies. Yet, focusing on the technology skill deficits of older adults can have

detrimental long-term effects by reducing older adults’ overall interest and desire to engage with

technology in a way that benefits them [221]. While older-adult-friendly designs may account for

age-related changes in motor control, perceptual function, and cognitive ability, many technologies
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do not tailor their services to older adult populations [105, 258, 110]. Indeed, Frik et al.[110] urge

designers and developers to specifically consider the older adult population when developing new

products. They identify common misconceptions among older adults (e.g., if they have nothing to

hide, they should not be worried about privacy) and argue that product designers should consider

these beliefs in order to design effective systems that can empower older adults. Thus, the problems

associated with older adults’ technology use may instead be due to the deficits in the design of

technologies, which often cater to the needs of younger adults.

Some scholars are moving away from painting older adults as technology Luddites. For

example, Knowles and Hanson [171] took a strength-based approach by interviewing older adults to

understand their resistance against technology adoption. They found that older adults had legitimate

concerns regarding the use of digital technologies, and the risks associated with use often outweighed

the benefits. As such, these researchers chose to emphasize the “wisdom” older adults demonstrated

in their decision-making process not to engage with technology. Hoofnagle et al. [134] showed that

younger and older adults are not different in terms of attention to privacy policies. They also asked

participants some comprehensive questions to assess their online privacy knowledge. Overall, while

only 12% of younger adults answered at least 3 out of 5 of the questions correctly, 25% of older

adults performed that well. Indeed, older adults may not underestimate privacy risks [135], and

their low technology use rate can be due to an informed privacy decision (i.e., non-use due to costs

outweighing benefits) rather than an inability to learn [171].

2.5 Older Adults vs. Younger Adults and Decision-Making

Processes

The psychological literature confirms that older and younger adults exhibit fundamental

behavioral differences in their patterns of decision-making, including differences in risk preference

and reliance on goal-driven strategies [327]. The relationship between aging and decision-making has

been examined in several contexts. In risky choice contexts, older adults tend to be less risk-taking

overall compared to younger adults [152]. However, older adults are often more willing to take

risks to avoid a loss than obtaining a gain compared to younger adults, although this relationship

can vary depending on the magnitude of what is at stake [43, 60]. Furthermore, the age-related

positivity effect also affects decision-making strategies. This effect refers to a tendency for older
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adults to have heightened attention or give more weight to positive information or stimuli during

the decision-making process and less weight or attention to negative information [208]. Thus, if

negative information is not completely salient in a given decision scenario, older adults may be more

attentive to the positive aspects of a decision than negative aspects. These findings suggest that

studies should account for the fact that the decision process is different for older and younger adults.

Drawing on this literature, elements of rational or heuristic decisions may play different

roles in users’ behavioral decisions (see chapter 4). Therefore, in the second conceptual model, I

consider the effect of privacy calculus and privacy heuristics being moderated by the age groups (see

Figure 2.4).

Privacy Heuristics

Disclosure Decision 
(Behavior)

Perceived Risks

Perceived Benefits

Affect

Malleability

Privacy Calculus
Age Group

(OAs vs. YAs)

Figure 2.4: Framework 2: A conceptual framework for studying privacy decisions while accounting
for age groups

However, as discussed in chapter 1, the difference between young and older adults is arguably

not only age. Instead, there are more fundamental variables that may set these two populations

apart. The difference in older and younger adults’ decision processes may be due to such variables

rather than the age group. I will outline such variables in the following section.
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2.6 Disentangling Age

Many scholars study older and younger adults’ decisions by separating the two populations

in terms of age groups. They use age as a binary (older vs. younger) or as a continuous variable.

However, these studies fail to explicitly acknowledge that age may be a proxy rather than the actual

variable contributing to the differences between the age groups of interest. In this section, I propose

relevant constructs that may replace age by explaining the models better.

2.6.1 Digital Literacy

Digital literacy involves individuals’ competencies in the use of digital technologies [40]. A

digitally literate individual can use technology effectively as means to reach particular personal and

professional goals [335]. The literature cites lack of digital literacy as one of the barriers towards

technology use, and adoption [55, 228, 335].

In the privacy literature, digital literacy is noted as one of the factors relating to online

privacy decisions [325, 241, 124]. The general argument in the literature is that a high digital

literacy may reduce the likelihood of privacy violations. Research suggests that those who have

higher digital skills are more likely to exercises control over their online privacy [241]. This may

be justified by more heightened privacy awareness among digitally literate individuals [241]. The

lack of digital literacy can be even more problematic in more complex technologies with vast data

collection affordances. Wearables devices, for example, follow pervasive data collection mechanisms.

These devices are intended to be worn 24 hours a day, collecting different types of sensitive data

such as health, and location [242]. Users may be unaware of these data collection practices [224],

or not be able to exercise control due to the complex ecosystem in such devices [124]. These new

and complex technologies can reinforce the adverse effects of low digital literacy on online privacy

decisions.

The digital divide between the younger and older adults worsens the situation for the more

aging population. The literature suggests that there is a digital divide between young and older

adults, with older adults having lower levels of digital literacy [328]. This digital divide creates an

unfortunate scenario in which older users are more likely to be the victims of identity theft or related

online crimes [241]. Therefore, it is necessary to account for digital literacy in studies concerning

age and privacy decisions. Chapter 6 will discuss the related work in digital literacy further.
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2.6.2 Privacy Self-efficacy

One’s belief about their capabilities of successfully performing a task is regarded as Self-

efficacy [35, 33]. A strong sense of efficacy can drive human behavior and increase human accom-

plishments, and their mental well-being [35]. This makes self-efficacy a good predictor of whether or

not one performs a task or how well the performance would be [128]. In the realm of technology, for

example, self-efficacy can reduce some barriers of technology adoption [252]. Therefore, individuals

with higher levels of computer self-efficacy are more likely to adopt information systems [145].

Privacy self-efficacy is one’s confidence in protecting their privacy [187] and can influence

privacy decisions [73, 72, 130, 21]. Individuals with higher self-efficacy can better align their privacy

attitudes with their behaviors [73]. Self-efficacy is the subject of studies concerning age and is ex-

pected to be different across older and younger adults [178, 112]. Zeissing et al. [336] for example,

hypothesized that older adults have lower privacy self-efficacy compared to their younger counter-

parts. However, they found the opposite and concluded that their measure of privacy self-efficacy

reflects users’ confidence in their protection abilities, which is different from the comprehensiveness

and completeness of such abilities. They called for future research to study this construct further.

Due to this research gap, the importance of this construct in the privacy literature, and its relevance

to age, I add privacy self-efficacy to the framework as a hidden variable. Chapter 6 will discuss the

related work in privacy self-efficacy further.

2.6.3 Privacy Concerns

Privacy concerns are among the most commonly studied variables in the privacy literature

[94]. Individuals feel worried about the loss of their privacy, especially if they notice an unwarranted

data collection or use [312, 66]. Privacy concerns is an antecedent to several behavior-related out-

comes such as willingness to disclose personal information for a personalized service [70], carrying out

online transactions [94], self disclosure in social media [122], and giving different access permissions

to the mobile applications [90].

While many scholars argue that younger adults are less concerned than older adults, few

studies actually measured and compared older and young adults’ levels of concerns [134]. There is

no consensus among studies that measured privacy concerns for both age groups. Van den Broeck et

al. [307] for example, found that older users have greater privacy concerns. However, paradoxically
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they are less likely to utilize privacy features. Hoofnagle et al. [134] studied young and older adults’

concerns and did not find significant differences in their concerns. Studying privacy concerns across

both age groups is necessary to answer some of the remaining research questions in the field.

Based on these discussions, I outline the third conceptual model in Figure 2.5, where the

moderating effect of age groups is being mediated by more fundamental constructs. I will explore

this model further in chapter 4.

Privacy Heuristics

Disclosure Decision 
(Behavior)

Perceived Risks

Perceived Benefits

Affect

Malleability

Privacy Calculus

Age Group
(OAs vs. YAs)

Proxy Variables

Privacy Self-efficacyDigital Literacy Privacy Concerns

Figure 2.5: Framework 3: A conceptual framework for studying older adults privacy decisions.
This model accommodates two different thinking mechanisms: a heuristic account and an economic,
calculus-driven account. Furthermore, the hidden variables (e.g., digital literacy, privacy self-efficacy,
and privacy concerns) are incorporated as moderators.
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Chapter 3

Malleable Privacy Decisions

In chapter 2, I raised a case for heuristic frameworks to be used in privacy studies. While I

presented privacy calculus as a rationalistic framework that justifies a significant portion of privacy

decisions, I also discussed how privacy calculus leaves a substantial portion of decisions unexplained.

I argued that privacy decisions are not necessarily a result of a rational decision. The study presented

in this chapter is an empirical showcase of such situations, where individuals make choices based

on heuristics. In this study, I use a common scenario where platforms promote heuristic decisions:

consent mechanisms. Since heuristic decisions are not a result of rational deliberation, companies

use design elements to encourage heuristic decisions to nudge their clients to comply with disclosure

requests mindlessly. I consider this compliance ”mindless” because it relies merely on randomized

experimental manipulations rather than a rational privacy calculus.

Companies can easily avoid fines for privacy violations if they obtain informed user consent.

In this context, consent refers to a freely given, specific, informed, and unambiguous indication that

a user has agreed to allow a company to process the user’s personal data [326]. Companies have a

major incentive to discourage users from extensively deliberating about privacy during the consent

procedure since researchers have found that privacy concerns decrease users’ intention to use online

services [243]. To this end, some technology companies and application developers have resorted to

mechanisms that promote ”mindlessness”—a state in which users behave like programmed automa-

tons [181] who do not consciously scrutinize their options [256] or generally remain vigilant about

their decisions [287, 298]. By obtaining mindless compliance, technology companies not only fulfill

their legal requirements but also make it unlikely that users will become alert in terms of privacy,
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which makes users more likely to comply with their request [150, 245]. These mechanisms rely on the

fact that individuals tend to favor compliance when responding to another entity’s explicit request

[115]).

To induce mindless user compliance and, thus, swiftly obtain informed consent, companies

commonly use framing and default effects. Framing effects refer to irrational influences that an

option’s presentation has on a user’s choice[157, 303] , and default effects refer to irrational influences

that an option’s pre-selection has on a user’s choice [264]. I consider the compliance that framing and

default effects induce ”mindless compliance” because it merely relies on the framing type or default

settings rather than a deliberate tradeoff between the risks and benefits of complying. For example,

regarding privacy-related compliance, Johnson et al. [146] and Lai and Hui [179] independently found

framing and default effects to have a significant impact on users’ privacy decisions. Johnson et al.

[146] studied participants in a health survey and measured their willingness to receive notifications

about other health surveys, while Lai and Hui [179] studied participants in a website evaluation

study and measured their willingness to receive a newsletter from the website. The researchers in

both studies presented the decision as a checkbox with a label. They manipulated the framing via the

wording on the label: they used ”please send me newsletters” as the positive framing and ”please do

not send me newsletters” as the negative framing. For the default condition, they manipulated both

the framing and the checkbox’s status (i.e., pre-checked or not): in the positive default condition,

when users clicked the ”next” button without any changes, they accepted the request; in the negative

default condition, when users clicked ”next”, they would reject it. Both studies found that framing

and defaults had a separate and additive effect on users’ decisions and that a positive default and/or

framing led to higher levels of disclosure than negative defaults and/or framing. These results

suggest that companies can use framing and default effects to induce mindless privacy compliance

by manipulating user decisions in their own favor.

In order to obtain informed consent, companies often choose to add justifications for the

different options they present to users. Social scientists have long established the causal effect that

different types of justifications have on compliance in terms of norms [28]. For example, Cialdini,

Reno, and Kallgren [80] found that people are less likely to litter in an environment with a single

piece of litter than in an environment with no litter at all because the single piece of litter will

remind them about the injunctive social norm that ”one ought not to litter”. However, people are

more likely to litter in a fully littered environment because the descriptive social norm that ”people
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do litter here” has more salience than the injunctive social norm, which causes a herding effect

[26, 137]. Researchers have argued that default and framing effects occur because they represent an

injunctive social norm [213, 271]. Therefore, analogous to Cialdini et al.’s [80] findings, one could

argue that a justification that presents a salient descriptive social norm could potentially override

this injunctive social norm with a herding effect. However, researchers have not tested this analogy

and, thus, the interplay between defaults/framing and normative justifications. These interacting

effects, however, commonly occur when users make decisions about privacy consent online, and we

need to explore them to guide user and policy decision making. In this chapter, I fill this gap by

covering social norm-based justifications, but, for comparison, I also add another common type of

justification: rationale-based justifications.

In their groundbreaking field experiment on rationale-based justifications, Langer, Blank,

and Chanowitz [182] showed that not only plausible rationalizations (i.e., ”Excuse me, may I use

the Xerox machine because I’m in a rush”) but also placebic rationalizations (i.e., ”Excuse me, may

I use the Xerox machine because I have to make copies”) can help generate compliance (allowing

the requester to cut in line for a copy machine) for small favors (five copies). For larger favors (20

copies), however, rationale-based justifications only result in compliance when they are plausible

and not placebic. In this and the following studies, it remained unclear how the absence or presence

of such compliance-inducing justifications interacts with framing and default effects on compliance.

Importantly, researchers have only studied the effect with placebic justifications–in a justification-

assisted privacy decision setting, such justifications are more likely to be incongruent rather than

immaterial with respect to the prevailing framing/default. Moreover, researchers have only studied

this effect with positive defaults—it remains unclear whether it can also cause compliance with a

negative default (and, indeed, with positive and negative framing). I fill these two gaps in this

chapter.

In particular, I address the following research question (RQ):

RQ: Do justifications override the mindless compliance effects of defaults and framing as

Cialdini et al. [80] suggest, do they exacerbate mindless compliance as Langer et al. [182] suggest,

or does this effect depend on the justification type?

To address this research question, I conducted an elaborate experiment in the context of

a self-developed Facebook photo-tagging application. Researchers have often criticized default and

framing studies for using hypothetical scenarios. Because such hypothetical scenarios lack real risks
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and benefits, they might not motivate users to elaborate on their preferences in the first place and,

hence, exacerbate default and framing effects. In a privacy context, relying on such results can

be more misleading since individuals make privacy decisions ad hoc under a situation’s particular

requirements [186]. The privacy decisions that I investigate involve consenting to (automatically)

tagging oneself in one’s friends’ Facebook photos and tagging one’s friends in one’s own Facebook

photos. To ensure ecological validity, users had to log in to their Facebook account through Face-

book’s official log-in buttons and, hence, perceived that their decisions had real risks and benefits.

The experiment discussed in this chapter comprises a 2 x 2 x 5 design. I first introduce

compliance biases through established default and framing conditions. To address the impact of

justifications, this study compares two types of justifications: one with a rationale (information

about the possible positive or negative consequences of using the automatic photo-tagging system)

and one with a descriptive social norm (fictive information on the percentage of study participants

who use the automatic photo-tagging system) against a baseline of no justification. Each justification

had a positive (pro-tagging) and negative (anti-tagging) valence condition.

In one aspect, this study uniquely differs from previous studies on justifications: while re-

searchers have studied normative [80] and rationale-based [182] justifications in face-to-face scenarios,

I used computer-mediated manipulations. My findings suggest that the compliance-inducing effects

of defaults and framing persist in an ecologically valid privacy decision-making setting. Furthermore,

I replicate Langer et al.’s [182] finding on the compliance-inducing effects of rationale-based justifi-

cations. The results further expand those findings by showing that even a conflicting justification

that cautions users not to use the tagging application can increase their compliance with the positive

default and that the effect also works to increase compliance with the negative default. Finally, I

discuss the effect that normative justifications have on users’ privacy decision making. Overall, the

results demonstrate the potency of justifications in exacerbating mindless compliant behavior during

privacy decision making.

This chapter proceeds as follows: in section 3.1, I discuss the literature and theoretical

background. In section 3.2, I describe the experimental setup. In section 3.3, I present the results.

In section 3.4, I discuss the results. In section 3.5, I discuss the study’s limitations and potential

future research directions. Finally, in section 3.6, I conclude the chapter.
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3.1 Theoretical Background and Research Framework

In this section, I first briefly cover related work regarding compliance and privacy decisions

on Facebook. Subsequently, I describe how framing and default effects induce compliance and discuss

the potential moderating role of justifications.

3.1.1 Collective Privacy Management on Facebook

Users sometimes overshare information on social media [11], which can have unintended con-

sequences [260]. Therefore, Facebook users employ various strategies to manage their interpersonal

boundaries: they manage their relational boundaries (e.g., friending and unfriending), territorial

boundaries (e.g., untagging or deleting unwanted posts), network boundaries (e.g., hiding their

friends list), and interactional boundaries (e.g., blocking other users or hiding one’s online status)

[237, 323]. Pempek, Yermolayeva, and Calvert [244] found posting and viewing photos among the top

three reasons why college students use Facebook. A particularly interesting part of users’ privacy-

management practices involves their uploaded photos because they may depict other Facebook users

(including their friends) as well. Facebook has a mechanism to explicitly indicate whether a photo

contains a person called ”tagging”. Notably, Facebook users may ”tag” not only themselves but also

others in their own photos, and they can also tag themselves in others’ photos . The photo-tagging

concept exemplifies ”collective privacy management” [74, 143] since it collectively engages users in

managing privacy-related information that impacts multiple individuals [173, 249]. Research has

shown tagging other people in one’s photos to be a contentious issue when a user has risqué or

compromising photos of their friends in which they would rather not be tagged [42, 125, 286]. At

the same time, though, photo tagging can have beneficial effects: it builds social capital, increases

group cohesion, and allows one to express one’s identity [125, 216, 262, 286]. The tendency to tag

photos also relates to users’ perceptions about the tagging feature’s ease of use[174], which means

that a system that automatically tags photos [284] can have substantial benefits.

I focus on photo tagging on Facebook in this study because it provides a realistic use case for

studying compliance. To a large extent, users’ preexisting personal privacy preferences govern their

personal privacy decisions. In contrast, the interdependent nature of photo tagging decisions likely

makes them more amenable to external influences, such as the perceived social norms among a user’s

friends. As such, framing, defaults, and the proposed moderators have a substantial opportunity to
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influence user compliance.

3.1.2 Compliance

As I mention at the beginning of this chapter, online companies that process their users’

personal data must obtain informed user consent to allow them to do so. In this study’s context,

users express consent through the compliance with the request to (not) automatically tag photos.

In this section, I cover two perspectives on compliance: the normative perspective and the mindless

compliance perspective. Subsequently, I discuss the compliance-inducing effects of defaults and

framing and how justifications can influence this compliance.

3.1.2.1 Compliance to Norms

Findings in social psychology suggest that people do consider different norms such as per-

sonal, social, or situational norms, each of which can either be injunctive or descriptive [78, 79].

These different norms can induce compliance, whether the norm be what the majority of people do

(descriptive) or what others find appropriate or acceptable (injunctive) [269]. Researchers generally

agree that, in any given setting, these different norms compete for a person’s attention [131]. Cial-

dini et al.’s [79] norm salience theory suggests that, in the presence of competing norms, people are

more likely to comply with the most salient norm. This norm has to be focal to influence people’s

behavior [79, 80, 158, 253].

For example, Cialdini et al. [80] found that people are less likely to litter in an environment

with a single piece of litter than in an environment with no litter at all because, they argue, the single

piece of litter will make the injunctive social norm that ”one ought not to litter” focal. However, they

also showed that people are more likely to litter in a fully littered environment because, they argue,

the descriptive social norm that ”people do litter here” has more salience in a littered environment

than the injunctive social norm. Interestingly, the injunctive social norm becomes focal again when

someone makes an effort to clean the littered environment, and people’s tendency to litter decreases

accordingly [79, 80].

In the privacy context, the IS literature has shown that both descriptive and injunctive

norms can predict privacy behaviors. For example, Ju et al. [154] showed that users who receive more

information about a product’s benefits (high injunctive norm) are more likely to grant permissions

to a mobile app than users who receive less information about its benefits (low injunctive norm).
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They also showed that participants who learn others share more data than what they do (positive

descriptive norm) are likely to grant more permissions to the mobile app.

3.1.2.2 Mindless Compliance

An alternative view on compliance posits that it mostly occurs outside a user’s mindful

thought processes. An extensive body of research has investigated drivers for such ”mindless com-

pliance”. Milgram’s [219] experiments most prominently sparked the discussion on the extent to

which commands from an authoritative figure can move people to engage in harmful or poten-

tially even lethal behaviors. Even though researchers have discounted the validity of Milgram’s

experiments today, Milgram motivated a substantial body of research that investigated compliance-

inducing strategies that people can use without the special authority a researcher may enjoy (e.g.,

salespeople, charities, friends). Companies generally induce compliance through emotional and/or

rational appeals.

In the privacy domain, mindless compliance to a disclosure request can adversely affect both

organizations and users. For example, in the infamous Cambridge Analytica case, defaults influenced

users’ decisions to share personal information with rather unfavorable consequences. Facebook lost

not only billions of dollars in its net value [257] but also users’ trust [318]. In fact, many users said

that they did not remember giving permissions to the app that Cambridge Analytica used, which

further indicates their mindless compliance [63].

3.1.3 Inducing Compliance with Framing and Default Effects

In the study presented in this chapter, I examine how framing and defaults affect users’

compliance to privacy requests. Thaler and Sunstein [296] have noted that one can use framing

and default effects to nudge users in the desired direction. When applied to decisions such as organ

donation, healthy eating habits, or energy saving, this ”soft paternalistic” approach can lead to great

social benefits. Likewise, in the privacy literature, recent work has employed nudges as a means to

protect social network users’ privacy [1, 30, 138, 314]. However, one can question the ethical validity

of nudges (even if they benefit society) since they might not reflect individuals’ true preferences

and, thus, can be perceived as manipulative. Furthermore, some researchers argue that defaults

cause behavioral or cognitive biases, which threaten consumer autonomy [278, 280]. They consider

default and framing effects harmful because, among other reasons, one often cannot avoid them:
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many (privacy) decisions must have a certain default setting, and a neutral frame does not exist

[296].

To deal with the default effect, one can set the default option to the choices most people

are comfortable with (Johnson et al. [150]). However, Smith, Goldstein, and Johnson [278] have

noted that, in most consumer decisions, the desired outcome may differ for different individuals

depending on their individual preferences. This criticism applies in particular to privacy decisions,

which tend to vary extensively [319]. Thus, one cannot easily circumvent the fact that framing

and default effects may move users away from their ”true preferences” [144], and such a deviation

between users’ true and selected preferences will likely backfire and cause dissatisfaction, especially

on social networks [315]. Thus, in this chapter, I focus on the compliance-inducing effects of defaults

and framing.

3.1.3.1 Framing Effects

One can also explain framing effects as normative effects. Sher and McKenzie [271] demon-

strate that people are more likely to use a positive frame when they have a positive attitude towards

something and a negative frame when they have a negative attitude towards it. Conversely, a deci-

sion maker may interpret the positive or negative framing of a decision as representing the positive

or negative attitude the requester has towards the decision [271]. As such, the framing serves as a

clue that relates to injunctive social norms [79, 80, 158]. Injunctive social norms describe what an

individual ought to do in a certain situation (as opposed to descriptive social norms, which describe

what people do). Thus, a positive frame suggests an injunctive norm that supports an action, while

a negative frame suggests an injunctive norm against an action.

In this study, attribute framing manifests in whether users have the option to apply the

automated tagging procedure or rather the option not to apply the automated tagging procedure.

Based on existing evidence [146, 179, 123], different frames will induce different levels of compliance.

Thus, I hypothesize that:

H1:A positively framed tagging request results in higher tagging rates compared to a nega-

tively framed request.
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3.1.3.2 Default Effects

The default option refers to the option that a decision maker will receive if they do nothing.

Research shows that people are more likely to accept an option if that option is selected by default.

In this regard, researchers have found a positive default to increase pension saving [202], insurance

signup rates [149], and organ donation [148]. Dinner, Johnson, Goldstein, and Liu [96] present the

effort of choosing the default as a potential cause for the default effect either in terms of physical

effort (changing the default requires action; see [264]; [297]) or mental effort (changing the default

requires making a tradeoff that takes time and cognitive effort (see [303]).

Another explanation for the default effect posits that, like framing, individuals perceive

defaults as an injunctive social norm (i.e., an implicit endorsement from the requester), which

nudges them towards accepting the default option [96, 213].

In this study on Facebook photo tagging, the default setting manifests in whether the

Facebook will apply or rather not apply the automated tagging procedure if the user simply does

not change the current setting. A pre-checked checkbox in the positive framing condition or an

empty checkbox in the negative framing condition translates into the user accepting the auto-tagger

by default. Conversely, an empty checkbox in the positive framing condition or a pre-checked

checkbox in the negative framing condition translates into the user rejecting the auto-tagger by

default. Based on existing evidence and given that different default conditions can induce different

levels of compliance [146, 179], I hypothesize that:

H2:An accept-by-default tagging request results in higher tagging rates compared to a reject-

by-default tagging request.

3.1.4 Justifications as Moderators for Mindless Compliance

During privacy consent decisions, companies often provide additional information about the

different options they present to users. Optimistic advocates for the individuals’ ability to make

informed decisions might propose that educating users with additional information about the choice

can mitigate mindless compliance-inducing mechanisms [119, 188]. For example, Cialdini et al. [80]

show that a salient descriptive social norm can override an injunctive social norm. Hence, a normative

justification (e.g., ”xx% of people engage in behavior Y”) might be able to weaken the effects of

defaults and framing. Likewise, descriptive justifications that inform users about a product’s quality
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from other consumers’ viewpoint (cf.[99] ) can trigger social proofing [77] or herding [26, 137], which

can similarly weaken their effects.

However, this argument suggests that a more salient and contradicting normative or de-

scriptive justification can start a mindful process to mitigate the compliance-inducing effects of an

existing norm. In contrast, Langer et al. [182] suggested that justifications may in fact make compli-

ance less mindful and, thereby, exacerbate the compliance-inducing effects of defaults and framing.

In their study, an experimenter asked participants for a favor. In one condition, the experimenter

did not provide any justification for the request, but, in the two other conditions, the experimenter

provided either a placebic (”May I use the Xerox machine because I have to make copies?”) or a

plausible (”May I use the Xerox machine because I’m in a rush?”) justification. The authors found

that, for small favors , the plausible and placebic justifications worked equally well, and both resulted

in more people mindlessly complying with the request than the no-justification condition. The au-

thors explained these results by arguing that participants expect the interaction to be mindful and,

hence, expect a justification to be plausible rather than placebic. Rather than actively processing the

placebic justification, they simply assume that it is plausible. From this perspective, one could argue

that justifications (any justification regardless of whether they are congruent or incongruent with

the decision’s prevailing framing/default) would likely exacerbate rather than mitigate the mindless

compliance that the default or framing induces.

To resolve this theoretical contradiction, in this study, I test the effects of two common

types of justifications on mindless compliance: descriptive normative justifications and rationale-

based (injunctive) justifications. I then identify how positive (pro-compliance) and negative (anti-

compliance) versions of these two types of justifications can influence the compliance that framing

and defaults induce. In addition, I compare a justification’s absence versus its presence.

3.1.4.1 Descriptive Normative Justifications

Descriptive normative justifications (e.g., ”xx% of people engage in behavior Y”) provide a

social nudge for individuals to either engage in (with a high percentage) or refrain from (with a low

percentage) the target behavior. Individuals could perceive such normative justifications—especially

the high-percentage ones—as social proofing that confirms the behavior’s validity [77], which could

induce a herding effect [26, 137]. Thus, they can increase the target behavior accordingly.

Given that both framing and default effects introduce an injunctive social norm (i.e., what
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people ought to do) [213, 271], Cialdini et al. [80, 79] would propose that a sufficiently salient

justification that presents a conflicting descriptive social norm (i.e., what people actually do) can

reduce or even eradicate the mindless compliance that framing and defaults induce.

However, this argument presumes that people actually attend to and process the justification

messages. Langer et al.’s [182] work on mindless compliance showed that people do not necessarily

do so; if they consider the target behavior a small favor, they may possibly consider a justification’s

mere presence a good reason for the request (without actually processing the justification) and,

thus, comply with it. This logic suggests that the descriptive normative justification exacerbates the

compliance-inducing effects of defaults and framing. To acknowledge these competing assumptions,

I hypothesize that:

H3: Descriptive normative justifications moderate the effect that framing and defaults have

on mindless compliance; that is, a descriptive normative justification can strengthen or weaken the

effect that framing and defaults have on mindless compliance.

3.1.4.2 Rationale-based Justifications

Rationale-based justifications (e.g., describing the positive or negative consequences of en-

gaging in a certain behavior) can nudge users’ disclosure by providing a rationalization for choosing

one option. As such, one would expect that positive rationale-based justifications increase the target

behavior, while negative rationale-based justifications decrease it.

Moreover, rationale-based justifications might constitute an injunctive social norm that

provides either an endorsement or caution about the target behavior. According to Cialdini et al.

[80], this justification can reduce the mindless compliance that framing and defaults induce provided

that it has sufficient salience.

On the contrary, these justifications can serve as rationalization for users (e.g., the app might

be good if others also use it) in the sense of Langer et al.’s [182] work on mindless compliance. In this

case, users would not mentally process the rationale-based justifications, which would simply increase

their tendency to comply with the request. Given these competing assumptions, I hypothesize that:

H4: Rationale-based justifications moderate the effect that framing and defaults have on

mindless compliance; that is, a rationale-based justification can strengthen or weaken the effect that

framing and defaults have on mindless compliance.

Langer et al. [182] conducted their study with in-person conversations; however, the liter-
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Figure 3.1: Research Model for the Moderating Effects of Justifications on Mindless Compliance
Induced by Framing and Default Privacy Settings
Model

ature does not show how users in a tagging application—or any online scenario—would perceive a

similar request as the ones they asked. Moreover, Langer et al.’s [182] experimental scenario (asking

for permission to cut in line) does not have a natural complement in terms of default or framing.

Their request compares to a positively framed accept-by-default scenario; a negatively framed sce-

nario would be similar to asking for permission not to cut in line (i.e., ”Excuse me, may I not use

Xerox machine?”—a rather uncommon request). On the contrary, privacy decision making scenarios

commonly use negative framing. Research suggests that users perceive negatively framed and/or

reject-by-default decisions as expressing the requester’s negative opinion about the target behavior;

therefore, users can perceive them as requests not to engage in the target behavior [213, 271]. In this

case, extrapolating Langer et al.’s [182] findings, one would expect that rationale-based justifica-

tions can further exacerbate the negative default and/or framing effect as well (i.e., further reducing

disclosure).

Finally, whereas Langer et al. [182] compared a plausible justification against a placebic

justification, I opt to compare a plausible justification with a positive valence (arguing the reasons

for the action) against a similar justification with a negative valence (arguing the reasons against

the action). If people truly do not process the justification as Langer et al.’s theory suggests, then
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my comparison may work just as well, but researchers have not tested it until now.

Figure 3.1 summarizes the experimental model. In section 3.2, I discuss the experimental

environment and how I operationalized the research questions.

3.2 Method

To investigate the privacy-related compliance with framing and defaults and the potential

moderating effect that justifications have on this compliance, I conducted an elaborate experiment in

the context of a self-developed Facebook photo-tagging application. Given the popularity of photo

sharing on Facebook, with this study design, I could simulate a realistic privacy scenario that people

with a broad range of socio-demographic characteristics could relate to.

3.2.1 Participants

I recruited 50 participants for a pilot study and 1084 participants for the actual study

through online platforms. Participants were paid US$1.30 for their participation. The designed

platform required users to have an active Facebook account with at least ten friends to participate

in the study. On average, the participants had 427 Facebook friends.

3.2.2 Experimental Setup

3.2.2.1 Pre-questionnaire

I told participants that our team was developing a Face-detection algorithm for a Facebook

application that can automatically tag people in photos. I first asked them questions about their

Facebook usage such as the time they spent on Facebook and how frequently they used it. I then

redirected them to a page where the app asked them to log in to Facebook and use the application.

3.2.2.2 Facebook Application

I asked participants to log in to their Facebook account by giving basic profile and friend list

permissions to the app. In the app, as a first task, I asked participants to test the readability of a note

that said: ”This is a free application being developed by university researchers that can automatically

tag the users or users’ friends with high accuracy. Should the app make a mistake, users can still
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Figure 3.2: The ”Training” Phase

remove the tags.”. A short survey asked comprehension questions about this explanation, and I asked

anyone who did not answer the questions correctly to read the note again. With this procedure, I

could make sure that every user understood the benefits and consequences of using the application

in order to make the eventual decision’s value proposition (see below) unambiguously clear and equal

for all participants.

Participants then entered the study’s ”training” where they tagged the people in four

researcher-provided photos based on a key I provided to them on the screen. Figure 3.2 shows

the first training page.

After four training pages, participants entered the study’s ”correction” phase. In this phase,

the app displayed photos that the algorithm had ostensibly tagged and asked participants to correct

any mistakes. I made sure that participants would have to make no corrections at all: all the tags

in these photos were correct. This phase demonstrated to participants the algorithm’s reliability so

that they would not have to be worried about algorithmic accuracy in their subsequent decision.

Next, participants entered the study’s ”decision” phase where the app told them: ”Before

we continue with the final part of the study, we want to give you the opportunity to actually use

our app. Please choose from the options below. Note that whatever you choose will not affect

your compensation.”. At this point, I presented participants with the opportunity to use the auto-
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tagging procedure themselves—a question that was manipulated in terms of default, framing, and

justification (see Section 3.2). As the dependent variable, I measured the outcome of the tagging

decision (tagging vs. no tagging).

In the pilot study, I provided participants with the opportunity to tag themselves in all their

friends’ photos and to tag their all their friends in all their own photos. However, no one (out of 50)

chose to tag themselves or their friends regardless of the default, framing, or justification message:

arguably, they perceived the risk associated with this tagging feature as too high. While their choice

meant that I could not collect useful data, it also demonstrated that they made active, deliberate

decisions (i.e., all participants in the tag-by-default conditions purposefully acted to change this

setting) and that I used a believable experimental setup (if participants had thought that this app

was fake, they would have likely been less careful in their decision practices).

To reduce the overall risk of the scenario in the main study, I subsequently reduced the scope

of the auto-tagging procedure. Specifically, I added a question in the pre-questionnaire that asked

participants to enter the names of three Facebook friends that they regularly interact with. The

”decision” phase would then involve a separate page for each friend, which would state that I had

”identified” various previously unseen photos that featured the participant together with that friend

(in reality, I used a random number between five and 15), and offered participants to tag themselves

and/or tag their friend in those particular photos (see Figure 3.3). After interviewing five graduate

students about this new decision scenario, I concluded that this procedure would decrease the overall

risk and increase users’ tendency to accept the tagging.

Finally, I debriefed participants about the experiment’s purpose and that the auto-tagger

had not in fact tagged any of their photos. Figure 3.4 summarizes the experimental setup.

3.2.2.3 Manipulations

I followed a 2 x 2 x 5 between-subjects design, and randomly assigned participants to one

of the conditions. Like most existing studies on defaults and framing, I combined a default setting

manipulation (accept versus reject) with a framing manipulation (positive versus negative). I show

this 2 x 2 design in Table 3.1. I also added a ”justification” manipulation with two rationale-

based justifications (one with a positive valence and one with a negative valence), two normative

justifications (likewise, one positive and one negative), and a condition without any justification.

As such, one can see the justification manipulation as an interaction between ”justification type”
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Figure 3.3: An Example Experimental Condition (Accept by Default, Positive Framing, Negative
Rationale-based Justification) in the ”Decision” Phase

Figure 3.4: An Overview of the Experimental Setup

(none, rationale-based, normative) and ”justification valence” (positive, negative) where the ”none”

baseline condition has no valence.

The descriptive social norm justification indicates that either a small minority (i.e., 3%) or

a large majority (i.e., 97%) of all other participants chose to use the automated tagging procedure.

To operationalize the rationale-based justification, I conducted a focus group with five graduate

students in which I discussed the potential messages to use so that others would infer whether they

”ought to” use the application or not. I concluded that talking about tagging’s positive aspects
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Presentation Default Framing
� Automatically tag me in those photos. Accept Positive
� Automatically tag me in those photos. Reject Positive
� Do NOT automatically tag me in those photos. Reject Negative
� Do NOT automatically tag me in those photos. Accept Negative

Table 3.1: The framing and default conditions

(”tagging may increase your social bond”) would elicit a positive rationale, while talking about

negative aspects (”the tagged photos could be embarrassing”) would elicit a negative rationale.

Figure 3.3 shows an example scenario with a positive framing, a positive default, and a positive

rationale-based justification. In total, I used the following manipulations:

Default (see Table 3.1):

1. Accept (tag) by default

2. Reject (do not tag) by default

Framing (see Table 3.1):

1. Positive (”automatically tag my friends in my photos”)

2. Negative (”do NOT automatically tag my friends in my photos”)

Justification:

1. Negative descriptive social norm-based (”normative”) justification

• ”(Note: 3% of our study participants chose to tag themselves or their friends)”

2. Positive normative justification

• ”(Note: 97% of our study participants chose to tag themselves or their friends)”

3. Negative rationale-based justification

• ”(Note: auto-tagged photos will show up on the Facebook walls of the tagged friends

where their friends can see them. Beware that they may not want others (parents, boss)

to see some of these photos, because they could be embarrassing!)”

4. Positive rationale-based justification
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• ”(Note: auto-tagged photos will show up on the Facebook walls of the tagged friends,

where their friends can see them. This will strengthen your friendship and let your friends

relive the good times they had with you!)”

5. None

3.2.3 Dependent Variable: Tagging Rate

I recorded the participants’ decision to tag or not to tag themselves (or their friends) as the

dependent variable. In the analysis, I refer to this variable as the ”tagging rate”. A higher tagging

rate in a positive framing or default condition and a lower tagging rate in a negative framing or

default condition indicate more mindless compliance. In these instances, people are more likely to

simply follow the apparent cues rather than engaging in elaborate thought.

3.3 Results

On average, the participants were 39 years old and checked their Facebook once a day. They

spent more than 30 minutes and less than one hour on Facebook in each session. Each participant

in the study made six yes/no decisions: for each of the three listed friends, they indicated whether

they allowed the auto-tagger to tag their friend in their photos and whether they allowed it to

tag themselves in their friend’s photos. I conducted the analysis using a maximum likelihood and

weighted least square mean and variance estimator in Mplus V 7.4. I used a generalized linear mixed

effects model for the analysis: a multilevel logistic regression with a random intercept to account for

repeated measurements per participant. Furthermore, I studied the decision to allow or prevent the

auto-tagger (i.e., the tagging rate) as the dependent variable and the default, framing, and different

justifications as the independent variables. In my analyses, I considered justification as an interaction

between ”justification type” (none, rationale based, normative) and ”justification valence” (positive,

negative) with no distinction in valence in the baseline (no justification) condition.

3.3.0.1 Main Effects of Defaults and Framing

I first analyzed the framing and default effects regardless of other manipulations. Table 3.2

shows the outcome of the analysis with centered framing and default effects. In line with previous

work, I found that framing had a significant main effect; the model estimated participants to have
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Presentation Odds ratio p-value (two-tailed test)
Intercept 0.428
Default (tag vs. do not tag) 2.436 < 0.001
Framing (pos. vs. neg.) 1.967 < 0.001
Default x framing 1.023 0.929
Note: n = 1084, intercept = overall odds.

Table 3.2: The main and interaction effects of framing and defaults.

1.967 times higher odds to allow the auto-tagger to tag the identified photos in the positive framing

condition than in the negative framing condition (p < 0.001). Thus, H1 was supported.

Figure 3.5: The Main Effects of Defaults and Framing on Participants’ Tagging Rate

Likewise, I found that defaults had a significant main effect: participants had 2.436 times

higher odds to allow the auto-tagger to tag the identified photos in the accept-by-default condition

than in the reject-by-default condition (p < 0.001). Hence, I also found support for H2.

Finally, in line with previous work, there was no interaction effect between defaults and
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framing (p = 0.929). Figure 3.5 displays the framing and default effects and that their effects were

additive (no interaction effect).

3.3.1 Justifications as a Moderator

To investigate H3 and H4, I tested whether normative and/or rationale-based justifications

significantly moderated the effect of framing and/or default-induced compliances. To this end, I ran

separate factorial models for framing and defaults. I present the results below.

Figure 3.6: A Plot of the Tagging Rates Split by Framing and Justification (Type and Valence)
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Odds ratio p-value
Intercept 0.541
Justification type (vs. none)
Normative 0.812 .265
Rationale based 0.747 .128
Justification type x valence
Normative 1.382 .093
Rationale based 1.180 .429
Framing 1.561 .166
Framing x justification type
Normative 1.459 .312
Rationale based 1.075 .851
Framing x justification type x valence
Normative 1.636 .202
Rationale based 0.823 .642

Table 3.3: The Outcomes of of the Multilevel Logistic Regression with Random Intercept Testing
the Effect of Framing and Justifications on Participants’ Tagging Rate (Note: n = 1084, intercept
is overall odds in the no-justification condition; p-value denotes two-tailed significance)

3.3.1.1 Justifications as a Moderator of Framing Effects

I first ran a factorial model with framing, justification type, and valence. I centered framing

and justification valence but dummy-coded justification type with ”none” as its baseline. Table

3.3 shows the outcome of this analysis, and Figure 3.6 depicts the results. Note that justification

valence had no main effect or two-way interaction with framing because the baseline condition (no

justification) had no valence. Hence, justification valence only makes sense as an interaction with

justification type. I first ruled out any main effects of justifications. Table 3.3 shows that neither the

normative justifications (p = 0.265) nor the rationale-based justifications (p = 0.128) had a main

effect on participants’ tagging rate. Furthermore, positive and negative normative justifications were

not significantly different (p = 0.093), nor were positive and negative rationale-based justifications

(p = 0.429).

I then considered whether the justifications moderated the framing effect. In the ”no justifi-

cation” condition, framing did not have a significant overall effect (p = 0.166). I found no significant

overall interaction between framing and justification type (p = 0.312 and p = 0.851) or between

framing, justification type, and valence (p = 0.202 and p = 0.642). Hence, in contrast to H3 and

H4, I found normative and rationale-based justifications did not moderate the framing effect.

Notably, when combined with a positively framed request, the results showed that par-

ticipants had 1.335 times higher odds to allow the auto-tagger to tag the identified photos with
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Odds ratio p-value
Intercept 0.550
Justification type (vs. none)
Normative 0.779 .177
Rationale based 0.706 .067
Justification type x valence
Normative 1.446 .055
Rationale based 1.202 .376
Default (tag vs. do not tag) 1.162 .635
Justification type x default
Normative 2.119 .043
Rationale based 2.780 .007
Default x justification type x valence
Normative 0.983 .967
Rationale based 0.789 .571

Table 3.4: The Outcomes of the Multilevel Logistic Regression with Random Intercept Testing the
Effect of Defaults and Justifications on Participants’ Tagging Rate

the positive normative justification compared to the negative normative justification (p = 0.027),

whereas the results showed more or less equal odds for the negatively framed request (p = 0.814,

see Figure 3.6).

3.3.1.2 Justifications as a Moderator of Default Effects

To investigate the effect that justifications and valences had on default-induced compliance,

I ran a similar factorial model with defaults, justification type, and valence. Table 3.3 shows the

outcome of this analysis, and Figure 3.7 depicts the results.

The results showed that justification type and its interaction with valence had the same

main effect as in the previous model, so I do not reiterate the discussion at this point.

In the ”no justification” condition, the results suggest that participants had 1.162 times

higher odds to allow the auto-tagger to tag the identified photos in the accept-by-default condition

than in the reject-by-default condition. However, this effect was not significant (p = 0.635). Figure

3.7 suggests that the default effect was stronger alongside a justification. Particularly, compared

to the no-justification condition, default had a 2.119 times stronger effect alongside a normative

justification (p = 0.043) and a 2.780 times stronger effect alongside a rationale-based justification

(p = 0.007). Interestingly, I found no three-way interaction between defaults, justification type, and

valence (p = 0.967 and p = 0.571), which suggests that justifications had a default-exacerbating effect

regardless of their valence. Indeed, Figure 3.7 shows that the default effect was more pronounced
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Figure 3.7: A Plot of the Tagging Rates Split by Default and Justification (Type and Valence)

alongside both positive and negative normative and rationale-based justifications. Thus, H3 and H4

were partially supported.

3.4 Discussion

In this chapter, I investigate the moderating effect that justifications have on framing and

default induced mindless compliance in the context of privacy decision making. To this end, I

developed a realistic scenario in which I introduced normative and rationale-based justifications to

different framing and default scenarios. I then tested the moderating effect that these justifications

had in a 2 x 2 x 5 between-subjects experimental setting and summarize the results in Figure 3.8.

Regarding the main effects, I replicated the existence of framing (H1) and default (H2) effects

41



Figure 3.8: Summary of the Findings

in the photo-tagging context on Facebook. Companies commonly leverage these effects to nudge

users to comply with their privacy requirements. In line with existing research, I found that positive

framing led to higher tagging rates than negative framing. Similarly, I found that accept-by-default

settings led to higher tagging rates than reject-by-default settings. In contrast to previous work, I

conducted the experiment in a realistic environment. Hence, I confirm corporate assumptions that

default and framing effects do not occur only in studies with unmotivated participants: these effects

transfer to scenarios with perceivable real-world consequences. Indeed, the remarkable results from

the pilot study suggest that participants definitely paid attention.

The prevalence and pervasiveness of framing and default effects in this study suggest that

users do not purely determine their preferences a priori but that they construct them (at least to

some extent) in a given situation [44]. Since default and framing effects can induce compliance,

online applications can use them to strongly and significantly nudge users to choose certain settings.

Indeed, Figure 3.5 shows that compliance in this study rose from 19 percent in the negative defaults,

negative framing condition to 49 percent in the positive default, positive framing condition.

Regarding the main effects of the newly introduced justification, neither normative justifi-

cations nor rationale-based justifications yielded a significant main effect on the tagging decision.
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This study examined the moderating effect that normative and rationale-based justifications had on

the compliance-inducing framing and defaults (H3 and H4). Normative justifications did not signif-

icantly moderate the compliance-inducing effect of framing (p = .325). However, Figure 3.6 shows

a notable difference between the positive and negative normative justification for positive framing

(p = 0.027) but not for negative framing (p = 0.814).

Previous work explains the framing effect as an injunctive social norm [213, 271], and Cialdini

et al. [80] argue that a sufficiently salient descriptive norm can override such an injunctive norm

and, thereby, cause a herding effect [26, 137]. While my results did not show that the descriptive

normative justification overrode the injunctive norm of framing, they suggest a herding effect when

both the framing and descriptive norm were positive. This finding suggests that participants did not

see framing as an injunctive norm but rather as a vantage point from which to consider the descriptive

norm. In this case, a herding effect may require congruence between framing and descriptive norm.

The latter argument would suggest that a negative normative justification might also de-

crease the tagging rates when the framing is negative. However, Figure 3.6 shows that the negative

normative justification did not further reduce the tagging rate in the negative framing condition pos-

sibly because I presented the normative justification as a lack of support for using the auto-tagger

(”3% of others use the system”) rather than as support for not using the auto-tagger (i.e., ”97% of

others do not use the system”). Arguably, the latter could have triggered the herding effect in the

negatively framed conditions. Future studies can implement this alternative justification message to

test whether the herding effect still occurs when the justification addresses what the majority does.

Whereas neither of the justifications significantly moderated the framing effect, I found that

normative and rationale-based justifications moderated the default effect. As Figure 3.7 shows, the

justifications increased the likelihood that a user would comply with the default setting. Notably,

while valence had a small effect for the normative justification (p =.055), rationale-based justification

had an effect regardless of the valence and even when the justification was incongruent with the

default setting. This finding concurs with Langer et al.’s finding [182] that, for small favors, people

do not process the justification but rather accept it at face value.

This study extends Langer et al.’s [182] work in three ways. First, it shows that their findings

extend to an online environment. Second, while Langer et al. compared plausible and placebic

justifications, this study found that even justifications that were incongruent with a request increase

compliance with it. Third, while Langer et al. [182] did not consider manipulating the default and
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framing of the request (the request in their study can be considered a positively framed accept-by-

default request), this study shows that a rationale-based justification increased the likelihood that

participants would comply with the default option whether that be a positive default or a negative

default. The fact that the overall effect of rationale-based justifications and the interaction effect

between these justifications and valence were not significant (p =.376, p =.571) supports this claim:

rationale-based justifications did not have an effect other than to exacerbate the default effect.

Overall, this study shows that rationale-based justifications can indeed moderate the mind-

less compliance that defaults induce. However, rather than motivating people to think and, thereby,

overcome the default effect, rationale-based justifications are instead used as a means to save cog-

nitive effort: people seem not to process these justifications and instead assume that they sup-

port the default option. As such, the rationale-based justifications increased rather than decreased

default-induced compliance. Similarly, the results suggest that normative justifications exacerbate

default-induced compliance as well. The additionally marginally significant effects of the valence of

normative justifications indicate that people may process their meaning to some extent but not to

the extent that they reduce (let alone overcome) default-induced mindless compliance.

Policy makers who require organizations to seek informed consent for their data-collection

practices may find value in this result. The results show that, rather than reducing existing biases,

informing users with justifications actually exacerbates their mindless compliance and, thereby,

endangers their privacy. Furthermore, companies should be careful when implementing warning

messages. If users mistake a warning message for a justification, it could nudge them towards

mindless compliance rather than a cautious choice.

3.5 Limitations and Future Work

One must consider the contributions of this study in the light of its limitations, which also

provide a basis for future research. First, we cannot generalize these findings beyond Facebook ap-

plications and the U.S. population. Bélanger and Crossler [41] criticize information privacy research

for heavily depending on U.S.-centric student samples. While this study partly acknowledged this

criticism by recruiting from a nationwide, non-student sample, it was restricted to a U.S.-based

sample. The universality of default and framing effects suggests that we can generalize the results

to other populations, but we need future work to provide conclusive evidence about the results’
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robustness.

Likewise, considering that privacy decisions depend on the situation [186], we need to ac-

knowledge that, in this study’s baseline condition, only approximately 25 percent of participants

opted in to using the auto-tagger, and over 50 percent of participants opted out. In combination

with the pre-test results (where everybody opted not to use the auto-tagger), this finding suggest

that participants were rather skeptical about the app’s proposition to begin with. However, the

effects occurred despite this fact, and situations with lower privacy stakes would not likely have

exacerbated them.

In addition, since I conducted the study on Facebook, some users may have assumed that

Facebook moderates apps for safety reasons. Consequently, their trust in the app might correlate

with their trust in the platform. Future work should examine if users presume providers to exert

moderating control and whether such an effect can influence trust and disclosure.

Furthermore, I suggest future studies to consider additional variables. To test for justifica-

tions’ general efficacy, future research must include a neutral default and framing condition (e.g.,

by asking users to write ”yes” or ”no” if they want to participate or not) to ultimately assess jus-

tifications’ main effects. In a similar vein, future work can also consider the opposite normative

justifications (xx% of others do not use the system) to test if it would cause a herding effect toward

the negatively framed option.

Finally, this study was conducted in a static environment. To analyze whether framing and

default effects dissipate over time, future research could apply a longitudinal approach with repeated

decisions.

3.6 Conclusion

According to Venturini and Rogers [308], the Cambridge Analytica scandal had at least one

merit: it generated significant discussion around people’s expectations about how organizations use

social media data. The scandal also pushed Facebook’s executives to explore how they can prevent

parties from misusing data that social media platforms collect [308]. Although Facebook claims

that it collects data based on users’ own choices, individuals who used the app in the Cambridge

Analytica case essentially gave mindless consent by default [266] rather than by actively opting in

to its data-collection practices.
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Users care about protecting their individual privacy [323]. Framing and default biases

threaten individuals’ privacy by subconsciously nudging them to comply with disclosure requests

and, thus, disclose private information they may not actually want to share. To test the effect that

justifications had on framing- and default-induced compliance, I set up an experiment that offered

users the ability to give up some collective privacy (identifying oneself or friends in a photo) in return

for gratification (creating a shared social experience around these photos). The justifications did

not affect the framing-induced mindless compliances and, far from reducing default-induced mindless

compliance, the rationale-based justifications further increased the default effects.

These findings provide considerable contributions to human decision-making research and

the research on defaults, framing, and justifications in particular. Importantly, this work demon-

strates that framing and default effects persist in realistic decision scenarios. Moreover, the decision

scenario in this study moves work on defaults and framing to the essential domain of social privacy

and particularly to collective privacy management [143]. Tagging oneself in one’s friends’ photos

includes those photos on one’s timeline, makes them more easily accessible to one’s friends, and

establishes a relationship between oneself and the friends who posted the photos. Likewise, tagging

one’s friends in one’s own photos will associate oneself with that friend and make oneself accessible

to all friends of the tagged friends. The interdependent nature of privacy management regarding

tagged photos means that both users’ personal preferences and the social norms that they perceive

the individuals whom their decisions affect to have (i.e., their friends) likely influence their privacy

decisions about tagging.

Likewise, this work expands on previous work about various types of justifications. Re-

garding rationale-based justifications, this research expand Langer et al.’s [182] work on ”mindless

compliance” by demonstrating that even a rationale-based justification that is incongruent with a

request can induce compliance with it arguably because people forego processing the justification

and instead simply assume that any justification will support the default. In addition, Langer et

al.’s [182] findings do not only hold up for a positive default but also apply to a negative default.

Regarding normative justifications, this work showed that the anticipated herding effect [26]

only in the positive framing condition, which suggests that herding requires a congruent framing to

be effective. However, this effect was only marginally statistically significant and cannot confirm

Cialdini et al.’s [80] general theory that a sufficiently salient descriptive social norm overrides an

injunctive social norm.
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These findings point towards the dangers of using justifications in combination with estab-

lished biases that may induce users to make heuristic decisions. The results show that justifications

do not eliminate these heuristic influences but may, at times, even exacerbate them. Policy mak-

ers must carefully consider these findings when requiring platform managers to justify their data-

collection practices lest they accidentally urge users to disclose their personal information against

their will. Also, the results serve to warn users to mind these effects when making privacy decisions.

Furthermore, Bélanger and Crossler [41] call for more IS research on design and action.

Hirschheim [132] discusses the need for theoretical work to develop practical solutions that directly

pertain to problems in industry. This experiment was a design and action study in which I designed

an environment and empowered users when making a privacy decision by introducing interventions

to reduce mindless compliance. The fact that the interventions had an opposite effect evidences

that such design and action research serves an extremely important role for society. This work also

closely ties to industry since it was conducted on Facebook, the world’s most popular social media

platform, and examined a significant issue it and many other organizations face (i.e., privacy).

Overall, this chapter showcases that privacy decisions are not necessarily a byproduct of a

rational process. This chapter showed that framing and default manipulations could induce compli-

ance. Participants’ lack of attention to the justification messages further supports this finding, that

this compliance is not a result of effort expenditure. While negative justifications should rationally

reduce disclosure, they indeed exacerbated the default effect. Researchers need to adopt a heuristic

framework even when operationalizing cognitive manipulations, as users’ decisions may be partially

”mindless”.
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Chapter 4

Older Adults Care About Their

Privacy

While past research has highlighted age-related differences in privacy awareness, concerns,

and protective behaviors, none of these studies have examined differences in the privacy decision-

making processes of older and younger adults. Understanding how age is related to decision-making

processes, rather than privacy attitudes and outcomes, can help us better understand the choices

younger and older adults make regarding their privacy and the factors that must be considered

when designing technologies to assist with their privacy decision-making. The study presented in

this chapter is one of the first empirical attempts to investigate differences in the mechanisms by

which older and younger adults make privacy decisions—the decision process that leads them to

either disclose their data or withhold it from disclosure. As such, this chapter contributes to the

literature by studying age differences in the privacy decision-making process rather than merely

focusing on the decision outcomes. To this end, I address the following high-level research questions:

RQ1: Do older adults disclose more personal information online than younger adults?

RQ2: Do older adults differ from young adults in terms of how they make decisions to

disclose personal information online?

To answer these research questions, I adopt a dual-route privacy framework. In chapter

2, I discussed the importance of integrating rational and heuristic frameworks. In this chapter, I
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present a study in which I designed an experiment with respect to two opposing privacy decision-

making frameworks (i.e., privacy calculus [161, 93, 176, 94] and heuristic decision-making [6, 313]). I

integrated these two frameworks into a cohesive theoretical model to understand how these constructs

influenced older and younger adults’ disclosure decisions.

To that, I recruited 94 participants to take part in a web-based user study. The recruitment

criteria was based on two different age groups—younger adults (ages 18-22) and older adults (65+)—

to compare differences between these two groups. First, I presented a fictitious financial planning

app (i.e., “CreditPush”) to the participants. I described CreditPush as a financial app, which

generates recommendations to help users improve their credit score and financial situation. Second,

I asked participants to disclose various types of personal information (e.g., bank account balances,

annual income, credit score) to use the app. I then asked participants to self-report on privacy-

related constructs, including perceived app trust, sensitivity of the data, and benefits of disclosure.

I then did a more in-depth analysis on this model based on age group to understand differences

between younger adults and older adults in terms of their unique decision-making processes. To test

the model, I conducted path analyses to examine the direct effects of the model constructs on the

decision to disclose personal information to the app, as well as the moderating effects of age on this

decision-making process.

Overall, the sensitivity of the data was significantly and negatively associated with disclosure

regardless of age group. App trust was negatively associated with sensitivity of the data and posi-

tively associated with benefits of disclosure. I found that older adults did not disclose a significantly

different amount of information to the app compared to younger adults (RQ1), but significant dif-

ferences emerged between younger and older adults in the decision-making process underlying their

disclosure decisions (RQ2). Particularly, I found that:

• Older adults were less likely than younger adults to allow their trust in the app to influence

their opinion of the sensitivity of data being shared.

• Older adults were more likely than younger adults to disclose information when they perceived

greater benefits of disclosure.

The results suggest that older adults demonstrate a more rationally-driven privacy calculus

of weighing the benefits versus the risks of disclosure, while younger adults rely more heavily on

heuristic decision-making driven by app trust. The overall contribution of this study is to illus-
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trate the sources of age-related differences and translate them into design implications that foster

correspondence between users’ privacy decision-making processes and the characteristics of the tech-

nology.

4.1 Theoretical Framework

In the sections below, I introduce my research framework, which integrates the theory of

privacy calculus (i.e., benefits and costs) with more heuristic processes (i.e., app trust) to understand

users’ information disclosure decisions.

4.1.1 Dependent Variable: Information Disclosure

Information disclosure is a commonly studied outcome variable within privacy research [332,

204, 94, 333, 17, 226] as users’ privacy decisions typically involve choosing to withhold or disclose

one or more types of personal information. Examples of information disclosure behaviors studied

in past privacy research have ranged from whether to share one’s financial information to complete

an e-commerce transaction [93, 94], one’s health data to benefit from a health-app [136] or online

health communities [337], one’s location to leverage location-based services [332], or one’s personal

information to use social networking sites [176].

Disclosing personal information may be advantageous for users, as it gives them access to

better or more personalized services that leverage this data [332]. For example, while users might

be able to browse an e-map in private mode, they must disclose their location to be able to use

GPS features. Likewise, in a messaging app users can manually enter the recipient’s email or phone

number, but giving the app access to the user’s contacts enables them to select an existing entry,

thereby avoiding the hassle of having to type it themselves. The rewards of disclosure, however,

come at the cost of diminished privacy: users may worry that their safety could be compromised

if their location data is hacked, or they might fear that the messaging app might use their contact

list for promotional activities. Users thus have to decide whether to disclose their information and

obtain some gratification or to withhold from disclosure and maintain their privacy. In this study,

I treat the decision to disclosure personal information to a fictitious financial planning app as the

outcome variable of interest.
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4.1.2 Privacy Calculus: Perceived Benefits vs. Costs of Disclosure

As outlined in chapter 2, privacy calculus is a well-studied framework for studying the

trade-off between the benefits and costs of the disclosure [185]. However, studies have used different

approaches to operationalize these antecedents. In this study, I examined the benefits of disclosure by

first asking participants to disclose or withhold several pieces of information to a fictitious financial

app. Each of these disclosure decisions involves a trade-off between the rewards and the costs of

disclosure. To assess the benefits of disclosure, I asked participants to rate how much they felt the

information requested would improve the quality of recommendations provided by the app. There is

a large body of literature exploring the trade-offs between privacy and personalization [331]. In this

study, the quality of the recommendation served as a form of personalization [332], thus a potential

benefit of disclosure when using a financial planning app.

To assess costs associated with disclosure, I measured perceived data sensitivity. Perceived

data sensitivity has been associated with heightened disclosure risks [193], privacy concerns [329], and

fewer information disclosures [204] in previous literature. Based on the privacy calculus framework

and the aforementioned operationalizations of costs and benefits, I pose the following hypotheses:

H1: Perceived quality of recommendation will be positively associated with information dis-

closure.

H2: Perceived sensitivity of data will be negatively associated with information disclosure.

4.1.3 App Trust as a Heuristic for Disclosure

A heuristic is a strategic or mental shortcut that often involves considering some informa-

tion and discarding others when making a decision [141]. Some scholars study trust as a heuristic

[339, 189, 322]. Lewicki et al. [189], for example, present trust as an “affect heuristic” that shapes

judgements especially for some decision makers who rely on this heuristic and ignore other infor-

mation when making a decision. Therefore, a heuristic view of trust suggests that high trust may

streamline the disclosure decision making process [265]. While most studies in the field do not con-

ceptualize trust as a heuristic, trust has been commonly used as an antecedent in studies that use

the privacy calculus framework [67, 84]. Xu et al. [332], for example, showed that users who have

more trust in a service provider also have lower perceived levels of privacy risks and are more willing

to disclose information to that service provider. Gong et al. [118] studied people’s attitudes towards
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online health services. They not only showed that users with high trust have lower risk perceptions,

but they also found that highly trusting users perceive higher levels of benefit. I use a 4-item con-

struct to measure a user’s trust in the app adopted from previous literature [142, 217, 166]. In line

with past findings, I pose the following hypotheses:

H3: App trust will be positively associated with information disclosure.

H4: App trust will be positively associated with perceived quality of recommendation.

H5: App trust will be negatively associated with perceived data sensitivity.

4.1.4 Older Adults vs. Younger Adults and Disclosure

A person’s age may have two distinctive effects on privacy decisions: it can be associated with

higher or lower levels of disclosure (i.e., a main effect on disclosure), or it can influence the process by

which information disclosure will come about (i.e., a moderation of the effects in the privacy calculus

framework). The former effect has been investigated in considerable detail with privacy literature.

In terms of the main effect of age on disclosure, the existing evidence is mixed. Jourard [153] did not

find any significant overall relationships between age and self-disclosure. Little et al. [197], on the

other hand, found an overall U-shaped trend in disclosure levels in which younger (under 35) and

older (above 56) individuals disclose the same amounts of information while individuals from 35 to

55 disclose less information compared to younger and older groups. Meanwhile, other studies have

shown that older adults take fewer privacy protective actions, which lead to more online information

disclosures [272]. Given these mixed findings, I chose to hypothesize that older adults disclose more

personal information online, which makes them more vulnerable to privacy threats. While I do not

subscribe to this deficit-based narrative, it is an uncommon practice to test a null hypothesis of no

differences, and the primary intention is to investigate whether this deficit-based assumption about

older adults holds true. Therefore, H6 corresponds to the RQ1:

H6: Older adults will disclose significantly more information online than younger adults.

Meanwhile, understanding the effect of age on the process by which information disclosure

occurs is a novel contribution of this work. While there are several studies in the information

privacy literature highlighting privacy deficits around how older adults manage their digital privacy,

these studies often build on the premise that older adults are not as technologically skilled or as

privacy-aware as their younger counterparts, and therefore, are more prone to privacy threats. These

studies focus on the relative value of the antecedents of disclosure (e.g., whether older adults have
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lower privacy awareness [272]), while this chapter explicitly studies differences in the impact of these

antecedents on participants’ privacy decisions (e.g., whether privacy awareness has a different impact

on decisions for older than younger adults)—the existence of such differences would indicate that

older adults’ decision mechanisms are different from those of younger adults. This work is one of the

first to examine the moderating effects of age on the privacy calculus and heuristic decision-making

processes of younger versus older adults.

Figure 4.1 summarizes the hypothesized relationships between users’ perceptions of app

trust, sensitivity of the data, quality of the recommendation, and disclosure in the model (H1-H5;

see Sections 4.1–4.1.3). I also test the assumption that older adults disclose more information online

than younger adults (H6/RQ1). However, a key contribution of this work is that I go beyond these

direct effects and examine the moderating effects of age group (i.e., older vs. younger adults) on the

privacy decision-making processes associated with the model constructs (RQ2). Due to the novel

and exploratory nature of this analysis, I chose not to explicitly pose hypotheses for the moderating

effects of age group; rather, I report the relationships that were found in the results.

Privacy Calculus

Sensitivity 
of the Data

DisclosureTrust
H5 (-)

H1 (+)

Quality of 
recommendation

H2 (-)

Age Group (OA)

H6 (+)

H4 (+)

H3 (+)

??? ? ?

Figure 4.1: The hypothesized model and research questions
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4.2 Methods

4.2.1 Study Overview

To address the research questions and test the hypothesized model, I designed an online

study. One of the objectives in this study was to overcome the shortcomings of studies with hy-

pothetical scenarios and obtain ecological validity. Therefore, I developed a realistic yet fictitious

web application called CreditPush: a financial app which purportedly could provide its users with

tips to increase their credit score. After reading the consent form and agreeing to participate in the

study, participants were redirected to the app. The first page of the app had some general informa-

tion about its purpose. In the second and the third page, participants were asked several personal

data-items (See Table 4.1 for a list of data-items) and could choose to disclose or not to disclose

their data. Figure 4.2 presents some screenshots from the app. After interacting with the app,

participants were redirected to a survey where I measured the constructs described in the research

framework (see Figure 4.3).

1 2
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Figure 4.2: Screenshots of the app. In the first page users gain some information about the app, in
the second and third pages they disclose (or withhold) information, and in the last page they receive
some feedback and then proceed to the surveys.
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Interaction with the app Questions about sensitivity, relevance, and trust

Projects Contacts Actions Library Help

Survey Actions Distributions Data & Analysis Reports

Draft VersionAging and Apps

You are currently making edits to this survey. Changes won’t be live until you publish. �

�iQ Score: Fair

Intro 1 Question Block Options�

StayFit 7 Questions Block Options�

Import Questions From... Create a New Question

CredPush Block Options�

Q100
��

�

Recall that the CreditPush app you saw is designed to help you with your financial situations. Please
answer some questions about this application.

CredSen
��

�

How sensitive is each of these information types?

Not at all

Sensitive

Somewhat

Sensitive Sensitive Very Sensitive

Sum of your bank accounts' balances

Annual income

The total amount of debt

Sum of monthly expenses

Number of credit cards you have:

Average credit card balance

How many loans do you have?

The total amount of loans

How much tax did you pay last year

How much tax return did you receive

Your current credit score

For grocery, do you use cash or cards?

CredRel
��

�

How much do you think disclosing information about the questions below can improve CreditPush's
recommendations for your personal financial situation?

Strongly

agree Agree

Somewhat

agree

Neither

agree nor

disagree

Somewhat

disagree Disagree

Strongly

disagree

Sum of your bank accounts' balances

Annual income

The total amount of debt

Sum of monthly expenses

Number of credit cards you have:

Average credit card balance

How many loans do you have?

The total amount of loans

How much tax did you pay last year

How much tax return did you receive

Your current credit score

For grocery, do you use cash or

cards?

CredBen
��

�

You browsed the financial application CreditPush's website. Please answer some questions about this
application.

Strongly

agree Agree

Somewhat

agree

Neither

agree

nor

disagree

Somewhat

disagree Disagree

Strongly

disagree

CreditPush reduces my searching time to

find the proper financial management

resources.
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Figure 4.3: The experimental setup. After interacting with the app, participants were directed to a
survey.

4.2.2 Operationalization of Constructs

4.2.2.1 Dependent Variable: Information Disclosure

Participants were given the opportunity to disclose 12 personal information items to the

app (see Table 4.1 for a full list of these items). Each of these 12 items were relevant to the context

of the app and were chosen after a discussion session with several graduate students. Participants

were told that disclosure was not required, but disclosing any of this information could increase

the recommendation quality offered by the app. Participants were also instructed that if they were

unsure of the exact value of a questionnaire item and they wanted to disclose it, then they could

give their best estimates. Prior to the experiment, I had made it clear that participants’ incentives

were not contingent upon their responses. In addition, participants did not have an incentive to

provide false or misleading information, because such information could adversely influence the app-

generated recommendations and make the recommendations misleading or inaccurate. In cases that

participants were not willing to disclose their data, they could select a ”prefer not to disclose” option.

However, to make sure participants did not consider themselves anonymous, disclosing their email

address to the app was mandatory. Non-anonymity was important because there are minimal risks

associated with disclosing non-identifiable data while being anonymous. I used participants’ decision

to disclose (or withhold) as the dependent variable. Unlike the majority of past studies, which

measure overall intention to disclose data with multiple-scale items, I measured actual disclosure

decisions of the data items as binary variables (coded as 1 for disclosure and 0 for non-disclosure).
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Table 4.1: Descriptive statistics on data-items. Participants were able to disclose or withhold their
data. The overall disclosure percentages are reported in this table. Participants were also asked to
rate the sensitivity level of each data-item, and specify the extent to which they believe disclosing
each data-item would improve the app-generated recommendation quality.

Item Data items requested from users
Disclosure
Percentage
(α = 0.963)

Mean for
Sensitivity
(α = 0.931)

Mean for
Perceived
Improvement in
Recommendation
Quality
(α = 0.933)

1 Sum of your bank accounts’ balances 0.525 2.872 5.223
2 Annual income 0.587 2.648 5.478
3 The total amount of debt 0.737 2.659 5.542
4 Sum of monthly expenses 0.662 2.191 5.500
5 Number of credit cards you have 0.825 1.808 5.202
6 Average credit card balance 0.737 2.382 5.553
7 How many loans do you have? 0.838 2.308 5.468
8 The total amount of loans 0.852 2.531 5.542
9 How much tax did you pay last year 0.602 2.404 4.925
10 How much tax return did you receive 0.691 2.297 4.872
11 Your current credit score 0.617 2.319 5.457
12 For grocery, do you use cash or cards? 0.867 1.361 4.095

4.2.2.2 Independent Variables

Participants were informed that their data would be used to improve app-generated per-

sonalized financial advice, and subsequently I measured the extent to which participants believe

disclosing each of the items could improve the app-generated recommendations on a 1 (Strongly

Disagree) to 7 (Strongly Agree) Likert scale [170]. I also used participants’ subjective perceptions

of data sensitivity as a proxy for costs of disclosure. Participants were asked about the perceived

sensitivity levels of each of the 12 data items on a 4-point Likert scale (Not at all sensitive to very

sensitive) [204]. Similar to how I measured disclosure, I also measured the perceived benefits (i.e.,

quality of recommendation) and costs (i.e., data sensitivity) associated with disclosing each data

item individually.

App trust was another independent variable of the study; since trust is an attribute of the

app rather than individual data items, measuring it on an item-basis is not applicable. I therefore

measured trust of the app using a 4-item construct (e.g. “I believe CreditPush is honest when it

comes to using the information I provide”–see Table 4.2 to check other items) which was validated

in several previous works [142, 217, 166]. Figure 4.3 shows the experimental setup.
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Table 4.2: Trust Items Adopted from Jarvenpaa et al. [142] and Metzger et al. [217]

# Trust Items
1 I believe CreditPush is trustworthy in handling my information.
2 I believe CreditPush tells the truth and fulfills promises related to the information I provide.
3 I believe CreditPush is predictable and consistent regarding the usage of my information.
4 I believe CreditPush is honest when it comes to using the information I provide.

4.2.3 Participant Recruitment

The study sample consisted of older and younger adults. The U.S. Census Bureau and

Centers for Disease Control (CDC) define older adults as individuals with the age equal to or above

65 years old and younger adults as individuals aging between 18 and 34 years old [165, 57]. Following

these guidelines, I recruited participants within that age range. I initially recruited 117 participants;

however, twenty-three participants failed to correctly answer the attention check questions and were

excluded from the analysis. Therefore, the sample consisted of 94 participants, including 34 older

adults (ages 65 - 86, M=73.59 years, SD=4.28 years), and 60 younger adults (ages 18 - 22, M=19.22

years, SD=1.15 years; see Table 4.3). The younger adults were recruited through a university

recruitment system and received extra credit for their participation. The older adults were recruited

through email communication and fliers at local community centers, educational locations (i.e.,

local Osher Lifelong Learning Institutes, college campuses), and retirement communities throughout

the Greenville-Anderson-Mauldin, SC metropolitan area. Older adults received a $30 gift card for

participating.

The older adults sample also passed the Montreal Cognitive Assessment (MoCA) test which

is used for accurately screening mild cognitive impairment, dementia, and normal aging [183, 108].

Research shows that the MoCA test is superior in overall sensitivity for detecting these different

cognitive states than other similar tests such as Mini Mental State Exam (MMSE) [254]. Conse-

quently, none of the older adult participants were diagnosed with a neurological illness, such as

Alzheimer’s disease or stroke. Furthermore, all of the older and younger adult participants had used

computer and internet before and therefore were familiar with such technologies. This is important

since older adults represent a more heterogeneous population compared to younger adults because

their educations, experiences, and health and living conditions are more variable [121, 196]. Lastly,

this study was reviewed by an institutional review board and informed consent was obtained from

all the participants prior to their participation. Participants were debriefed about the purpose of

57



Table 4.3: The sample characteristics.

Older Adults Younger Adults
N 34 60
Gender
– Female
– Male

19
15

52
8

Age
– Mean
– SD

73.588
4.279

19.216
1.151

the study after their participation.

4.2.4 Data Analysis Approach

During the study, participants made 12 disclosure decisions of financial information rele-

vant to improving the quality of the CreditPush app recommendations. I considered this behavior

(whether to disclose or to withhold) as a binary dependent variable. Two of the independent vari-

ables were the elements of privacy calculus: participant’s subjective perceived sensitivity of each

data and their perceived improvement of recommendation quality by disclosing that data. These

two variables were repeatedly measured based on the 12 data points of disclosure asked by the app.

I also measured the extent participants trust the app with a 4-item pre-validated construct. I used

Cronbach’s Alpha to re-confirm trust’s internal consistency. Cronbach’s Alpha being above 0.7 (α

= 0.973) suggests a good internal consistency for the trust construct [82]. Therefore, I calculated its

sum-score and used it in the model. I standardized trust, perceived sensitivity, and perceived recom-

mendation improvement variables for analysis. I also centered age group variable where OAs with

the age of 65 and above were dummy coded as 0.5 and YAs were dummy coded as -0.5. To analyze

the data, I conducted a multilevel logistic regression model with a random intercept to account for

repeated measurements per participant. I first ran a saturated model [190], which included all paths

for two and three-way interaction effects. Then, I trimmed paths that were not significant. Lastly,

among the participants, there were 72 females and 22 male participants. Since the sample was not

gender-balanced I controlled for participants’ gender.
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4.3 Results

The model’s fit indices suggest a good fit. Although the chi-square test shows a significant

misfit of χ2(12) = 24.696, p = 0.016, having a significant chi-square value is not unexpected in

analyses with a relatively large number of records. Scholars used other metrics such as dividing the

chi-square value by the degrees of freedom [295, 165]. That value is below 3, which is an indication

of a good fit (2.058 in this case). Furthermore, the RMSEA of the model has a 90% confidence

interval length of 0.035 and is below the cutoff threshold of 0.05 (RMSEA = 0.031) which is another

indicator of a good fit [71].

4.3.1 The Main Effects of Privacy Calculus: Benefits and Costs of Dis-

closure

I hypothesized that the perceived improvement of the quality of the recommendations (i.e.,

disclosure benefits) would be positively associated with participants’ information disclosure decisions

(H1). However, this hypothesis was not supported. With each one standard deviation increase in

perceived benefits, participants were a mere 2.1% more likely to disclose the information, which was

not statistically significant (p= .791). Yet, there was a significant interaction effect of age group,

which is reported in section 4.3.3.

For H2, I found a significant, negative effect of data sensitivity on disclosure. With each one

standard deviation increase in data sensitivity, participants were 27.1% less likely to disclose their

information to the app (p<.0001). Thus, H2 was supported.

4.3.2 The Main Effects of App Trust

H3 hypothesized that app trust was significantly and positively associated with information

disclosure. However, this hypothesis was not supported. While with each one standard deviation

increase in app trust the odds of disclosure were 17.1% higher, this effect was not significant (p=

.0.107).

H4 and H5 were supported, though: App trust was positively associated with the perceived

improvement in quality of the recommendation and negatively associated with the perceived sensi-

tivity of the data. I found that with each one standard deviation increase in app trust, participants

perceptions of data sensitivity decreased by 0.203 standard deviations (p<.001) and their perceived
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improvement in quality of the recommendation increased by 0.282 standard deviations (p<.001).

4.3.3 The Effects of Age Group

Next, I tested H6, which hypothesized that older adults would disclose significantly more

information to the app than younger adults. I did not find significant differences between younger

and older adults in terms of amount of disclosure (p= .0.438). Thus, H6 was rejected.

Then, I examined the non-hypothesized relationships in the model with respect to age group.

First, I uncovered a significant positive main effect of age group on the perceived sensitivity of the

data: Older adults perceived their data 0.193 standard deviations more sensitive (p = .005) than

younger adults.

Privacy Calculus

Sensitivity 
of the Data

R2 = 0.128

Disclosure
R2 = 0.127

App Trust
R2 = 0.055

- 0.203 ***

0.282  ***

0.190 *

Gender (Male)

- 0.269 ***

0.193 **

- 0.315***

Quality of 
recommendation

R2 = 0.116

ns

Age Group (OA)

0.234 *

0.235 ** ns

ns

Figure 4.4: The path model including all of the significant findings (ns: not significant, * p < .05,
** p < .01, *** p < .001)
Model

I also found two significant moderating effects of age group. First, age group moderated the

relationship between perceived improvement of the quality of the recommendations (i.e., disclosure

benefits) and disclosure. Figure 4.5a graphs this effect. For older adults, there was a positive

correlation between the perceived improvement to the quality of the recommendations, while for

younger adults, this relationship trended in the opposite direction. With each one standard deviation

increase in perceived disclosure benefits, older adults were 20.9% more likely to disclose their data
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Figure 4.5: Age group moderates the effect of benefits of disclosure on disclosure (a) and trust on
perceived data sensitivity (b).

(p= .031) compared to younger adults.

In addition, I found that age group moderates the effect of trust on perceived data sensitivity

(p= .001). Since the main effects of age group and trust on data sensitivity are also significant, all

these effects should be studied together. Figure 4.5b shows that while older adults data sensitivity

is not a function of trust, younger adults heavily rely on trust such that if they trust the app more

they perceive their data being less sensitive.

The negative effect of data sensitivity on disclosure was stronger for older adults than

younger adults; with each one standard deviation increase in perceived data sensitivity, older adults

were 9% less likely to disclose their data than younger adults. However, this effect did not reach

significance (p = .219). Lastly, the effect of trust on perceived improvement in recommendation

quality and on disclosure were also not significantly moderated by the age group (p= .350, p= .708).

Figure 5.3 shows the significant direct and moderating effects of age group. All paths not

drawn in this model were non-significant. The only non-significant paths (shown with dashed lines)

drawn in this model are relationships that were hypothesized in the research framework. Statistically

significant negative associations are drawn in red. Table 4.4 summarizes the findings.
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Table 4.4: A summary of the findings. Odds Ratios (OR) are calculated for the disclosure decisions
where the outcome variable is binomial

Variables b (OR) SE p Hypothesis Tests
DV: Disclosure
Recommendation
Quality (H1)

0.021 (1.021) 0.079 0.791 Not Supported

Data Sensitivity (H2) -0.315 (0.729) 0.076 <0.0001 *** Supported
Trust (H3) 0.158 (1.171) 0.098 0.107 Not Supported
Age Group (Older vs.
Younger Adults — H6)

0.086 (1.089) 0.110 0.438 Not Supported

Age Group X
Recommendation Quality

0.190 (1.209) 0.088 0.031 * -

Age Group X Sensitivity -0.095 (0.909) 0.078 0.219 -
Age Group X Trust -0.048 (0.953) 0.127 0.708 -
Gender (Male vs. Female) 0.048 (1.049) 0.118 0.686 -
DV: Recommendation
Quality
Age Group (Older vs.
Younger Adults)

0.022 0.181 0.902 -

Trust (H4) 0.282 0.055 <0.0001 *** Supported
Age Group X Trust -0.157 0.168 0.350 -
Gender (Male vs. Female) -0.269 0.067 <0.0001 *** -
DV: Data Sensitivity
Age Group (Older vs.
Younger Adults)

0.193 0.068 0.005 ** -

Trust (H5) -0.203 0.058 <0.0001 *** Supported
Age Group X Trust 0.235 0.069 0.001 ** -
Gender (Male vs. Female) -0.087 0.065 0.181 -
DV: Trust
Age Group 0.038 0.111 0.345 -
Gender (Male vs. Female) 0.234 0.110 0.033 * -

4.3.4 The Effects of Gender

While controlling for gender, I found some significant effects. Males trusted the app more

by 0.234 standard deviations than females (p= .034). Overall, males also perceived disclosure 0.269

standard deviations less beneficial than females (p<.001).

4.4 Discussion

4.4.1 Calculus-based vs. Heuristic Privacy Decision-Making Processes

The results show that users employ a hybrid process that integrates heuristics, such as

taking into account the perceived trust in the app, along with making calculated assessments of the
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benefits and costs of disclosure. One important implication of the findings is that such heuristics did

not overshadow the deliberation of privacy calculus, as I did not see a significant main effect of app

trust on disclosure. Instead, heuristics of assessing app trust were antecedents that factored into the

process of weighing the trade-offs associated with disclosure, as opposed to directly informing one’s

disclosure decisions. As such, the model demonstrates why it is imperative to take into account a

hybrid decision-making approach—privacy calculus integrated with heuristic considerations—when

studying privacy disclosures. Neither approach alone would sufficiently capture the decision-making

process of all the participants; the true effects would be obscured or diluted if I only drew on privacy

calculus, or only on heuristic-based privacy decision-making models.

Privacy calculus assumes that people make calculated decisions [185, 83]. Contrary to this

traditional view, research on privacy decision making suggests that decisions are also driven by

heuristics [7]. Therefore, scholars developed frameworks to square the privacy calculus and heuristic

viewpoints and found that both these viewpoints can work together and complement each other in

terms of understanding users’ privacy decisions [311]. Likewise, the results show that both viewpoints

are accurate when considered together. It follows that focusing on an exclusive rational or heuristic

view cannot fully explain the underlying mechanism of privacy decision making.

People make calculated privacy decisions, but they also use heuristics to help them with

this process due to imperfect or incomplete information. I suggest future research to consider taking

this hybrid approach and explore not only the main effects of privacy calculus and heuristics on

disclosure, but interaction effects of theoretically meaningful user characteristics, such as age or

culture. For example, disclosure of information to different audiences could trigger different privacy

decision-making processes. Transactional relationships (e.g., merchant) might elicit more privacy

calculus type evaluations, while intimate trust-based relationships (e.g., partner) might evoke more

of a heuristic approach.

4.4.2 The Privacy Calculus of Older Adults

In this study, the goal was to study the extent to which older adults differ from young adults

in terms of how they make decisions to disclose personal information. By doing this, I employ a

strength-based approach of examining the positive characteristics of older adults and their privacy

decision-making processes. Contrary to the deficit-based narrative in the literature for older adults,

when it comes to managing their digital privacy, I found that older adults made informed privacy
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decisions based on the benefits and costs associated with disclosure. The privacy calculus process

was actually more pronounced for older adults compared to younger adults, such that their disclosure

decisions were not only based on data sensitivity, but also on anticipated benefits of disclosure.

This finding is in line with the psychological literature that suggests that older adults are

more likely to think about long-term outcomes and be goal driven compared to younger adults [327,

88, 220]. Worthy et al. [327] suggests that older adults have a model-based way of thinking and are

more goal-driven than younger adults. In a model-based system, individuals create a cognitive model

of the environment. They are concerned with the way different states of the world are connected

to each other [88, 98], think about long-term outcomes [88], and are goal-driven [220]. Gläscher et

al.[116] compare the model-based system with the game of chess in which the player seeks future

states (or moves) and evaluates the rewards associated with them. Although model-based decision

making is more computational demanding and effortful, it is also more flexible and can be easier

adjusted to the environment [102]. On the other hand, in a model-free system subjects do not

simulate a cognitive model of the environment; past experiences and outcomes in one’s environment

are relied upon less, and heuristics are more likely to govern decisions. Therefore, predictions of

future reward outcomes are less pronounced. This model-free way of thinking seemed to be more

characteristic of younger adults, which I will discuss next.

4.4.3 The Heuristic of Trust for Younger Adults

The two significant moderating effects of age group shown in Figure 4.5a and 4.5b paint an

interesting picture for younger adults. First, younger adults did not seem to weigh the perceived

benefits of disclosure (i.e., improved quality of recommendations) in their decision to disclose infor-

mation to the app. In fact, the trend in Figure 4.5a for younger adults was negative, which from

a privacy calculus perspective would appear counter-intuitive. This finding suggests that younger

adults may not value sharing more information for the purpose of personalizing financial recom-

mendations to improve their credit score. A potential explanation for this outcome may be that

younger adults have a relatively low financial literacy and are less attuned to their finances than

older adults, as they are just starting to build their credit history [89, 52]. Therefore, impersonal

recommendations may have seemed as useful to these participants as ones that were personalized to

their financial situations.

In Figure 4.5b, I also see how younger adults rely heavily on the heuristic of app trust when
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evaluating the perceived sensitivity of the data being shared with the app.

From a heuristic perspective, it is plausible to argue that trusting the app will make younger

adults feel safer and perceive less threat. Research shows that trust can function as a cognitive

heuristic and guide individuals’ risk perceptions [85, 189]. This seems to be the case here for

younger adults who derive their sensitivity perceptions based on affect heuristic of trust. Emotions

and heuristics act as mental shortcuts, whereby people access their pool of positive and negative

feelings toward an issue to guide judgement [299]. On the other hand, older adults seem to consider

data sensitivity as an inherent aspect of each data-item, and the level of trust does not significantly

influence older adults’ perceptions of data sensitivity. Furthermore, the risk-as-feeling hypothesis

[198] suggests that emotional reactions to situations involving risk often block cognitive assessments

of the situation and therefore heuristics drive such behavior. In this scenario, data sensitivity,

which is significantly influenced by heuristics, was the only predictor for younger adults’ disclosure

decisions. In line with Worthy et al. ’s [327] findings, the results suggest that younger adults’

decisions are more driven by heuristics than older adults.

Furthermore, when taking into account that privacy is contextual, Nissenbaum’s frame-

work of contextual integrity [231] asserts that the recipient of the information (in this case, the

CreditPush app) should be as important of a factor in assessing the appropriateness of information

flows. Therefore, contextual integrity might also partially explain the heuristic decision-making pro-

cess of younger adults. Similar to Miltgen and Peyrat-Guillard [222], who uncovered a “reversed”

privacy paradox where younger adults expressed fewer privacy concerns but greater protective be-

haviors than older adults, I uncovered some interesting patterns among younger adults that seemed

counter-intuitive to the privacy calculus framework but aligned with more heuristic decision-making

processes. Therefore, I suggest additional research be conducted to further explore and unpack these

relationships.

4.4.4 Implications for Design

A goal in privacy research is to help users make well-informed decisions. Some older adults

believe that they are left out of the design process and not being attended to [109]. the results

suggest that it is important to show older adults the value or benefits of sharing information online.

If disclosure gratifications are not clearly identified, companies cannot simply rely on established

relationships with older adults for them to be willing to share information. Traditional trust indi-
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cators like brand name may not be enough to reassure these users that disclosure is in their best

interests. Efforts to design an app or website with outward signs of, e.g., reliability and trustworthi-

ness may not be as effective as providing information on how and why disclosing will be beneficial.

Nonetheless, for young adults, it may be vital to establish a trusting relationship that can make

users feel more comfortable disclosing information.

This finding suggests that researchers need to focus more on uncovering the perceived ben-

efits and risks of disclosure for older adults. For example, findings that older adults use privacy

features less, or are less privacy aware, might shift their focus to the costs associated with becoming

familiar with privacy features or aware of privacy threats. These costs can be balanced against older

adults’ perceived benefit to better understand their disclosure decisions. This shift in emphasis could

also shift the solution focus to ways of lowering these costs.

While using heuristics can greatly simplify disclosure decisions, this can also put young

adults at risk of making disclosure decisions against their best interests. Products need to be aware

that the disclosure decisions of their young adult users may not actually reflect their true feelings

about the sensitivity of the information. Just because they share a piece of information does not

necessarily give the green light for fully exploiting the data. An important area of research is to

investigate designing opportunities for deliberate reflection on benefits and risks of disclosing data.

This can help us understand how to help young adults avoid the pitfalls of mismatch between benefits

of disclosing and overly trusting an app or website.

These design implications also emphasize how the product design can be a force for good,

helping people focus on the benefits and drawbacks of disclosing their information, or could com-

pletely obscure these trade-offs. I call on product developers and designers to be cognizant of the

heuristics that users may rely on by default, and to design in a way that will serve the users’ best

interests. With the increasing reach of technologies in every life domain, whether financial, social,

political, or personal, designers and developers need to be aware that their product will somehow

influence users, and they need to be explicit in the design and development of their products to

avoid side effects that could unwittingly harm their users, and even society at large.
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4.5 Limitations and Future Work

Prior to concluding, I would like to highlight some of the limitations of this research and

areas for future research. First, older adults are a heterogeneous group with different technical skills,

physical, and cognitive conditions [121, 196] and I only recruited participants who passed cognitive

tests, were familiar with computers, and had experience with internet and online platforms. This

was important since previous research suggests that the cognitive load for older adults who are new

to computer technology will be higher while performing different tasks, inhibiting their optimum

performance [270]. For the same reason, I designed a web-based app to be simple. Since prior

literature suggests privacy settings are difficult for older adults to locate and navigate through [50],

the control mechanisms in this application were simple radio buttons (for choosing not to disclose)

or text boxes (to enter information for disclosure). However, the recruitment strategy and the design

of this app may limit the generalizability of the results to older adults who have experience with

technology. Further research may also need to be done with applications that are designed with

more complexity.

Furthermore, I studied older and younger adults’ privacy decision making only in the context

of financial applications. Younger adults might not value a financial planning app as much as older

adults. To evaluate the generalizability of the findings, future studies should investigate different

domains such as health, entertainment, dating and socialization, etc. However, I anticipate that the

underlying finding that heuristics can kick in to influence perceptions of sensitivity may still hold

for domains with which the users are less familiar. Thus, the model and mechanisms I uncovered

can be explored in these other domains.

I focused on young and old adult age brackets, but future research should expand to include

a wider range of ages. Furthermore, the majority of the participants were females, and therefore, I

controlled for gender in the analysis. While the higher-level objective of this study was to promote

inclusion, the limited resources prevented me from recruiting a thoroughly inclusive sample in terms

of gender, ethnic, and racial identities. I call for future research to attend to all the population and

ensure a representative sample.
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4.6 Conclusion

This chapter builds on the theoretical contributions of chapter 3, and studies privacy deci-

sions using both privacy calculus and decision heuristics frameworks. Rather than focusing on what

are the age-related differences in privacy, I focused on the sources of such differences. I studied the

decision-making processes of younger and older adults in the context of a financial app. Using a

dual-route privacy framework, I found that younger adults heavily rely on heuristics, whereas older

adults are more likely to be calculus-driven thinkers. However, the heuristics impacted younger

adults’ decision-making in an unexpected way; rather than directly impacting disclosure, reliance

on heuristics actually altered the perceived sensitivity of various pieces of personal information.

Understanding these underlying mechanisms of privacy decisions can inform the design of digital

products and help product developers and designers better support their various users’ diverse pri-

vacy decision-making processes. In the next chapter, I discuss how current design practices put older

adults at a disadvantage by making them susceptible to over disclosure.
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Chapter 5

Practices in Platform Designs Put

Older Adults at a Disadvantage

Online websites often use dark patterns to increase users’ information disclosure. Common

examples include “opt-out” privacy defaults, positive framing, and positive justification messages

encouraging disclosure behavior. In Chapter 4 I showed that older adults undergo a different privacy

decision-making process compared to younger adults. However, more research is needed to show the

attitudinal (privacy concerns in the scope of this chapter) and behavioral (disclosure behavior) effects

of these strategies for different age groups. To address this gap, I re-analyzed the dataset discussed

in Chapter 3 while limiting my inclusion criteria to older (above 65 years old, N=44) [57] and young

adults (18 to 25 years old, N=162) [229, 239]. I also draw from dark pattern literature and present the

manipulations as common dark pattern design strategies: framing (positive vs. negative), privacy

defaults (opt-in vs. opt-out), and justification messages (positive normative, negative normative,

positive rationale, negative rationale, none).

Therefore, this chapter contributes to the literature by addressing the following research

questions:

RQ1: What are the effects of dark pattern designs on users’ attitudes and behaviors?

RQ2: How do older adults react differently than young adults to dark pattern designs in

terms of their attitudes and behaviors?

Overall, the results of my analyses show support for the effectiveness of dark pattern designs
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in the sense that positive framing and opt-out privacy defaults significantly increased disclosure

behavior, while negative justification messages significantly decreased privacy concerns. Regarding

older adults, the results show that certain dark patterns do lead to more disclosure than for younger

adults, but also to increased privacy concerns for older adults than for younger. However, there was

no influence of these concerns on disclosure, and instead, they are outweighed by the pro-disclosure

effects of dark patterns. This suggests that privacy concerns may not be a sufficient force to drive

individuals to act on protecting their privacy when in the presence of dark patterns and that such

patterns may be even more dangerous for older users.

5.1 Background

In this section I discuss dark pattern designs and common strategies to maximize users’

disclosure (namely framing, defaults, and justification messages).

5.1.1 Dark Pattern Designs

Dark patterns in design refer to instances where designers exploit human desires and be-

haviors and implement functionality that will mislead them and have negative implications [127].

The term was first proposed by UX designer Harry Brignull in 2010, who defined dark patterns

as: “a user interface that has been carefully crafted to trick users into doing things they might

not otherwise do. “Brignull also notes that “Dark patterns are not mistakes. They are carefully

crafted with a solid understanding of human psychology, and they do not have the user’s interests

in mind.” [127]. Bösch et. al developed a categorization of privacy dark patterns that designers

implement within their systems to exploit the users’ privacy. These strategies include: maximize,

publish, centralize, preserve, obscure, deny, violate, and fake [48].

In the context of this work, I focus on the maximize dark strategy by which designers aim

to collect more data than is actually needed for the task [48]. Framing, defaults, and justification

messages are means by which these designers maximize the amount of personal data collected [48,

211, 150]. I study these dark patterns in the context of a Facebook application—a context in which

dark patterns are not uncommon. For example, in the infamous Cambridge Analytica case, the app

designers used maximize dark pattern designs to maximize disclosure. The app used defaults to

influence users’ decisions to share personal information with rather unfavorable consequences. In
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this study, I test the effect of dark patterns in the context of a photo-tagging application on the

Facebook platform where users can choose to tag themselves or their friends in their photos. The

app applied maximize dark pattern designs to influence the user’s decision in the form of choice

framing, default settings, and justification messages. Below, I explain each of these maximize dark

patterns.

5.1.1.1 Framing and Defaults

Framing and defaults are quintessential examples of the “maximize” dark pattern, in that

they tend to increase compliance to disclosure requests made by the information system [22]. The

framing effect describes the phenomenon that people are more likely to give consent to a request

if it is presented with a positive framing (“Do ...”) rather than a negative framing (“Do not ...”).

Johnson et al. [146] and Lai and hui [179] independently studied the framing effect in the context

of information privacy. At the end of an online health survey, Johnson et al. [146] asked their

participants if they wanted to receive more health surveys. The wording of the choice option for

participants in the positive framing condition was “Notify me about more health surveys”, whereas

those in a negative framing condition saw the choice wording as “Do not notify me about more

health surveys”. Lai and Hui [179] studied framing in a newsletter sign-up scenario. Similarly,

the wording for their positive framing condition was “Please send me Vortrex Newsletters and

information” whereas the wording for the negative framing condition was “Please do not send me

Vortrex Newsletters and information”. Both Johnson and Lai and Hui found that participants are

more likely to comply with the request if the request is presented with a positive framing rather

than a negative framing.

Similar to framing, defaults are a form of dark pattern design strategy that can influence

individuals’ decisions [150, 263]. The default effect suggests that individuals are more likely to

accept an option if that option is pre-selected by default [264]. This is evident in both Johnson et

al. [146]’s health survey study and Lai and Hui [179]’s newsletter sign-up study, where sign-up ratio

is highest if users are signed up by default (an opt-out default). Overall, both framing and defaults

are referred to as tools of choice architecture [150] which can induce compliance to data disclosure

requests made by the information system [22].
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5.1.1.2 Justification Messages

To help users make a decision, system designers sometimes show them justification mes-

sages1 providing additional information about the choice. These messages can inform users about

the popularity of the product or service among other users [103] or its pros and cons [111, 48].

For example, Weinberger et al. [317] show that an unfavorable product rating adversely influences

individuals’ intention to purchase the product. Overall, these studies suggest that providing justifi-

cations supporting a request would motivate the audiences to comply to the request.

5.2 Theoretical Framework

In the sections below, I present information disclosure and privacy concerns as the two

outcome variables of interest when examining the influence of dark-pattern designs. As this chapter

is a secondary analysis of the data dsicussed in Chapter 3, I will not discuss the methods section

again. Figure 5.1 shows the hypotheses via the research model. I investigate these hypotheses using

a path model. In a path model, variables can function as both dependant variables (DVs) and

independent variables (IVs). In this case, privacy concerns is a DV where I study the effects of dark

pattern designs on it, and is an IV when I study how it predicts disclosure behaviors.

5.2.1 Disclosure Behavior

Oversharing information on social media can lead to negative consequences for users [260].

Therefore, social media platform users employ a wide range of privacy management strategies to

manage their interpersonal boundaries, such as managing their relationship boundaries (e.g., by

adding a new friend or unfriending someone) and their territorial boundaries (e.g., by tagging or

untagging oneself or someone else in/from photos) [323]. Existing literature regards tagging as a form

of disclosure [324], since photo tagging can reveal the tagged person’s online information (e.g. name,

social media page) to a broader audience when the photo is shown on friends’ timelines. Tagging

other people in ones’ photos is a contentious issue [324]: on the one hand, it can increase group

cohesion and build social capital [216, 262], but on the other hand, it can lead to an interpersonal

1The term “framing” is used in the literature to denote several conceptually distinct interventions, and some studies
apply the term “framing” to the type of justifications I used in this study [45]. In order to avoid confusion, I use the
term “framing” for negated choice statements (i.e., “Do” vs. “Do not”; [179, 146]), and the term “justification” to
refer to the additional text accompanying the choice statement.

72



Privacy
Concerns

Age Group 
(OA vs. YA) 

Disclosure 
Behavior

Justifications
(positive vs. 

negative)

Framing
(positive vs. 

negative)

Default
(opt-in vs. 
opt-out)

H5

H4

H1

H9

H3

H7

H6

H2

Dark Pattern Designs

H8

Figure 5.1: Research model and the age-related effects of dark-pattern designs on privacy concerns
and disclosure behavior (OA: older adults, YA: young adults).

privacy violation if the others prefer not to be tagged [125, 286].

5.2.2 Privacy Concerns

The privacy literature has not reached a consensus about the relationship between privacy

concerns and disclosure behaviors. On the one hand, many studies suggest a negative association

between privacy concerns and disclosure behaviors [151, 277, 100]. The general argument in these

studies is that a high concern for privacy motivates individuals to refrain from disclosing their data.

On the other hand, many studies have found that despite their high privacy concerns, individuals

freely give up their personal information—a phenomenon that is so prominent that it has been

dubbed the “privacy paradox” [38]. The privacy paradox suggests that privacy concerns have little

or no relationship with self-reported or observed disclosure behaviors [291, 218, 282]. For example,

Tufekci [302] studied students’ self-reported disclosure behaviors on social network sites. Her results

show “little to no relationship” between online privacy concerns and disclosure on online social

network sites. Despite these contradictory findings, I pose the following hypothesis reflecting the

base expectation that privacy concerns are predictive of disclosure behaviors:

H1: Individuals with higher privacy concerns are less likely to disclose.
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In the following two sub-sections, I build on the RQ1 by posing six hypotheses about the

relationships between dark pattern design, disclosure behavior, and privacy concern. I then address

the RQ2 by posing two hypotheses regarding the effect of age on disclosure behavior and privacy

concerns.

5.2.3 Behavioral Effects of Dark Pattern Designs: Inducing Disclosure

In this section, I discuss the behavioral effects of framing, defaults, and justification mes-

sages. Particularly, I draw upon the “privacy dark patterns” literature to hypothesize how these

design features are being used to increase disclosure.

5.2.3.1 Framing and Defaults

Framing and default effects have been extensively studied in the privacy domain. Johnson et

al. [146] and Lai and Hui [179] independently found framing and default effects to have a significant

impact on users’ decisions. In both studies, a positive framing and an opt-out default setting

increased the likelihood of users accepting the disclosure requests. In line with these findings, I

study two conditions of framing (positive - “tag me in the photos” vs. negative - “do not tag me in

the photos”), and two conditions of the default (opt-out vs. opt-in). I hypothesize the following:

H2: A positive framing will increase disclosure.

H3: An opt-out default will increase disclosure.

5.2.3.2 Justification Messages

Existing literature suggests that prompting individuals with a message about a product or

service can influence their decisions in favor of the message content [192, 126, 164, 316]. Dark pattern

designs sometimes use this feature to promote disclosure [48, 211]. For example, they show messages

about a product’s popularity in the form of reviews [91] which can sometimes be fake and misleading

[285, 309, 292]. Hanson and Putler [126] showed participants a normative justification: an arbitrary

integer ostensibly representing the number of downloads of a software program. Participants who

saw a higher number were more likely to download the software for themselves. This is arguably

due to a herding effect [26], where individuals follow the footsteps of the majority. In addition to

such normative justifications, dark pattern designs sometimes use descriptive justification—pushing

the benefits of the product—to promote product use or disclosure [48, 211]. For example, in the
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context of a travel advisor app, designers prompted users with a message of “by signing in, you can

download over 300 cities, locations, and reviews to your phone” [48]. Reading about the benefits

of the product is arguably a motivating message to sign in and use the app. Having higher quality

reviews will increase the likelihood of one buying an online product [164], or talking about the

effectiveness (pros) of treatment rather than the cons will increase the likelihood of accepting it

[45]. In line with these findings, I study five conditions of justification messages (positive/negative

normative, positive/negative rationale-based, none). I pose the following hypothesis:

H4: Positive (as opposed to negative) justification messages will increase disclosure.

5.2.4 Attitudinal Effects of Dark Pattern Designs: Inducing Concerns

The effects of framing, defaults, and justification messages on disclosure behavior are ev-

ident in the literature [150, 9, 179, 23, 146, 126]. The compliance-inducing effects of such design

interventions meet the goal of dark pattern designs. However, research shows that the behavioral ef-

fects of these dark pattern strategies may not actually map to their attitudinal effects [29, 162, 169].

In this section, I examine the effects of dark pattern designs on individuals’ state of privacy con-

cerns. Privacy concerns are often measured as an individual trait, rather than a dynamic state [277].

However, this assumption may not be valid. Few studies consider privacy concerns as a dynamic

state [261]. This chapter further contributes to the literature by highlighting this perspective and

presenting privacy concerns as a dynamic state which can change in response to different design

strategies.

5.2.4.1 Framing and Defaults

Online firms have an incentive to collect as much data about their users as they can. Data

is an important asset in the industry [140, 49, 281]. For example, having data about customers’

preferences and needs can help firms better target their advertisements to individuals likely to need

their product and avoid the unnecessary costs of contacting consumers whose preferences do not

match the product [140]. Therefore, some companies adopt dark-pattern design strategies to collect

more user data [48].

Framing and default are compliance-inducing mechanisms [22] that are often used in dark

pattern designs [211, 210, 120]. Dark pattern default options are designed to encourage sharing

of personal information and to maximize online firms’ collected data [48]. Likewise, dark pattern
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designs use positive framing in the choice statements to endorse disclosure [211]. Whereas the

behavioral effect of such dark pattern designs are outlined in Section 5.2.3, here I note how these

interventions can adversely influence users’ attitudes towards the system [48, 201]. For instance,

Knijnenburg and Kobsa [169] found that an opt-out default would increase perceived oversharing

threats compared to an opt-in default. Therefore, I pose the following hypothesis:

H5: A positive framing will increase privacy concerns.

H6: An opt-out default will increase privacy concerns.

5.2.4.2 Justification Messages

In the context of dark-pattern design, I argue that while a positive justification message

might be intended to encourage individuals to use an app or increase disclosure, it could also increase

users’ privacy concerns, especially when they realize that the justification message is used as a dark-

pattern strategy. Conversely, users may find a negative justification (i.e., cautioning them about the

cons of the product) a sincere message [162] that is indicative of the developer’s benevolence and/or

integrity (two of the primary components of trust [214]). For example, communicating potential risks

in a study report will increase its perceived trustworthiness [273]. Since trust and privacy concerns

are inter-related [95], I argue that a negative justification will result in lower privacy concerns:

H7: Negative (as opposed to positive) justification messages will decrease privacy concerns.

Next, I explain the effects relating to age and the second research question.

5.2.5 Examining Differences between Older Adults and Young Adults

Literature suggests a positive association between age and privacy concerns, indicating

higher concerns for older users [307]. However, the literature shows mixed findings in terms of

the main effect of age on disclosure behaviors. While some studies do not report a significant

relationship between age and disclosure [153], other studies show higher disclosure rates for older

adults [272]. Despite these mixed findings, I pose the following hypotheses to investigate these effect:

H8: Older adults will have higher levels of privacy concerns than young adults.

H9: Older adults will disclose more information than young adults.

To the best of my knowledge, this study is the first to investigate the difference between

older and younger adults responses to the dark pattern designs.
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5.3 Research Methods

This chapter uses the existing dataset from Chapter 3. Therefore, please refer to Chapter

3 to see details on the experimental setup. In addition to variables explained in Chapter 3, this

chapter also analyzes a reduced version of the IUIPC [205] dimension of general concerns with 3

items. This reduced version is validated and used in the previous studies [168]. I used the sum score

of this scale for measuring privacy concerns (Cronbach’s α = 0.790). All the items were measured

on a 5-point agreeableness Likert scale:

• Compared to others, I am more sensitive about the way online companies handle my personal

information.

• To me, it is the most important thing to keep my privacy intact from online companies.

• I am concerned about threats to my personal privacy today.

I standardized the scale (grand mean = 0, SD = 1) in the analyses.

5.3.1 Data Analysis Approach

The first dependant variable (decision) was a binary variable with “accept to tag” coded as 1

and “reject to tag” coded as 0. Each participant responded to six disclosure scenarios: three scenarios

on whether they wanted to tag themselves in each of their three friends’ photos and three scenarios on

whether they wanted to tag each of their three friends in their own photos. Therefore, I constructed

a multilevel path model with a random intercept to account for repeated measures per participant

and a binary dependent variable. The path model enabled me to treat privacy concerns as both an

independent variable (by regressing tagging decision on it) and a dependent variable (by regressing it

on study manipulations). The framing and default manipulations were dummy-coded where positive

framing or opt-out defaults were coded as “0.5” and negative framing or opt-in defaults were coded

as “−0.5”. To analyze justification messages, I first conducted an overall chi-square omnibus test to

study their overall effect among the 5 conditions. Then I ran planned contrasts, including a contrast

testing the effect of justification valence (positive justifications vs. negative justifications) to study

H4 and H7. The other contrasts tested the effect of any justification (no vs. any), the effect of the

type of justification (rationale-based vs. normative), and the interaction between justification type

and valence). The analyses were carried out in Mplus v7.4. As the sample was imbalanced (44 older
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Table 5.1: An overview of the study’s results regarding the hypotheses

Hypothesis Support
H1: High privacy concerns –> Low disclosure Not supported
H2: Positive framing (vs. negative) –> High disclosure Supported
H3: Opt-out default (vs. opt-in) –> High disclosure Supported
H4: Positive (vs. negative) justifications –> High disclosure Not supported
H5: Positive (vs. negative) framing –> High privacy concerns Not supported
H6: Opt-out (vs. opt-in) default –> High privacy concerns Not supported
H7: Negative (vs. positive) justifications –> Low privacy concerns Supported
H8: Older adults (vs. younger adults) –> High concerns Not supported
H9: Older adults (vs. younger adults) –> High disclosure Supported

adults and 169 young adults), I used MLR, a maximum likelihood estimation with robust standard

errors in the analyses [225].

5.4 Results

5.4.1 Sample Characteristics

Across the older adult participants, there were 15 females and 29 males. Their average age

was 68.8 years (min = 65, max = 77, sd = 3.23). The young adult sample had 87 males, 71 females,

and 4 individuals who did not self-identify as female or male. Their average age was 20.30 (min =

18, max = 25, sd = 2.18). The dataset also measured participants’ Facebook usage frequency on a

9-point scale from “Never” coded as 0 to “Almost constantly” coded as 9 and the time they spend

on Facebook in each session on a 5-point scale from “A few minutes” coded as 1 to “Several hours”

coded as 6. On average, older adults used the Facebook platform more frequently (mean = 5.708,

sd = 1.519) compared to younger adults (mean = 5.402, sd = 2.055). However, both age groups

spent an average time of 30 minutes on Facebook ( older adults: mean = 2.054, sd = 1,194 and

young adults: mean = 2.119, sd = 1.275). In the following, I present the analyses with regards to

the hypotheses. Table 5.1 summarizes the hypothesis tests.

5.4.2 Effects on Tagging Decision

In contrast to H1 and in line with the privacy paradox, the results did not suggest any

significant relationship between privacy concerns and disclosure decision (p>.05). Therefore, H1 is

rejected. However, I found support for H2 and H3 suggesting both framing and default significantly
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Figure 5.2: The y-axis is standardized sum-score of privacy concerns. The graph shows that negative
justifications lead to lower levels of privacy concerns.

influence tagging decisions. Users who see the positively framed option of “Tag me in the photos”

were 31.9% more likely 2 to use the tagging feature compared to those who see the negatively framed

option of “Do not tag me in the photos” (p<.001). Furthermore, those users who were being tagged

by default were 19.4% more likely to use the tagging feature (p< .01). In addition, in contrast to

H4, the various justifications did not influence tagging decision differently (χ2(4) = 0.823, p > 0.05).

Finally, in line with what I hypothesized in H9, older adults were 19.8% more likely to use the

tagging feature compared to young adults (p<.05).

5.4.3 Effects on Privacy Concerns

In contrast to H5 and H6, the results did not suggest any significant effects of framing

and default manipulations on privacy concerns (p > .05). However, I did find a significant main

effect of justifications on privacy concerns (χ2(4) = 9.827, p < 0.05). Subsequent planned contrast

tests revealed a significant effect of justification valence (p < 0.05), supporting H7 and suggesting

that negative justification messages lower users’ privacy concerns compared to positive justifications

by 0.132 standard deviations. However, this effect was negated by a marginal interaction between

justification type and valence, meaning that the difference between positive and negative justifica-

tions mostly hold for normative justifications (see Figure 5.2). Finally, in contrast to H8, older and

younger adults did not have significant differences in terms of their overall level of privacy concerns

2To present the results in a comprehensive manner, I convert the log odds-ratio to percentages. For example, the
effect of framing on disclosure is 0.277 (Table 5.2), which is a log odds-ratio. Therefore, disclosure in the positive
framing group is e0.277 = 1.319 times higher than in the negative framing group, i.e., a 31.9% difference in the odds
of disclosure
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Figure 5.3: The results of the saturated path model including all of the significant findings (ns: not
significant hypotheses, * p < .05, ** p < .01, *** p < .001)

(p > 0.05).

These results show that in contrast to H8, older and younger adults have the same levels

of privacy concerns. Furthermore, while having the same levels of concern, older adults are more

open to disclosure. I further unpack the effects of age by studying moderation effects of age and

dark pattern designs. Therefore, I run a saturated path model and report it below. Figure 5.3 and

Table 5.2 summarize the results.

5.4.4 Moderating Effects of Age Group on Tagging Decision

The results show that the age group moderates the effect of framing on tagging decision. The

effect of framing was stronger for older adults than for young adults: older adults who were exposed

to a positively framed option were 53.1% more likely to use the tagging feature while young adults

who were exposed to a positively framed option were only 33.1% more likely to use the tagging feature

(p< .05). Figure 5.4a depicts this effect. The results show a similar moderation effect for defaults

suggesting that older adults were more likely to keep the default option and use the tagging feature

compared to young adults. However, this effect did not reach significance (p= .062). Similarly, age

did not moderate the effect of justifications on the tagging decision (χ2(4) = 4.822, p > 0.05). Lastly,
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Table 5.2: summary of the results. Odds Ratios (OR) are calculated for the tagging decisions where
the outcome variable is binomial. Standard errors (SE) and beta coefficients (b) are also presented.

Variables b (OR) SE p
DV: Tagging Decision
Age Group (OA vs. YA, H9) 0.160 (1.173) * 0.073 .028
Privacy Concerns (H1) 0.049 (1.050) 0.087 .573
Framing (pos vs. neg, H2) 0.359 (1.431) *** 0.079 .0001
Default (pos vs. neg, H3) 0.184 (1.202) ** 0.070 .009
Justifications χ2(4) = 1.402 .843
—–No vs. Any -0.047 (0.954) 0.080 .559
—–Negative vs. Positive (H4) -0.030 (0.970) 0.078 .706
—–Normative vs. Rationale 0.058 (1.059) 0.078 .461
—–Justification type X Valence 0.033 (1.033) 0.081 .686
Age Group X Privacy Concerns -0.136 (0.872) 0.110 .216
Age Group X Framing 0.185 (1.203) * 0.082 .029
Age Group X Default 0.189 (1.208) 0.101 .062
Age Group X Justifications χ2(4) = 4.822 .306
—–No vs. Any -0.022 (0.978) 0.104 .833
—–Negative vs. Positive -0.064 (0.938) 0.086 .454
—–Normative vs. Rationale -0.158 (0.853) 0.079 .046
—–Justification type X Valence -0.089 (0.914) 0.087 .306
DV: Privacy Concerns
Age Group (OA vs. YA, H8) 0.093 0.059 .117
Framing (pos vs. neg, H5) -0.013 0.078 .867
Default (pos vs. neg, H6) 0.161 0.071 .024
Justifications χ2(4) = 10.133 .038
—–No vs. Any -0.038 0.072 .600
—–Negative vs. Positive (H7) 0.132 * 0.065 .042
—–Normative vs. Rationale 0.040 0.067 .551
—–Justification type X Valence -0.131 * 0.066 .046
Age Group X Framing 0.008 0.072 .913
Age Group X Default 0.189 ** 0.070 .007
Age Group X Justifications χ2(4) = 3.707 .447
—–No vs. Any 0.070 0.057 .217
—–Negative vs. Positive 0.097 0.076 .207
—–Normative vs. Rationale 0.042 0.079 .597
—–Justification type X Valence 0.008 0.079 .921
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Figure 5.4: The effects of framing and defaults on privacy concerns and privacy decisiosn

while the effect of privacy concerns on the tagging decision was stronger for older adults than for

young adults, this effect was not significant (p>.05).

5.4.5 Moderating Effects of Age Group on Privacy Concern

The effect of defaults on privacy concerns were moderated by age group: an opt-out default

increased older adults privacy concerns by 0.255 times standard deviation compared to a negative

default, while an opt-out default increased young adults’ privacy concerns by only 0.066 times

standard deviation compared to a negative default (p < 0.01). Figure 5.4b depicts this effect and

suggests that an opt-out default only significantly increases the privacy concerns for older adults.

Age group did not moderate the effects of any other variable on privacy concerns(p > 0.05).

5.5 Discussion

In this section, I first discuss the main effects of dark pattern design strategies on users’

disclosures and privacy concerns (RQ1). I then discuss how dark pattern designs influence older

adults differently compared to younger adults (RQ2). Finally, I conclude the discussion section by

presenting the design implications of this work.
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5.5.1 The Impact of Dark Pattern Designs on Disclosure Behaviors

In this study, I did not find support for H1 and therefore did not find privacy concerns

significantly influence the tagging decision. This finding confirms the privacy paradox theory that

individuals’ disclosure behaviors are not necessarily in-line with their self-reported privacy concerns

[38]. However, I should consider that the effect of privacy concerns on disclosure was not studied in

isolation. The framing and default nudges were also present in the decision scenario which, indeed,

significantly influenced users’ decisions (H2, H3). It is possible that concern for privacy was not

a determining factor for users in the presence of such dark pattern design interventions. As an

implication of RQ1, future studies should focus more on dark pattern designs, even more so than

privacy concerns, as dark pattern designs have a stronger effect on users’ disclosure behaviors. The

results show that even raising privacy concern does not translate to privacy protective behaviors.

5.5.2 The Impact of Dark Pattern Designs on Privacy Concern

Despite many privacy frameworks depicting privacy concerns as a dynamic and very fluid

concept [240, 231, 18], the majority of the privacy literature has studied privacy concerns as a static

variable predicting disclosure [277, 330]. This study considers privacy concerns as a dynamic result

of design patterns. The results suggest that concern for privacy is not necessarily a static trait,

and rather can change in response to the design patterns. Specifically, negative justifications can

decrease users’ privacy concerns. A possible explanation is that showing a negative justification

makes users feel that the app is more sincere. This , in turn, lowers levels of privacy concern. For

example, showing a negative normative justification is an indication of low popularity of a product

and is an uncommon practice and induces lowers levels of privacy concern.

5.5.3 Dark Pattern Designs May Disproportionately and Negatively Im-

pact Older Adults

In terms of RQ2, I studied the the difference between older and younger adults privacy

concerns and disclosures. In addition, I studied the moderating effects of age. While older and

younger adults had similar privacy concerns, the results show that an opt-out default dark pattern

alerts older adult users and makes them privacy-cautious. Using opt-out defaults is one of the most

common means of data collection by firms [146]. It is possible that the older adult participants had
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more experience and familiarity with the default mechanisms and, therefore, an opt-out default led

them to be more privacy-cautious.

With regards to the effects of age on tagging decisions, the results suggest that older adults

were more likely to use the tagging feature. This is in-line with some previous findings in the

literature on older adults disclosing more data [272]. In addition to this main effect of age on decision,

I found that the framing effect is a stronger nudge in pushing older adults to use the tagging feature

when compared to younger adults. Likewise, I found opt-out defaults to be a stronger nudge for

older adult participants; however, the moderation effect with defaults did not reach the significant

thresholds (p = 0.062). These effects may be explained by the literature on loss-aversion. Losses

are weighed more heavily than gains and so individuals put forth more effort to avoid losses than to

acquire gains [304, 305]. An opt-out default can trigger an instant endowment for the user, where the

tagging disclosure is seen as something they have [96, 206]. Therefore, changing the default is being

perceived as a loss and individuals are more likely to keep the default option [155, 156]. Likewise,

a positive framing endows individuals with the benefits of disclosure, but foregoing disclosure is

perceived as a loss [146, 149]. This is further supported by the psychology literature which suggests

that older adults are generally more loss-adverse than young adults [209, 92, 147, 61]. Scholars have

found that older adults are willing to take more risks [209] or exert more effort [61] to avoid a loss,

in comparison with young adults. Therefore, the framing and default manipulations triggered a

loss-aversion process which influenced older adults more than younger adults.

5.5.4 Implications for Design

This study has several design implications. A key finding is that while using opt-out defaults

increases older adults’ privacy concerns, it still ends up increasing their disclosure levels. This

goes counter to the common perception about older adults having low privacy awareness, since

they identify an opt-out dark pattern design—even more so than younger adults—and become

privacy-cautious. However, these dark pattern interventions had stronger behavioral effects than

any heightened privacy concerns. Therefore, instead of efforts to make individuals privacy-cautious

and increase individuals’ privacy concerns, hoping for them to take privacy protective measures, it

may be more effective to focus on how to counter dark design patterns. This might even include

developing policies that discourage or regulate the use of dark design patterns.

This study also shows that older adults may be more amenable to framing and default nudges
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due to their loss-aversive nature. This result is a call to technology developers to be mindful of their

older adult audiences and take on the ethical responsibility of creating technologies that avoid such

nudges. In fact, prior research suggests that older adults may choose not to use technology as a

result of high privacy concerns [171]. While the opt-out default increased disclosure in this study, it

is conceivable that having to make a plethora of loss-aversive decisions could push privacy concerns

beyond a threshold where older adults decide to stop using technology altogether. Further research

is needed to investigate this, but in the meantime, product designers should be conscientious towards

their older adult users and not increase their concerns.

Finally, while it may seem counter intuitive, if product designers are honest about the

negative aspects of their product, specially the low adoption of their features, it may actually

alleviate concerns. The negative justifications manipulation proved to reduce privacy concerns.

Being honest seems to be the best policy for gaining consumer confidence.

5.6 Limitations and Future Work

While this study was able to investigate both older and younger adults and gain insight

into how dark patterns differently affect these age groups, it was an initial exploration with a

non representative sample. Future research should study this phenomenon with a bigger sample

of participants that are balanced to be representative. Also, since privacy is a culturally-shaped

construct, investigating attitudes in other cultures and countries would broaden our understanding

beyond the United States. Furthermore, this chapter studied disclosure behaviors in the context of

tagging on social media. The effect of these patterns may vary in different contexts. Thus, future

research should consider privacy decisions made in context of other domains such as for e-commerce

or healthcare services.

5.7 Conclusion

This chapter studied the attitudinal and behavioral impact of dark pattern designs on older

and younger adults. While an individual’s levels of privacy concerns may change in response to these

design strategies, the behavioral effects of such strategies are dominant and individuals still end up

disclosing their data despite heightened concerns. Furthermore, while older adults respond with more

85



concern to some of these dark pattern designs than young adults, they are actually more vulnerable

to such design strategies, perhaps due to a loss-aversive nature. Therefore, policy designers and

technology developers should become familiar with the unique privacy attitudes and behaviors of

older adults when it comes to disclosure. The solution may be a combination of identifying technology

designs that counter the effects of dark patterns, as well as establishing rules and regulations around

their use. Until that happens, older adults may continue to be disproportionately affected by dark

pattern designs.
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Chapter 6

Investigating the Role of Privacy

Literacy, Self-efficacy, and

Concerns in Older and Younger

Adults’ Privacy Decisions

Chapter 4 shows that older and younger adults have different thinking mechanisms when

making privacy decisions. When interacting with a financial recommender application, older adults

are more likely to be privacy calculus-driven thinkers than younger adults. On the other hand,

younger adults proved to rely on heuristics more than older adults. The current gap in these

findings is that they do not discuss any variables that may have led to this difference. Previous

studies only ascribe the difference between older and younger adults thinking mechanisms to their

age gap. However, age in and of itself may not be the fundamental reason for this difference, and

there may be hidden variables causing this difference. I will attempt to uncover such variables in

this chapter.

Privacy literacy, privacy self-efficacy, and privacy concerns are essential parameters when

studying the privacy of the older adult population. Scholars speculate that lack of privacy literacy

and self-efficacy leads to higher privacy risks for senior citizens and is one of the deterrent factors
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that preclude older adults from using technology products [107, 301, 250]. Interacting more with

technology does not necessarily improve the situation. For example, older adults maintain a low

self-efficacy related to technology, even after long-term usage of technology products [321]. Arguably,

older adults who believe they cannot manage their online privacy also feel more worried about their

privacy. Indeed, research shows that older individuals have higher levels of privacy concerns than

younger age groups [307]. Therefore, the difference in decision-making mechanisms between older

and younger adults may result from having different levels of privacy literacy, privacy self-efficacy,

and privacy concerns. I attempt to close this gap by studying whether and how privacy literacy,

self-efficacy, and concerns account for the difference between older and younger adults’ privacy

decision-making mechanisms.

Drawing on the conceptual model I outlined in chapter 2, and the results of chapter 4, I used

the dual-route privacy framework to study older adults’ privacy decisions and compare it to younger

adults’. For this study, I specifically used the Elaboration Likelihood Model (ELM) [247, 246]. This

model was initially developed to show different ways of processing a message (as stimuli) and predict

the persuasive effects of the message (whether it can change an individual’s attitudes). However,

scholars adopted the ELM to a wide range of tasks [246] including privacy decision making [313, 36].

The ELM suggests that individuals process the stimuli through two major routes: the central route

and the peripheral route. The decisions made through the central route are highly elaborated

and require more cognitive effort. The central route corresponds to the privacy calculus, as both

represent a rationalistic decision. On the contrary, the decisions made by the peripheral route are

less elaborated and require less cognitive effort, similar to heuristic decisions. The ELM notes two

prerequisites for a decision to be processed through the central route. Without these two requisites,

elaboration is not very likely, and individuals may use the peripheral route to make decisions instead.

The first requisite is the decision maker’s ability to process the information relating to the decision

task. An individual who lacks issue-specific knowledge about a topic cannot ponder upon it and

make an elaborated decision unless they gain the knowledge. However, the elaboration is more likely

when an individual can process the stimuli. The second requisite is an individual’s motivation about

the issue. The decision-maker may elaborate a decision if they are motivated to do so. On the

contrary, an individual who lacks the motivation to ponder upon a decision is not likely to invest

cognitive effort on the topic and will use the less effortful peripheral route.

In this study, I designed an experiment with both heuristic and cognitive manipulations.
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The heuristic manipulations evaluate the two groups’ tendencies to follow a decision shortcut (i.e.,

peripheral route in the ELM). The first heuristic manipulation was the endowment effect, presented

in neutral (i.e., choice), privacy endowed, and service endowed conditions. The second heuristic ma-

nipulation was a disclosure nudge that highlighted the option encouraging disclosure. Furthermore,

I designed cognitive manipulations serving as rational cues to trigger different risk/benefit assess-

ments within the privacy calculus framework (i.e., the central route in the ELM).My dual-route

privacy framework specifically informs this design. The heuristic manipulations measure individu-

als’ tendencies to follow the peripheral route and make heuristic decisions. In contrast, the rationale

manipulations measure individuals’ preferences to follow the central route and subject their decisions

to the privacy calculus.

In the following, I discuss the related work and the operationalization of the study. Then,

I report the expected results and discuss the implications of my findings.

6.1 Theoretical Background and Hypothesis Development

6.1.1 Endowment Effect, a Heuristic Byproduct

The endowment effect is a decision heuristic referring to the phenomenon in which people are

reluctant to abandon their belongings even if a better or worthier case is offered [156]. Research finds

evidence of endowment effect on individuals’ privacy valuations [8]. Acquisti et al. [8] conducted a

field study in a grocery store; they gave some participants a $10 anonymous gift card. After that,

they offered to exchange the $10 anonymous card with a $12 identified gift card. The $12 gift card

was of a higher value by $2, but it was identified so that the card holders’ name was linked to the

transactions completed with the card. The procedure was reversed for other participants; they first

received the $12 identified gift card and were given a chance to exchange it with a $10 anonymous gift

card. The results show that more than half of participants who were first given the $10 anonymous

gift card chose to proceed with the $10 gift card. However, only about ten percent of the participants

who initially got the identified $12 gift card chose to switch to the $10 anonymous gift card. Some

of the participants in this study were neither endowed with the identified nor the private gift cards.

Instead, they could choose between the two cards (i.e., the neutral or choice condition). %35 of

these participants chose to have the $10 anonymous gift card, and the rest of them chose the $12

identified card. These findings show that individuals’ decisions can be influenced by whether they
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are endowed with their privacy or with an additional monetary reward.

While Aquisti et al.[8]’s study is concerned with physical gift cards, I move the concept

of endowment into the digital world altogether. In the physical world, there is a tangible physical

commodity. This may not necessarily be true in the case of the digital environments where users own

their data, but they can disclose it in return for some services. A great example is a GPS navigation

app that can work by disclosing location data. In the scope of the endowment heuristic, one may

start using an e-map with location data being kept private (privacy-endowed) but, inevitably, will

not be able to use the GPS navigation without disclosing the real-time location. On the other hand,

one may start using the app with GPS service being enabled (service endowed) but, inevitably, will

not have location privacy without disabling the live tracking. Based on the endowment literature, I

pose the following hypothesis:

H1a: Those who are endowed with their privacy are less likely to disclose their information

than those who are not endowed with either privacy or service (the choice condition).

H1b: Those who are endowed with a service are more likely to disclose their information

than those who are not endowed with either privacy or service (the choice condition).

6.1.2 Disclosure Nudge, a Heuristic Manipulation

Platform designers sometimes nudge users of digital products towards selecting a specific

option [48, 150, 179, 22, 146]. Please see chapter 3, subsection 3.1.2 and chapter 5, subsection 5.2.3

for a detailed discussion about nudges. In this study, the nudge that I use highlights the desired

option and plays down the undesired choice. Figure 6.2 shows a nudge where the desired option is

highlighted in green, and the undesired option is played down using a fade gray color. This nudge is

an example of dark pattern design, where platform designers want to maximize data disclosure [211,

210, 233]. Scholars used this type of nudge in previous studies and found that this nudge promotes

disclosure behavior [306, 203, 233]. In line with these findings, I pose the following hypothesis:

H2: Users are more likely to disclose data in the presence of disclosure nudges.

6.1.3 Strategic Disclosure, a Calculated Decision

Privacy calculus framework suggests that users of digital products make a trade-off between

the risks and the benefits of disclosure prior to making the disclosure decision [185, 67, 84]. It follows
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that if the users believe disclosing data will improve their user experience or can lead to benefits,

they will have higher disclosure intentions [332]. On the contrary, behavioral intentions to disclose

data will be lower if the disclosure is associated with increased perceived privacy risks [332] (see

chapter 2 for a thorough discussion about privacy calculus). Furthermore, Xu et al. [332] measured

the outcome of the risk and benefit trade-off in the perceived value of information disclosure such

that a high risk perception will decrease the overall perceived value of disclosure while a higher

benefit perception will increase the overall perceived value of disclosure.

In line with the privacy calculus, I hypothesize that if a data type has the potential to

benefit users, they perceive disclosure as more beneficial and less risky. In addition, perceived value

mediates the effects of perceived risk and benefit on disclosure:

H3a: Users find disclosure of a data type that can improve their user experience as more

beneficial.

H3b: Users find disclosure of a data type that can improve their user experience as less

risky.

H4a: If users perceive a disclosure as being beneficial, they are more likely to consider

disclosure more valuable.

H4b: If users perceive a disclosure as being risky, they are less likely to consider disclosure

less valuable.

H5: The perceived value positively predicts disclosure behavior.

6.1.4 Digital Literacy and Privacy Self-efficacy

Privacy research shows that users with high digital literacy are more likely to manage their

privacy compared to those with low digital literacy [241]. In the context of social media, for example,

those with higher levels of digital privacy literacy show more privacy control behaviors and feel safer

on the online platforms [39]. On the other hand, a lack of digital literacy prevents users from using

the technology to its full potential and makes them susceptible to online threats [320, 268]. For

instance, users with low levels of awareness concerning protective privacy strategies are less likely

to opt-out from a telephone directory listing[97].

These findings can be justified through the ELM. Digital privacy literacy is an individual’s

ability to make an elaborated decision. Users of digital products who have high privacy literacy

can better control their information and align their disclosure behaviors with their attitudes as
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they are better equipped with the knowledge to do so. Thus, for individuals with high (vs. low)

digital literacy, the effect of heuristic aspects of decision is weaker, while the impact of cognitively

moderated elements of the decision is more substantial:

H6a: The effects of endowment heuristics on disclosure behavior is weaker for users with

high digital privacy literacy.

H6b: The effects of disclosure nudges on disclosure behavior is weaker for users with high

digital privacy literacy.

H7: The effects of perceived value on disclosure behavior is stronger for users with high

digital privacy literacy.

Similar to digital literacy, privacy self-efficacy is related to one’s control over their behaviors

[14]. However, digital literacy is one’s ability to perform digital tasks, while self-efficacy relates to the

beliefs one has about their ability to conduct specific tasks [34]. Individuals with high self-efficacy

show more confidence in achieving their goal [34], and are able to perform digital tasks easier [10].

Having a higher privacy self-efficacy is associated with showing more privacy-protective behaviors

[184]. In the context of social media, for example, users with high privacy self-efficacy engage in

protective privacy behaviors such as limiting their profile visibility [73].

The ELM can also justify the effects of self-efficacy on disclosure decisions. Previous work

conceptualizes privacy self-efficacy as the ability to make privacy decisions [172]. Those who believe

they lack the ability to manage their privacy (i.e., suffering from a low privacy self-efficacy) are

less likely to invest cognitive effort in their decisions and more likely to use decision shortcuts. On

the contrary, those who believe that they have the ability to manage their privacy are more likely

to invest some cognitive effort into their privacy decision and less likely to use decision shortcuts.

For these individuals, the effects of heuristic aspects of the decision is weaker, while the impact of

cognitively moderated aspects of the decision is more substantial:

H8a: The effects of endowment heuristics on disclosure behavior is weaker for users with

high privacy self-efficacy.

H8b: The effects of disclosure nudges on disclosure behavior is weaker for users with high

privacy self-efficacy.

H9: The effects of perceived value on disclosure behavior is stronger for users with high

privacy self-efficacy.
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6.1.5 Privacy Concerns as a Motivation to Elaborate

Individuals who have high privacy concerns have a higher motivation to manage their privacy

[51, 25]. The main body of privacy literature is concerned with the direct behavioral effects of

privacy concerns on disclosure intentions and behaviors. The common finding in these studies is

that highly concerned individuals are less likely to disclose information [94, 15, 337, 139, 122]. While

many studies investigated the main effect of privacy concerns on behavior, few studies explored the

moderation effects of privacy concerns. Tan et al. [293] found that privacy concerns moderate the

relationship between users’ attitudes and behaviors such that highly concerned users are more likely

to use social networking websites only if they find it beneficial.

We can study the effects of privacy concerns on disclosure decisions through the lens of

ELM. Previous studies conceptualized privacy concerns as motivations for individuals to engage in

issue-relevant thinking and elaborate the decision scenario [25, 37, 172]. For example, Bansal et al.

[37] studied how privacy concerns influence users’ perceived trust in a website and, in turn, their

intention to disclose information to that website. They found that peripheral cues such as website

design and reputation are less important for highly concerned individuals (who use the central route)

and more important for users with low levels of privacy concern (who use the peripheral route). On

the other hand, the website’s privacy policy is more important for individuals with great concerns

and less important for individuals with fewer concerns. Overall, these findings suggest that highly

privacy-concerned individuals are motivated to elaborate the decision scenario (i.e., use the central

route). On the contrary, those with lower levels of concern are not as motivated to take charge of

their privacy and will invest a lower cognitive effort in their privacy decisions (i.e., use the peripheral

route). In line with these findings, I pose the following hypotheses:

H10a: The effects of endowment heuristics on disclosure behavior is weaker for users with

high privacy concerns.

H10b: The effects of disclosure nudges on disclosure behavior is weaker for users with high

privacy concerns.

H11: The effects of perceived value on disclosure behavior is stronger for users with high

privacy concerns.

H12: Users with high privacy concerns are less likely to disclose information.
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6.1.6 The Relationship Between Age and Privacy Literacy, Self-efficacy,

and Concerns

While scholars in different fields predominantly assume that older adults have comparatively

lower levels of digital literacy [47, 310, 301, 16, 107, 272], the empirical findings in the privacy

literature do not support such an assumption. Kezer et al. [163] for example, studied privacy

literacy among young, middle-aged, and older adult Facebook users and did not find any significant

differences across these groups. The literature even includes results contradictory to the mainstream

assumption; Hoofnagle et al. [134] asked several privacy questions from young and older adult

age groups. They found that older adults did better in answering the questions than younger

adults. Although the empirical studies do not show a consistent relationship between age and

privacy literacy, I pose a hypothesis in line with the mainstream literature:

H13: Older adults have lower levels of privacy literacy compared to young adults.

However, the narratives in the literature and the empirical findings regarding the relationship

between age, self-efficacy, and privacy concerns are consistent. Literature mentions older adults’

lack of self-efficacy and high privacy concerns as barriers towards their interactions with technology

[321, 301, 250, 107]. Many empirical findings support the general trend that older individuals have

higher concerns and lower self-efficacy [133, 117, 340, 307]. However, most of these sources study

age as a linear variable and show a general trend. For example, Hoffmann et al. [133] studied 1,488

Internet users and found that age is negatively related to self-efficacy but positively associated with

privacy concerns. I further contribute to the literature by specifically focusing on older and younger

adults. In line with the literature, I pose the following hypotheses:

H14: Older adults have lower levels of privacy self-efficacy compared to young adults.

H15: Older adults have higher levels of privacy concerns compared to young adults.

6.2 Methods

I developed a browser-based recommender application, ”RecipeDigger,” to study the hy-

pothesized effects. The application claimed to provide a diverse set of food recipes and be linked to

a rich database of international food recipes. To maximize ecological validity, I registered the app

on a valid domain, ’recipe-digger.com.’ While the application was realistic-looking, it was fictations

and could not deliver any food recipe recommendations. This information was withheld from the
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Figure 6.1: An overview of the hypothesized model.

Participants until the end of the study. Figure 6.2 shows the RecipeDigger application.

I added a personalization feature to the application to make it a suitable scenario for studying

privacy decision-making. Personalization is a popular scenario in privacy research [27, 13, 331, 289].

In a personalization scenario, users give up their privacy to receive a personalized service. This

allows scholars to investigate individuals’ disclosure behaviors with respect to their perceived benefits

resulting from disclosure. In the RecipeDigger application, participants could enable the app to set

cookies for personalization purposes.

A cookie consent notice is required by Europe’s General Data Protection Regulation (GDPR)

before setting cookies and collecting user data [87]. To meet this requirement and still collect as much

data as possible, companies use maximize dark pattern designs [233] (see chapter 5 for a thorough

discussion about maximize dark patterns). The wide usage of cookie consent notices encouraged

privacy scholars to study them and identify their treats to users’ online privacy [306, 203, 233].

For example, Ultz et al.[306] showed that nudging users by highlighting disclosure option increases

compliance rates. I also operationalize this study using a cookie consent scenario to contribute to

this body of literature.
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Figure 6.2: An overview of the recipe-digger.com website

6.2.1 Procedure

In the recruitment script, participants were told that we were developing a food recipe

application, and their task is to interact with the application and answer some questions about their

interaction. Participants who were willing to participate in the study read and agreed to the consent

form. Then, they were redirected to the application, where I measured the dependent variable.

6.2.2 Dependent Variable: Accepting/Rejecting Cookies

After participants were redirected to the RecipeDigger, they could view the website for one

second. Then, a pop-up notice about cookies appeared and blurred the website view. Participants

had to respond to this pop-up window to proceed with the study. The pop-up window asked them

whether they agreed to share data with the website through cookies or not. Participants could agree

with data sharing and click the ”share” button or reject the data sharing by clicking the ”withhold”

button. The disclosure decision is the main dependent variable in this study.

6.2.3 Experimental Manipulations

In this section, I present the independent variables that I implemented in the form of ex-

perimental manipulations. All of the experimental manipulations are presented as between-subject.
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6.2.3.1 Endowment Condition

In order to study the effects of endowment heuristic on user decisions, I presented the cookie

notice with either of the three versions of privacy endowed, service endowed, or choice. The privacy

endowed version attempts to endow users with their privacy and present data disclosure in return

for obtaining a service as an alternative. The service endowed version endows users with the service

and presents withholding data (i.e., privacy) and not having the service as an alternative. Finally,

the choice option is a neutral condition where users are not endowed, and both privacy and service

are offered as options. The wordings of the three endowment conditions are presented below:

• Privacy endowed: Your data is currently kept private from RecipeDigger; (functional cook-

ies/marketing cookies) are disabled, which means that you will receiving unfiltered (recipe

recommendations/third-party advertisements) that you are not necessarily interested in. How-

ever, you can use the enable button to share your data and receive (recipe recommendations/

third-party advertisements) that are narrowed down to the ones that you are most likely in-

terested in.

• Service endowed: Your data is currently shared with RecipeDigger; (functional cookies/

marketing cookies) are enabled, which means that you will receive (recipe recommendations/

third-party advertisements) that are narrowed down to the ones that you are most likely

interested in. However, you can use the disable button to make your data private and receive

unfiltered (recipe recommendations/third-party advertisements) that you are not necessarily

interested in.

• Choice: Please decide whether you want to enable or disable your (functional cookies/

marketing cookies). By clicking the enable button, you share data with RecipeDigger,

which means that you will receive (recipe recommendations/third-party advertisements) that

are narrowed down to the ones that you are most likely interested in. By clicking the disable

button, you make your data private from RecipeDigger, which means that you will receive

unfiltered (recipe recommendations/ third-party advertisements) that you are not necessarily

interested in.

As Figure 6.2 shows, participants were able to click on either the ”share” or the ”withhold”

buttons. In the privacy and service endowed conditions, users could also ’close’ the cookie popup by
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clicking the ’X’ button at the top right corner of the dialogue box. Clicking the ’X’ button means

that users are willing to proceed without changing anything (i.e., they share information in service

endowed and withhold in privacy endowed). However, the choice condition did not have the ’X’

button as users are not endowed with anything and must select an option.

6.2.3.2 Disclosure Nudge

A critical aspect of a nudge is that it highlights the desired option and plays down the

undesired choice [48]. A common method for highlighting the favorable option is depicting it in

green color [2]. This leads to users perceiving the green option as favorable. While the desired

options are highlighted, the undesired options are played down (e.g., by being presented in smaller

font and bland colors [48, 2]). To operationalize disclosure nudges, I highlighted options giving

consent to disclosure in green and presented the options refraining from disclosure with a smaller

font and a fade color. For the no nudge condition, I presented ”share” and ”withhold” buttons

consistently in gray boxes and with similar font sizes.

6.2.3.3 Cookie Type

To manipulate the cognitive aspects of the decision, the application asked for either ”func-

tional cookies” or ”marketing cookies.” Functional cookies can benefit users by facilitating the func-

tionality of a website and boosting the user experience [276]. Marketing cookies, however, collect

information for third-party companies and are only used for targeted advertisements [276]. Users

perceive targeted advertisements as privacy-intrusive services [106, 101]. Therefore, while setting

functional cookies can benefit users, setting marketing cookies does not serve the goal of a given

website, and individuals are less likely to be in favor of marketing cookies [212, 276, 251]. Deciding

whether accepting functional and marking cookies are advantageous is a cognitive task that requires

individuals to think about the goal of the application.

6.2.4 Survey Measures

After participants interacted with the application, they were redirected to a survey. The

instructions in the survey told them that they should answer some questions before they could

proceed with the application. At the end of the study, they were debriefed that the application was
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not real and did not set any cookies. As the study involved deception, participants had a chance to

discard their data without compromising their incentives.

6.2.4.1 Perceived Risks and Benefits

Perceived risks and benefits of the disclosure are two important variables relating to the

privacy calculus framework. To measure these variables, I asked participants’ perceptions on the

level of benefits (accepting functional/marketing cookies can improve the quality of the recipes I

receive) and risks (accepting functional/marketing cookies is risky) of accepting cookies on a 7-point

agreeableness Likert scale.

6.2.4.2 Privacy Literacy, Self-efficacy, and Concerns

To measure privacy literacy, I used the Online Privacy Literacy Scale (OPLIS) [207]. This

scale measures individuals’ knowledge about concepts relating to privacy (e.g., if they know what

a ’cookie’ is) by having them answering to several multiple choice questions. Participants will be

scored based on their correct answers. Please check Appendix A to see the questions. In addition, I

adopted Kobsa et al.’s .[172] privacy self-efficacy and Malhotra et al.’s [205] data collection concerns

scales. Table 6.1 in the results section shows these instruments.

6.2.4.3 Data Analyses

I used Anova and regression analyses to study H1-H4, H11, and H12-H14. To study the

moderation effects (H5-H10), I conducted several models with random slopes to allow variations in

moderation effects(slopes). I will run these models such that we understand the moderating effects

of the three moderating variables (i.e., digital literacy, privacy self-efficacy, and privacy concerns),

the mediated moderating effects of age through these variables, and the unmediated moderating

effects of age. All the analyses were carried out in Mplus v7.

6.3 Results

6.3.1 Descriptive Statistics

625 participants, including 381 younger adults (184 males, 176 females, 3 transgenders, 14

non-binary, and 4 who preferred not to disclose their gender) and 244 older adults (95 males, 149
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females), were recruited through the Prolific recruiting platform. The average age of younger adults

was 21.9 ranging from 18 to 25 years old (SD = 2.37). The age of older adult participants ranged

from 55 to 88 with an average of 69.7 (SD = 4.38).

6.3.2 Construct Reliability

To measure privacy literacy, I calculated the number of correctly-answered questions on the

OPLIS scale for each participants [207]. This scale includes 7 questions. Therefore, participants’

privacy literacy scores varies from 0 to 7 (median = 4.92, SD = 1.56).

In addition to OPLIS, I borrowed several other measurement instruments from the literature.

Although these instruments were already validated in the previous studies, I calculated Cronbach’s

alpha as a measure of internal consistency [54]. All of the constructs have an alpha above the

acceptable threshold of 0.7 [234] (see Table 6.1). In addition, I studied the reliability of the constructs

using Confirmatory Factor Analysis (CFA). Besides a removed item from perceived value, all the

items shown in Table 6.1 have a high loading (mostly above 0.7), suggesting convergent validity.

The CFA model has an acceptable fit; although the chi-squared is slightly high (χ2(109) = 435.608,

p<0.001) and RMSEA is slightly above the accepted cutoff of 0.05 (RMSEA = 0.069), CFI and TLI

are 0.989 and 0.986, suggesting an acceptable fit [114]. In addition, Table 6.2 reports the correlations

and the Average Variances Extracted (AVE, the main diagonal). All the correlations are below the

AVE for all constructs, suggesting discriminant validity. Therefore, I use the factor scores of the

constructs in my analyses.

6.3.3 Testing the Hypotheses

Below, I first study the main effects. Then, I report the mediated and unmediated moder-

ation effects.

6.3.3.1 Main Effects

While being endowed by privacy (vs. choice) decreases the odds of accepting the cookie no-

tice, this effect does not reach significance thresholds (p=0.363—H1a rejected). However, compared

to the choice condition, those endowed by service are 1.29 times more likely to accept the cookie

notice (OR = 1.29, p=0.023—H1b supported). Likewise, those who see a disclosure nudge are 1.11
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Subjective Construct Items
Factor

loadings

Privacy
Self-efficacy
alpha: .822
AVE: .810

I know how to identify sites with secure servers 0.709
I know how to evaluate online privacy policies. 0.825
I know how to change the security settings of my browser to
increase privacy.

0.823

I know how to use a virus scanning program. 0.788
I know how to block unwanted E-mails. 0.650

Collection
Concerns

alpha: .897
AVE: .892

t usually bothers me when online companies ask me for
personal information.

0.885

When online companies ask me for personal information,
I sometimes think twice before providing it.

0.787

It bothers me to give personal information to so many
online companies.

0.950

I’m concerned that online companies are collecting too
much personal information about me.

0.864

Perceived
Risks

alpha: .901
AVE: .907

Providing RecipeDigger with Functional/Marketing
cookies would involve many unexpected problems.

0.889

It would be risky to disclose data to RecipeDigger
by enabling Functional/Marketing cookies.

0.879

There would be a high potential for loss in disclosing data
to RecipeDigger by enabling Functional/Marketing cookies.

0.903

Perceived
Benefits

alpha: .928
AVE: .918

Providing RecipeDigger with Functional/Marketing
cookies can reduce the time I need for finding what
I want on RecipeDigger.

0.892

Interacting with RecipeDigger will be more convenient
if I enable the Functional/Marketing cookies.

0.950

Overall, I feel that enabling Functional/Marketing
cookies facilitates my interactions with RecipeDigger.

0.926

Perceived
Value

alpha: .805
AVE: .965

I think the benefits I would gain from enabling
Functional/Marketing cookies can offset the risks
of my information disclosure.

0.919

The value I gain from enabling Functional/Marketing
cookies is worth the information I give away.

0.944

I think the risks of my information disclosure will be
greater than the benefits gained from enabling
Functional/Marketing cookies.

-0.588

Table 6.1: The results of the Confirmatory Factor Analyses

Constructs
Collection
Concerns

Privacy
Self Efficacy

Perceived
Risks

Perceived
Benefits

Perceived
Value

Collection Concerns 0.892
Privacy Self Efficacy 0.268 0.810
Perceived Risks 0.437 -0.044 0.907
Perceived Benefits -0.129 0.231 -0.275 0.918
Perceived Value -0.408 0.087 -0.579 0.721 0.965

Table 6.2: The correlation matrix. The diagonal values represent AVE
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times more likely to accept the cookie notice than those who do not see a disclosure nudge (OR =

1.11, p=0.017—H2 supported).

Furthermore, participants find accepting a functional cookie notice as more beneficial, such

that a cookie notice requesting to set functional cookies (vs. marketing cookies) results in higher

levels of perceived benefits by 0.299 standard deviation (β = 0.299 ,p<0.001—H3a supported). In

addition, setting a functional cookie is perceived as less risky; participants perceive -0.119 standard

deviation less risks by setting such cookies (β = -0.119, p=0.002—H3b supported). Likewise, by one

standard deviation increase in perceived benefits the perceived value of accepting the cookie notice

increases by 0.762 times standard deviation (β = 0.762, p<0.001—H4a supported). In addition, by

one standard deviation increase in perceived risks, the perceived value of accepting the cookie notice

decreases by 0.628 times standard deviation (β = -0.628, p<0.001—H4b supported). Furthermore,

the results show that the perceived value of disclosure is a strong predictor of accepting the cookie

notice such that by one standard deviation increase in perceived value, individuals are 4.22 times

more likely to accept the cookie notice (OR = 4.22, p<0.001—H5 supported). Lastly, one standard

deviation increase in privacy concerns would decrease the odds of accepting the cookie notice by

0.29 times (OR = 0.29, p<0.001—H12 supported).

In addition to the main effects, I explored the effects concerning age; the mediated and

unmediated moderation effects of age by privacy literacy, privacy self-efficacy, and privacy concerns

regarding these main effects. When the effect of a variable on privacy decision is moderated by

either privacy literacy, privacy self-efficacy, or privacy concerns, we have mediated moderation.

When neither of these three variables moderated the effect of a variable on privacy decision, but age

does, we have an unmediated moderation.

6.3.3.2 Age and Its Mediated Moderation Effects

The data suggests that older adults have higher privacy literacy (β = 0.196, p=0.001–H13

rejected), higher privacy self-efficacy (β = 0.149, p=0.001–H14 rejected), and higher privacy concerns

(β = 0.205, p= 0.001–H15 supported). Below, I report whether these three variables mediate the

moderation effects of age or not.

Privacy Literacy: The results do not show any mediated moderation effects concerning

the heuristic manipulations: the effects of endowment or nudge on cookie acceptance decision are

not moderated by privacy literacy (ps > 0.05—H6a and H6b rejected). Regarding the mediated
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moderation of the cognitive effect—perceived value of disclosure—privacy literacy moderates the

effects of perceived value on cookie acceptance decision (β = 0.604, p=0.001—H7 supported). This

means that the effects of perceived value on accepting cookie notices is stronger for those with higher

privacy literacy (see figure Figure 6.3).

Privacy Self-efficacy: The results do not show any mediated moderation effects concerning

the heuristic manipulations: the effects of endowment or nudge on privacy decision is not moderated

by privacy self-efficacy (ps > 0.05—H8a and H8b rejected). With regards to the cognitive effect,

privacy self-efficacy does not moderate the effect of perceived value on cookie acceptance decisions

(β = 0.348, p=0.104—H9 rejected).

Privacy Concerns: The results do not show any mediated moderation effects concerning

the heuristic manipulations: the effects of endowment or nudge on privacy decision are not moder-

ated by privacy concerns (ps> 0.05—H10a and H10b rejected). Likewise, privacy concerns do not

moderate the cognitive aspect—the effect of perceived value—on cookie acceptance decision-0.262

(β = -0.224, p=0.263—H11 rejected).

6.3.3.3 Unmediated Moderation Effects

Overall, I found two unmediated moderation effects. Firstly, the effect of endowment on

cookie acceptance decision is moderated by age (χ2(1) = 6.463, p = 0.011) such that the overall

effect of being endowed by service on accepting the cookie notice is weaker for older adults (β =

-1.278, p=0.006). However, the effect of endowment by privacy on cookie acceptance decision is not

different per age groups (β = 0.104, p>0.05). Figure 6.4 shows this effect.

I studied the previous findings in isolation of other effects. In the next section, I report my

analyses concerning the full path model.

6.3.4 Full Path Model

I conducted a full path model; in addition to all the hypothesized effects (see Figure 6.1), I

regressed heuristic manipulations on perceived risks, benefits, and value and included the possible

moderation effects by the three moderator variables as well as the age group. Furthermore, I

considered the three moderators and the age group as potential moderators of the effect of perceived

risks and benefits on perceived value. Lastly, I studied any potential direct effects of perceived risks

and benefits on the cookie acceptance decision and whether any of the three moderators or age
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Figure 6.3: Privacy literacy mediates the effect of perceived value on cookie acceptance decision.
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Figure 6.4: While younger adults endowed by service disclose data, older adults are not being
influenced by the endowment.
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Age Group
(OAs vs. YAs)

Privacy Concerns 
(Motivation)

Perceived Risks

Privacy
Decision

Perceived Benefits

Privacy Literacy

Endowment
(Choice vs. 

Service vs. Privacy)

Relevance 
(High vs. Low)

Cognitive Manipulations

Heuristic Manipulations

Privacy Self-Efficacy

Nudge
(Disclosure nudge 

vs. no nudge)

Service: 0.809 *
Privacy: -0.467 ns

0.685 **

0.586 ***

0.381 ***

- 0.252 ***

0.432 *** 0.248
***

0.415 ***

-0.287 ***

Perceived Value

0.618 ***

1.987 ***

- 0.066 **
- 0.215***

-0.297 *0.494 ***

- 0.116 *

Figure 6.5: The results of full model. To keep the figure readable, I did not show the non-
hypothesized main effects. Please refer to Table 6.3 for the full results.

moderates these effects. Then, I then trimmed the non-significant effects. This led to several new

effects.

Firstly, I found several unmediated moderation effects of age. The effects of perceived

risks and benefits on perceived value were moderated by age; by one standard deviation increase in

perceived risks, older adults perceive 0.215 times standard deviation less value than younger adults

(p < 0.001). In addition, by one standard deviation increase in perceived benefits, older adults

perceive 0.116 times standard deviation less value than younger adults (p=0.048). Furthermore, the

effect of relevance on perceived risks and benefits was stronger for older adults; when asked about

setting a relevant cookie (i.e., functional cookie), they perceived less risks (β = -0.297, p= 0.022)

and more benefits (β = 0.494, p<0.001) than younger adults.

Secondly, I found an additional mediated moderation effects of age; the effects of perceived

risks on perceived value were stronger for those with higher privacy literacy (β = -0.066, p=0.008).

Table 6.3 reports the final results. I also present these results in Figure 6.5.
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Variable
Beta (OR for

Privacy Decision)
Standard Error P-value

DV: Privacy Decision
Privacy Literacy -0.039 (0.96) 0.113 0.728
Age Group (OA vs. YA) -0.254 (0.77) 0.385 0.492
Nudge 0.685 (1.98) 0.231 0.002
Endowment
-Privacy (vs. Choice)
-Service (vs. Choice)

-0.467 (0.62)
0.809 (2.24)

0.272
0.314

0.085
0.010

Endowment X Age Group
-Privacy X OA
-Service X OA

χ2(1) = 2.579
-0.391 (0.67)
-1.306 (0.27)

-
0.552
0.643

0.108
0.478
0.032

Perceived Value 1.987 (7.29) 0.326 <0.001
Perceived Value X
Privacy Literacy

0.618 (1.85) 0.167 <0.001

DV: Perceived Value
Privacy Literacy -0.048 0.022 0.031
Privacy Concerns -0.151 0.029 <0.001
Age Group (OA vs. YA) 0.100 0.044 0.021
Perceived Risks -0.287 0.034 <0.001
Perceived Benefits 0.381 0.031 <0.001
Perceived Risks X
Age Group

-0.215 0.061 <0.001

Perceived Risks X
Privacy Literacy

-0.066 0.025 0.008

Perceived Benefits X
Age Group

-0.116 0.059 0.048

DV: Perceived Risks
Privacy Literacy -0.081 0.039 0.021
Privacy Concerns 0.532 0.036 <0.001
Privacy Self-efficacy -0.157 0.040 <0.001
Age Group (OA vs. YA) 0.035 0.075 0.261
Relevance (Relevant
vs. Non-relevant)

-0.252 0.065 <0.001

Relevance X Age Group -0.297 0.130 0.022
DV: Perceived Benefits
Privacy Concerns -0.289 0.041 <0.001
Privacy Self-efficacy 0.196 0.042 <0.001
Age Group (OA vs. YA) -0.014 0.075 0.856
Relevance (Relevant
vs. Non-relevant)

0.586 0.070 <0.001

Relevance X Age Group 0.494 0.142 <0.001
DV: Privacy Concerns
Age Group (OA vs. YA) 0.415 0.075 <0.001
DV: Privacy Literacy
Age Group (OA vs. YA) 0.432 0.077 <0.001
DV: Privacy Self-efficacy
Age Group (OA vs. YA) 0.248 0.074 <0.001

Table 6.3: The trimmed path model
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6.4 Discussion

To study the mediated moderating effects of age, I designed an online experiment where

individuals make a privacy decision to accept or reject cookie notices. I applied experimental manip-

ulations motivated by both cognitive and heuristic aspects of the disclosure decision. My findings

contribute to the field in several ways.

Firstly, the finding can inform the legislative bodies and policy developers regarding the

cookie consent notices. Despite the regulations on allowing users to make informed privacy decisions,

online platforms use dark pattern designs where they manipulate cookie notices in several ways to

maximize data disclosure [233]. My results show that these manipulations (i.e., dark design patterns)

are effective and can influence users’ free choice. For example, I showed that a disclosure nudge or

endowing users with a service could promote data disclosure by accepting cookie notices. In addition,

my results show that education may not be a way to promote an informed decision in the presence

of such heuristic dark patterns as privacy literacy nor privacy self-efficacy do not moderate the

disclosure maximizing effects of such dark designs. It is necessary for supplementary regulations to

further restrict using dark pattern designs and standardize cookie notices.

This study points towards education not as a way to confront dark pattern designs, but as a

way to promote an informed choice—the cognitive aspect of privacy decisions. Users with heightened

privacy literacy can align their disclosure decisions with their preferences (perceived value) better.

Therefore, while the legislative bodies such as the European Union must require companies to follow

transparent procedures for obtaining informed consent (to address the heuristic aspect), they should

also invest in educational programs to enhance digital literacy among the population.

In addition, while most studies in this dissertation and in the literature focus on either

cognitive or heuristic aspects of privacy decisions, I designed experimental manipulations that target

both of these aspects. I designed endowment and disclosure nudge manipulations that are thought to

subconsciously influence individuals’ decisions. Indeed, nudge and endowment did not significantly

influence privacy calculus (i.e., the perceived risks, benefits, and value of disclosure—(ps > 0.05).

Therefore, we can conclude that these manipulations operate in a subconscious level. In addition, I

introduced the data relevance (functional vs. marketing cookies) as an experimental manipulation

that was thought to manipulation the decision via a conscious process (e.g., privacy calculus).

Consequently, relevance significantly influenced privacy calculus (see Table 6.3). This is an important

107



contribution as I show that privacy decisions are neither heuristic nor fully rational [56, 5]. I urge

future studies to employ a dual-route approach and study their outcome variable of interest from

both a heuristic and rational perspectives.

Furthermore, this study makes several contributions to the older adults and technology use

literature. My results rebut the deficit-based narrative suggesting that older adults do not have

sufficient knowledge about technology and cannot manage their technology interactions. I used the

ELM framework to explore this deficit-based narrative from two perspectives: older adults’ ability

(i.e., privacy literacy and self-efficacy) and their motivation (i.e., privacy concerns) to control their

technology interactions. My results showed that older adults, indeed, have the ability (i.e., higher

privacy literacy and privacy self-efficacy) compared to younger adults. They are also more motivated

to control their privacy as they had greater privacy concerns. However, this is noteworthy that all

of the participants in this study were recruited via Prolific, a crowd-sourcing platform. Older adults

are arguably not a monolith population and have different levels of digital literacy. Older adults

who participated in this study may be a sub-set of the older adult population who, overall, have

higher levels of digital literacy.

The results also show that older adults are more likely to process their decisions cognitively

and less likely to use decision heuristics than younger adults. This is in line with previous findings

[20]. At the basic stage of privacy calculus, assessing the risks and benefits of disclosure, older adults

are more attentive to the cognitive cues (i.e., perceived relevance); if they find a disclosure relevant,

they will consider disclosure of that data as less risky and more beneficial. Furthermore, perceived

risks is a stronger predictor of perceived value for older adults. This is also in line with previous

literature suggesting that older adults are more loss-averse than younger adults [60]. In addition to

relying more on cognitive aspects of the decision, older adults also rely less on the heuristic aspects.

While being endowed by service increases disclosure for younger adults, older adults are not being

influenced by the endowment effect (see Figure 6.4).

The selection, optimization, and compensation model can justify these findings. As older

adults’ cognitive and physical resources decline, they adopt their goals from a growth focus to a

maintenance or a loss-prevention focus [31, 64]. This makes older adults more selective in effort

allocation; they tend to optimize their performance by investing more effort in tasks that have a

higher value to them [129]. Older adults who participated in this study were highly motivated to

be engaged with the task as they were highly concerned about losing their privacy. Therefore, they
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chose to invest effort in this cookie acceptance decision scenario. Consequently, when they made

their privacy decision, they allocated more cognitive effort and used the central route (i.e., privacy

calculus) more than the peripheral route (i.e., decision heuristics).

However, I found that this difference can be traced to the different levels of privacy literacy

among the two populations, as these variables mediate the moderating effects of the age group.

Overall, individuals with a high privacy literacy are more likely to take control of their privacy as

the effects of the cognitive aspect of the decision (perceived value) on privacy decision is stronger

for them. On the contrary, these effects are reversed for those with low levels of privacy literacy,

such that individuals with lower literacy are not as able to align their disclosure decision with

their perceived value of disclosure. Furthermore, the process of privacy calculus is more robust for

individuals with higher literacy; having higher literacy helps individuals identify risks better and

adjust their perceived values. The moderating effects that I studied were not unique to older adults

and applied to younger adults as well. This shows that being an older adult in and of itself does

not influence disclosure decisions. Instead, a major part of the difference between older and younger

adults in the decision process is a function of different levels of privacy literacy.

This study extends the theories in psychological ownership [156, 8] by showing that the

concept of endowment not only applies to tangible physical goods but also applies to digital products.

I was the first who studied the endowment within the context of privacy and through an online

experiment. Endowing individuals with a service will increase the odds of them wanting to maintain

the service and being willing to disclose their data in return.

Furthermore, these findings contribute to privacy literature by showing the parameters that

increase the elaboration likelihood of privacy decisions. Elaboration is more likely for the individuals

who possess the ability (digital privacy literacy).Within an ELM lens, such persons process the

information by the central route and spend cognitive effort on the decision. However, persons who

lack such abilities process the information through the peripheral route.

6.5 Limitations and Future Work

The older adults who participated in this study may not be a representative sample of older

adults. I recruited older adult participants from an online crowd-sourcing platform. Therefore, all

older adults in this study have experiences with computers and are relatively tech-savvy. Future
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studies should also study older adults who do not interact with computers as much. In addition, my

sample is limited to US-based individuals. Future research should study older adults from different

countries with different cultures for two reasons. Research suggests that individuals from different

countries have diffident perceptions about privacy [195, 194], and different thinking processes [114].

Furthermore, I used a recipe provider application as the experimental scenario. Cooking

food and looking for new recipes may be interesting to some individuals while some others may not

even cook at their home. While I controlled for this potential confound with perceived benefits and

perceived values of disclosure, future studies should use a more neutral scenario where individuals

have similar attitudes in favor of that topic.

In addition, this study showed that younger adults have lower levels of digital privacy literacy

and privacy self-efficacy. However, it did not seek out ways to improve this situation. Future research

should focus on ways to educate technology users and enhance their levels of privacy literacy.

6.6 Conclusion

I studied the impact of privacy literacy, self-efficacy, and concerns on older and younger

adults’ privacy decisions. My results show that while older adults’ decision process is different than

younger adults, this difference can be attributed to the differences in the levels of privacy literacy

between older and younger adults. The results showed that one of the main difference in thinking

mechanisms of older vs. younger adults springs from this variable.
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Chapter 7

General Conclusion and the Future

Directions

7.1 Empowering Older Adults With Their Privacy

This document rebuttals the view that depicts older adults as individuals inattentive to

their privacy and shows directions towards empowering the older population to use technology

products. In chapter 4, I found that older and younger adults have different privacy decision-

making mechanisms; older adults are willing to invest more effort into the decision scenario and are

more likely to disclose data if they find it beneficial. These findings support the growing body of

literature that adopts a strength-based view rather than the deficit-based view and can better lead

to older-adults-friendly technologies [109, 177, 20].

Since older adults are attentive to their privacy, platform designers should avoid design

strategies that are not older adult-friendly. For example, chapter 5 shows that dark pattern designs

disproportionately influence older adults and put older adults at a disadvantage: older adults are

more likely to fall prey to framing nudges. These findings are important since the practice of dark

pattern design is common in different platforms across the world [127, 48, 48] and many individuals

are arguably influenced by them. For example, in the Cambridge Analytica case, many users fell prey

to a dark pattern and disclosed data while they did not necessarily imply their informed consent.

Technology developers should identify design strategies that may harm older populations and find
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practices that facilitate older adults’ technological interactions.

In chapter 6, I contribute to this narrative further by showing that part of the different

privacy decision-making between younger and older adults can be traced down to having different

levels of privacy literacy. Older adults have higher levels of privacy literacy, which leads them to

spend more effort on their privacy decisions, and only disclose data if they expect a high value from

disclosure.

Furthermore, I showed that older adults have higher levels of privacy concerns. Literature

suggests privacy concerns as one of the main concerns for older adults when using the technology

[215, 68, 81]. This high level of privacy concerns may also be the main reason for older adults’ lack

of technology adoption [171]. My results show that older adults’ higher privacy concerns translate

into their perceptions of risks, benefits, and values of information disclosure. Technology designers

should adopt concern-alleviating strategies to reduce costs for older adults. For example, chapter 5

shows that honest communication of the shortcomings of a given product can alleviate older adults’

concerns for privacy. However, chapter chapter 6 shows that perceiving disclosure as beneficial can

reduce the effect of privacy concerns on disclosure. Therefore, platform designers must communicate

the benefits of disclosure, especially to the concerned users. For example, consent notices must

explain the benefits of disclosure clearly.

While my studies only focus on the older adult population, future research should study

diverse populations and the legislative bodies should specifically consider these diverse populations

when imposing new legislation.

7.2 The Dual-route Approach

I used the dual-route privacy framework in this dissertation to study older adults’ privacy

decision-making. I showed that neither privacy calculus [274, 267] nor the heuristic account [22]

solely show the broader picture. Instead of being driven only by heuristics or calculus, privacy

decisions are a byproduct of a dual-route process, with decisions concurrently being influenced by

both heuristic and conscious elements.
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7.2.1 A Framework for Studying Underserved Populations

The dual-route framework is valuable for uncovering the differences in decision-making be-

tween populations. This approach teases the decision-making process into smaller components (i.e.,

heuristic and rational). This divide-and-conquer helps us study and compare different populations

concerning their approach to each of the smaller components. Building on this work, scholars can use

the dual-route privacy framework to study other populations that are often neglected in technology

design (e.g., teens, gender and racial minorities). This approach can help the scientific community

and the industry better understand these underserved groups and accommodate them in the design

of technology.

7.2.2 Attitudinal vs. Behavioral Effects

Another benefit of using the dual-route privacy framework is that it helped me uncover

both the attitudinal and behavioral effects of heuristic (e.g., nudges) and cognitive (e.g., relevance)

design interventions. Researchers who only study privacy using heuristic frameworks may neglect

to measure different attitudes relating to rational frameworks (e.g., privacy literacy). By having

both heuristic and rational frameworks in mind, one can see the bigger picture and study how the

elements of the two frameworks may interplay. For example, behavioral economic scholars show how

nudges can increase users’ disclosure behaviors chapter 3. However, the attitudinal effects of nudges

are not well-studied in the literature. In chapter 5 I show that the attitudinal effects of heuristic

design interventions are unique from the behavioral effects. For example, a positive default increases

disclosure but may make users more cautious. While I used a web-based interface in my studies,

future studies can use the dual-route approach while studying other technologies. For example, in a

VR setting, scholars can measure not only users’ attitudes but also users’ emotions using different

bodily sensors and use both attitudinal and sensory data for predicting users’ behaviors.

7.2.3 Ecological Validity

All the studies in this dissertation were carried out with realistic scenarios where participants

thought they were disclosing real data. However, scholars sometimes use hypothetical scenarios

to study human behaviors. In contrast to realistic scenarios that measure the actual behavior,

hypothetical scenarios ask participants to imagine a situation where they can disclose data and
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specify their disclosure intentions. While I do not want to undermine the contributions of studies

with hypothetical scenarios, the results of realistic studies are more reliable. A common criticism

of hypothetical scenarios is that the measured intentions do not necessarily agree with the actual

behaviors. In a hypothetical scenario, individuals know that they are not making an actual decision.

Without any real consequences, they do not put as much effort into it as they may in an actual

situation. In contrast, those who participate in realistic scenarios believe that their decisions will

lead to actual consequences. Therefore, realistic scenarios can represent real-world situations better.

Operationalizing privacy studies using realistic scenarios is especially crucial when scholars

study privacy by the dual-route approach of rational vs. heuristic. If the experimenter asks par-

ticipants to ”imagine” themselves in a situation and focuses on ”thinking” too much, it may nudge

participants to use the rational route. Furthermore, heuristic manipulations are subtle and should be

hidden from the participants. Therefore, in a hypothetical study and without specific instructions,

participants who know their decisions do not have real consequences may not be motivated to invest

any effort and submit to heuristics. This can exaggerate the effects of heuristic manipulations in

hypothetical scenarios.

7.3 Limitations and Future Work

The contributions of this dissertation should be discussed in light of its limitations. While

I used diverse scenarios in this dissertation, we should be cautious in generalizing the findings.

For example, it is possible that a certain subgroup of the population is interested in the scenarios

(e.g., food recipe and credit recommender). Furthermore, I only studied a US-based population in

these studies. Research shows that different cultures have unique privacy attitudes and behaviors

[195, 114]. Future studies should investigate if different cultures, for example, are more likely to use

a specific route (privacy calculus vs. heuristics) and if the moderators I studied here (e.g., privacy

literacy) change per culture. In addition, this document focused on older adults’ privacy decision-

making mechanism and how it differs from younger adults. Consequently, I only studied these two

populations. However, age can be treated as a continuous variable, and future scholars can study

participants of all ages and see whether the findings of this study can be replicated with a numeric

and linear age variable.

Lastly, future research should study older adults who are non-technology users and explore
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the technology-avoidance causes among them. My results suggest that older adults who are tech-

nology users are worried about their privacy when interacting with technology. It is informative to

see if the same privacy concern is prevalent among non-technology-user older adults.
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Appendix A Supplement Materials For Chapter 6

The instruments for measuring digital privacy literacy:

1- What does the term ”browsing history” stand for? In the browsing history. . .

A. ...the URLs of visited websites are stored.

B. ...cookies from visited websites are stored.

C. ...potentially infected websites are stored separately.

D. ...different information about the user are stored, depending on the browser type.

2- What is a ”cookie”?

A. A text file that enables websites to recognize a user when revisiting.

B. A program to disable data collection from online operators.

C. A computer virus that can be transferred after connecting to a website.

D. A browser plugin that ensures safe online surfing.

3- What does the term ”cache” mean?

A. A buffer memory that accelerates surfing on the Internet.

B. A program that specifically collects information about an Internet user and passes them

on to third parties.

C. A program, that copies data on an external hard drive to protect against data theft.

D. A browser plugin that encrypts data transfer when surfing online.

4- What is a ”trojan”? A trojan is a computer program, that. . .

A. ...is disguised as a useful application, but fulfills another function in the

background.

B. ...protects a computer from viruses and other malware.

C. ... was developed for fun an d has no specific function.

D. ... caused damage as computer virus in the 90ies but doesn’t exist anymore.

5- What is a ”firewall”?

A. A fallback system that will protect the computer from unwanted web attacks.

B. An outdated protection program against computer viruses

C. A browser plugin that ensures safe online surfing.

D. A new technical development that prevents data loss in case of a short circuit.

6- What is a ”Functional cookie”?
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A. Cookies that can remember your preferences to boost the user experience

on a website.

B. Cookies that are used to target advertising to a user.

C. A computer program that can upload all the files from your hard drive to the internet.

D. Cookies that allow services to understand how users interact with a particular service.

7-What is a ”Marketing cookie”?

A. Cookies that are used to target advertising to a user.

B. Cookies that can remember your preferences to boost the user experience on a website.

C. A computer program that can upload all the files from your hard drive to the internet.

D. Cookies that allow services to understand how users interact with a particular service.
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