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Abstract

Virtual reality (VR) is a growing method of communication and play. Recent advances

have enabled hand-tracking technologies for consumer VR headsets, allowing virtual hands to

mimic a user’s real hand movements in real-time. A growing number of users now utilize hand-

tracking when using VR to manipulate objects or to create gestures when interacting with others.

As VR grows as a tool and communication platform, it is important to understand how the rising

prevalence of hand-tracking technology might a�ect users’ experiences.

�e goal of this dissertation is to investigate, through a series of experiments, how using

hand motions in VR in�uences our experience when we communicate with others or interact with

the environment. In our daily lives hand motions play a major role in interpersonal communica-

tion. Our hands can help emphasize or clarify our speech, or even supplement words entirely.

When interacting with the world, hands are our primary tool for manipulating objects and per-

forming dexterous tasks. Bringing these capabilities into VR, a space that has so far been lacking

in such detailed expression and interaction, may have unexpected e�ects.

In our �rst study, we explore the e�ects of common hand-tracking errors on communica-

tion. We use a virtual character who performs charades with detailed hand motions, alter the hand

motions, and ask participants to guess the correct movie titles and to rate the personality of the

virtual character. We �nd that the absence of �nger motion signi�cantly reduces comprehension

and negatively a�ects people’s perception of a virtual character and their social presence. Adding

some hand motions, even random ones, does a�enuate some of these e�ects. However, ji�ering

hand motions should be avoided as they signi�cantly decrease user comfort.

Our second study utilizes an in-depth VR Escape Room game to examine the e�ects of two

input modalities (VR controllers vs. hand-tracking) and two grasping visualizations (continuously

tracked hands vs. virtual hands that disappear when grasping) on ownership, realism, e�ciency,

enjoyment, and presence. Many VR users will be interacting in similar immersive game-like ex-
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periences, and so we must know if changes in interaction modality still ma�er when players are

focused on a game rather than their hands. Amongst other results, we show that ownership, re-

alism, enjoyment, and presence increased when using hand tracking for interactions compared to

controllers in a game-like experience.

In the �nal study, we implement a collaborative virtual environment that utilizes com-

munication and interaction to examine two input modalities (hand-tracking vs. VR controllers)

and how they a�ect social presence, comprehension, team cohesion, and mental workload. Par-

ticipants worked together, as embodied virtual Astronauts stranded on the moon, to rank items in

order of importance to their survival. We found who participants that used hand-tracking together

within the virtual scenario showed trends of higher social presence and lower task workload.

Overall, we show that using hand-tracking and hand motions in VR is bene�cial to many

metrics that are used to measure the quality of experiences in virtual environments. When using

accurate hand motions, people feel more comfortable and embodied within their virtual avatars,

or they feel more socially present. We recommend tracking and displaying hand motions in virtual

environments if embodiment or communication are the most important criteria.
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Chapter 1

Introduction

1.1 Research Motivation

Virtual Reality (VR) is the virtual immersion into a simulated environment and experi-

ence. Advances in VR have allowed for growing access to virtual applications and environments.

Today’s publicly available VR technologies take the form of head-mounted displays (HMD) with

internal sensors, lenses, and screens that create a stereoscopic view into a created virtual scene.

Many modern head-mounted displays and their accompanying technologies enable user interac-

tion within the virtual world with virtual items, menus, and even with other users. A primary goal

of Virtual Reality is to build fully immersive and presence-inducing environments with seamless

interaction. In recent years, more sophisticated HMDs have begun to track hand motions and

gestures, which can be used as a way to interact in or with the virtual environment. Additionally,

the number of VR users is growing, and many VR consumers have begun to use the technology

as a social platform to interact with others in shared virtual spaces. �ese technologies are brand

new and are still being integrated with one another. HMD developers have not yet se�led on a

standard interaction method, and varying costs and device availability will likely not have users all

interacting with the same modality. Errors and technological mismatches have and will happen.

�eir e�ects and the full e�ects of interacting with others in an entirely virtual space are not yet

known. As we come to use and rely on these technologies, we must understand what information

might be lost or altered when communicating with others in VR.

Advancing technologies and interface development have allowed for more non-verbal

communicative techniques to present themselves on the VR platform [133, 182] Users can now
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use gestures and hand motions when speaking with one another in VR applications such as VR-

Chat or RecRoom. Gestures are a major component of human language and communication. �ey

are the movements an individual will make with his or her hands and body as they speak. Ges-

tures are inseparable from talking and are used to orchestrate speech [141], convey ideas and

information, and possibly even help us think [77]. Detailed hand motions, which are an integral

part of many gestures, play an important role in face-to-face communication to emphasize points,

describe objects, clarify concepts, or replace words altogether [143].

Now, users can see each other within the same virtual spaces in VR and communicate

with one another virtual-face to virtual-face. �ese interactions between users in shared virtual

environments have only grown in relevance as users quarantine during the COVID-19 pandemic

[22] and look to shared VR as an alternative to video-conferencing [11] or in-person events [176,

29].

Virtual simulations are only just beginning to capture real-life hand motions and to dis-

play corresponding virtual hands within the virtual environments. As fully-tracked hands are

becoming more common within virtual spaces due to consumer availability of hand-tracking tech-

nologies, the VR community must understand the e�ects and consequences of applying hand mo-

tions to virtual hand representations in the pursuit of immersion.

1.2 Research�estions

�ere are unknowns in how important hand motions are for communication and inter-

action in virtual reality. We seek to investigate some of these unknowns within this dissertation

by answering these questions:

• How important are accurate hand motions to non-verbal communication?

– How important are accurate hand motions for interlocution comprehension?

– Can hand motions change how we perceive the personality of another person?

– Can hand motions a�ect how much we feel another person is socially present?

– Will inaccurate hand motions induce discomfort in a viewer?

• How important are hand motions and controls when interacting in a virtual space?

– Do di�erent types of interaction modalities a�ect a user’s perceived realism and own-

ership of their virtual hands?

2



– Can a player’s enjoyment of a game be impacted by how they are interacting with the

virtual environment?

– Will interaction controls a�ect how present a user feels within a VR game?

• How important are hand motions and controls when communicating and interacting with

someone else in a virtual space?

– How important are accurate hand motions for perceived comprehension in VR?

– Can higher-�delity hand motions increase how much a person feels another is socially

present?

– Will interaction modalities a�ect teamwork?

To answer these questions we investigate the e�ects of hand-tracking on communication

and interaction in VR using state-of-the-art hand-tracking technologies. We design and implement

a series of studies focused on the impact of hand motions on communication between virtual

reality users, interactions with virtual objects, and combinations thereof.

1.3 Overview of Studies

In our �rst study, we investigate the consequences of errors in hand and �nger motions

on comprehension, character perception, social presence, and user comfort. We conduct three

perceptual experiments where participants guess words and movie titles based on motion captured

movements, as in the game charades. We introduce errors and alterations to the hand movements

and apply techniques to synthesize or correct hand motions. We collect data from more than 1000

Amazon Mechanical Turk participants in two large experiments, and conduct a third experiment

in VR. As results might di�er depending on the realism of the virtual character, we investigate all

e�ects on two virtual characters of di�erent levels of realism. We furthermore use shorter clips

and longer motions in our experiments.

Amongst other results, we show that the absence of �nger motion signi�cantly reduces

comprehension and negatively a�ects people’s perception of a virtual character and their social

presence. Adding some hand motions, even random ones, does a�enuate some of these e�ects

when it comes to the perception of the virtual character or social presence, but it does not nec-

essarily improve comprehension. Slightly inaccurate or erroneous hand motions are su�cient

to achieve the same level of comprehension than with accurate hand motions. However, they

3



might still a�ect the viewers’ impression of a character. Finally, ji�ering hand motions should be

avoided as they signi�cantly decrease user comfort. �ese results have important implications for

the animation of virtual characters, for the creation of e�ective virtual agents, and for the devel-

opment of VR technologies. �is study has been accepted to ACM Transactions on Graphics (TOG)

peer-reviewed journal.

Most studies investigating hands in VR require participants to perform repetitive tasks.

For the second study, we investigate if results of such studies translate into a real application

and game-like experience. We designed a virtual escape room in which participants interact with

various objects to gather clues and complete puzzles. In a between-subjects study, we examine

the e�ects of two input modalities (controllers vs. hand-tracking) and two grasping visualizations

(continuously tracked hands vs. virtual hands that disappear when grasping) on ownership, real-

ism, e�ciency, enjoyment, and presence.

Our results show that ownership, realism, enjoyment, and presence increased when us-

ing hand-tracking compared to controllers. Visualizing the tracked hands during grasps lead to

higher ratings in one of our ownership questions and one of our enjoyment questions compared

to having the virtual hands disappear during grasps as is common in many applications. We also

con�rm some of the main results of two studies that have a repetitive design in a more realistic

gaming scenario that might be closer to a typical user experience. �is work was presented at ACM

Symposium on Applied Perception (SAP) in 2021, and subsequently published in ACM Transactions

on Applied Perception (TAP) peer-reviewed journal.

For the �nal study, we create a scenario that combines communication (investigated in

the �rst study) and interaction (examined in the second study) to investigate if and how di�er-

ent input modalities (hand-tracking vs. VR controllers) in�uence social presence, comprehension,

team cohesion, and mental workload within a collaborative VR scenario. We �nd trends of input

modalities on social presence and mental workload.

�ese studies highlight the importance of accurate hand motions in virtual reality when

considering communication between individuals and interactions for users. We show that accurate

hand motions are bene�cial for character perception and comprehension, as well as increasing

social presence and user comfort. Using hands to interact in VR also increases user ownership,

realism, enjoyment, and presence, and potentially reduces a user’s task workload. �ere are many

bene�ts to using hand tracking and hand motions in VR, and it should strongly be considered as

the new standard type of interaction in VR.
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Chapter 2

Related Works

�is dissertation examines the importance of hand motions for communication and in-

teraction in virtual reality. To fully comprehend the scope of this dissertation we must examine

these topics in detail. �is section describes the current state of the relevant literature and pre-

vailing theories. We describe literature on hand motions in the form of gestures, the motions

our hands make when we speak; we then consider current theories of non-verbal communication

and how hand motions and gestures contribute to these. Finally, we examine the current state of

interactions in virtual reality and the literature gaps that surround these topics.

2.1 Gesture and Hand Motions

2.1.1 What are Gestures?

Gesture carries many de�nitions. �is dissertation considers gesture in the context of

bodily movement with a speci�c focus on hand motions. McNeill [141] de�nes gesture as “the

intrinsic imagery of language.” Goldin-Meadow [77], also focusing on the hands’ contribution to

gesture, de�nes gesture as “the way we move our hands while we speak.” Both de�nitions highlight

the prevalent idea that gestures are closely related to language and speech.

In his book “Why We Gesture” [141], McNeill hypothesizes that gestures orchestrate

speech. Various theories follow this hypothesis and examine gesture and speech conjointly, though

di�er on whether to treat gesture and speech as one unit or two. Vygotski [192] codes gesture and

speech together into a minimal combined unit, a perspective that McNeill also supports [141],

whereas Kita’s Information Processing Hypothesis [117] treats gesture and speech as indepen-
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dent cognitive streams. Either way, gesture and speech are inseparable, and language as we know

it cannot exist without both. However, a gesture’s purpose and execution may vary by context.

2.1.2 Gesture for the Individual

To an individual, gesturing is part of the thought process, not just expressions of thought

but an act of thought itself [65]. McNeill [141] considers gestures as a component of a thought

coming into being onto the physical plane [141] and Goldin-Meadow [77] hypothesizes that ges-

turing reduces a speaker’s cognitive load. �e rate of gesture increases when tasks become more

di�cult [80, 166], when speakers are describing a scene from memory [59, 200], and when in-

dividuals reason about problems [15, 54, 59]. Additionally, when speaking becomes di�cult, or

communication is unsuccessful, a speaker increases their number of gestures and e�ort towards

producing them [139, 94, 71, 134]. In conversational se�ings, gestures can also substitute missing

vocabulary [24] or help explain social structures [66].

�e e�ect of speech and gesture works both ways. McNeill’s [141] proposal that gesture

orchestrates speech is supported by works by Rı́me [161] and Alibali [16], which restrict speakers’

movements and found decreased vividness in their descriptions and increased rate of perceptual

explanations. Based upon these and further works, Goldin-Meadow [77] hypothesizes that gesture

promotes spatial thinking and can a�ect what speakers are going to say.

Various studies have shown that life-long blind individuals gesture at the same rate as

sighted individuals [102, 103, 101], which suggests that performing gestures is not a learned ability.

Individuals gesture even when their conversational partner cannot see them and the gestures serve

no communicative purpose [199]. However, gestures are usually performed for a listener, and will

be adjusted accordingly.

2.1.3 Gestures for Communication

We have established that performing gestures is an ingrained ability that serves to facili-

tate thinking and speech, but the gestures themselves also o�en work to augment a speaker’s point.

Gestures are a major component of human communication [139, 140, 112, 76] and a key dimension

of face-to-face dialogue [27]. Face-to-face dialogue has been proposed as the “fundamental site”

of human language as it is our earliest and most prominent way of communicating [28, 25]. In

face-to-face dialogue, conversational partners use gestures to “create and convey shared meaning”

[27, 26]. �ese gestures take many forms: iconic where a person acts out an action as they describe
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it; metaphoric where a person treats an abstract concept as a physical object, for example, using a

giving gesture to indicate generosity; beat where the hand moves with the rhythm of speech; and

deictic which refers to pointing gestures [139]. Iconic, metaphoric, and deictic gestures can com-

plement a verbal description and add to a viewer’s understanding of an event, se�ing, or object

[67] and some gestures can substitute words entirely [24].

Spontaneous gestures that accompany speech are classi�ed as ”gesticulations“ under a

gesture continuum [111], �rst de�ned by Kendon, formalized by McNeill [139], and outlined in

Figure 2.1. �is continuum orders gestures based on the necessity of speech, and the presence of

language properties and regulated gestural signs.

Figure 2.1: �e Gesture Continuum

Language-like gestures fall between gesticulation and emblems, and usually serve to re-

place a word in a spoken statement; Emblems are known gestures with speci�c meanings (e.g.

the thumb and fore�nger OK sign); Pantomimes depict object or actions, as in the game charades,

which is used to evaluate the quality of non-verbal communication in Chapter 4; Sign Languages

are entire languages unto themselves composed almost entirely from gestures, though highly de-

pendent on facial expressions. Each type of gesture provides some level of meaning in communi-

cation. In the case of Sign-Language, and Emblems and Pantomimes to some degree, the gestures

themselves are the primary method of communication between individuals.

Kendon [112] further illustrates several kinds of contributions gestures make towards

meaning and includes techniques of classifying gestural representation. To observers, an indi-

vidual’s gestures can imply meaning [112], change the observer’s perception of the individual

[195, 149], or even indicate deception [52, 61]. A lack of gestures may decrease or alter informa-

tion comprehension, especially when communicating about shapes and objects [79, 55].

�ere are many works that show that gestures and hand motions are a vital aspect of

human communication, but how do we de�ne “communication” and why is it important?
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2.2 Communication

2.2.1 Interpersonal Communication

In the previous section we consider communication as the interaction between individ-

uals, where they are using gestures to emphasize or supplement their speech. While communica-

tion theory itself is a broad topic that considers a wide array of contexts, we continue to examine

communication from the interpersonal perspective throughout this dissertation. �is is called in-

terpersonal communication, de�ned by Gri�n [83] as “the ongoing process of using verbal and

nonverbal messages with another person to create and alter the images in both of [the communi-

cators’] minds.”

An early theory of interpersonal communication is symbolic interactionism, developed

by George Herbert Mead and his students [142, 41]. �is theory proposes that meaning is not

inherent in the world, that people create it and interpret it themselves, and then act on the basis

of those internal meanings. As such, even the concept of the self and others are meanings created

through an internal and subjective lens. When communicating with others a person may change

their behavior to conform to expectations, and their impression of the other person is warped

by their own perspective. A number of other interpersonal communication theories developed

later, some using Mead’s original premise as a base template. Berger’s Planning theory of com-

munication [33] explores how a person’s mental plans in�uence interpersonal communication,

whereas the older Goals-Plan-Action theory [62] accounts for an individual’s personal goals that

will shape the planning stage of communication. Another theory proposes that imagined inter-

action, intrapersonal communication, is the foundation of all other types of communication, as

communication processing happens within the individual [96].

A prevailing theme of these theories is that interpersonal communication is enacted and

perceived by the people involved, and that any communication will be understood through an

individual’s own perspective and experience. Any changes made to the method of interpersonal

communication, such as communicating through virtual reality instead of via face-to-face dis-

course, will by nature change the composition of the communication itself.

Claude Shannon, working for the Bell Telephone Company in the 1940s, expanded this

concept into considering communication as a form of information processing [171], where a ‘trans-

mi�er’ sends a message through a channel to a ‘receiver.’ However, the information transmi�ed

picks up ‘noise’ along the way, thus degrading the quality of communication. If we consider vir-
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tual reality as a channel or system of communication, discussed by Biocca and Levy as early as

1995 [38], then we must consider that using this channel will alter the communication that is

traditionally transmi�ed face-to-face.

2.2.2 Media Richness and Communication in Virtual Reality

Media richness theory emerges as a major theory within the literature when examining

computer mediated communication. Ishii et al. [100] consider modern technologies when ex-

panding on Da� and Lengel’s [57, 58] initial media richness theory, which proposes that a media’s

“richness,” as determined by immediate feedback, multiple cues, language variety, and personal

focus, should match the equivocality of the task. Ishii et al. [100] highlight the inconsistencies

found within the literature when considering this recommendation, especially with newer tech-

nologies. For example, Aritz et al. [19] conducted a large study among many virtual teams and

found that team members identi�ed rich media channels as being more e�ective, even with less

equivocal tasks, and Kahai and Cooper [180] found that richer media can have positive impacts

on decision making quality. Additionally, Ledbe�er et al. [124] found that enjoyment of a media

was a be�er predictor of media usage frequency than task type.

Virtual reality, a medium with a high level of richness due to its high immersion level

design, has been found to be both a rich channel of communication with minimal di�erences with

face-to-face communication [10], as well as induce a high measure of enjoyment [193]. �is higher

level of media richness may indicate increased media usage according to recent media usage trends

[100]. However, we must consider the negative e�ects of VR’s high richness. Kolomaznik et al.

[119] suggest that the potential for motion sickness and additional technological overhead leads

to VR not being a remedy for engagement with teamwork. Some users are more prone to motion

sickness and cybersickness than others [183], altering those individuals’ perception of the VR

experience by reducing their presence [198] and possibly hindering e�ective communication. As

the technology develops we can hope to see improvements with these issues.

2.2.3 Non-verbal Communication

While gestures are covered extensively in Section 2.1, there is more to non-verbal com-

munication than just hand motions, both conceptually and practically. Human non-verbal com-

munication is also conveyed through facial expression, body language, proxemics, and more. Non-

verbal cues are ubiquitous across communicative interactions and are meaningful across all face-

9



to-face dialogues [30, 122, 73, 106, 51]. �ey have even been found to be more important than ver-

bal conveyance, especially when considering deception [47, 46, 191, 154] or important relational

communication [18]. How non-verbal communication is conveyed and perceived is dependent on

many factors, including personality [74], age [69], gender [85], culture [135], and more. Despite

di�erences in conveyance across populations, non-verbal communication has been found to be

vital in conveying meaning and improving comprehension [40, 48, 43, 205].

Body and hand language in�uence people’s judgements about personality and mood. Ex-

troverts tend to gesture more o�en and with faster, larger hand movements [158] and viewers can

detect angry hand gestures, regardless of the hand model’s appearance [164]. Furthermore, editing

the timing and poses of hand motions or gestures can a�ect the perception of a virtual character

[107, 175, 195]. Such factors can even be incorporated into procedurally animated characters so

that viewers clearly perceive the characters animated with di�erent motions as having distinct

personality types [149, 175]. �ese perceptions can in�uence how individuals perceive each other

and thus how they communicate [147]. As technology develops, non-verbal communication is

now happening in the virtual world.

2.2.4 Non-verbal Communication in Shared VR Spaces

With the growing popularity of consumer level headsets, shared VR spaces and multi-

player games have become common. Communication between individuals within VR happens

primarily over text, voice chat, icons and cues [123, 128], or with non-verbal interactions such as

gestures [39, 133], facial expressions [182, 97], or proxemics [42, 91, 44]. An old adage claims that

90% of communication is non-verbal, though research shows this number actually varies between

70-93% at any given time [143]. Research suggests that non-verbal body language and gestures

are important in VR as well. Whole-body avatars have been shown to improve communication,

presence, and usability when using a Head-Mounted Display (HMD) in VR and using them is

somewhat comparable to face-to-face interaction [64, 147, 176, 194].

Because hand motions are o�en di�cult to capture in real-time, the �ngers are rarely

considered in VR communication experiments [64], though hands heavily in�uence non-verbal

communication. Of particular importance are gestures [76, 104, 140], but without hand tracking,

gestures are constrained to what users can choose via interface or pantomime with controllers,

o�en without meaningful control [182]. Only now are gestures entering into VR spaces, but few

works examine how they might ma�er in group VR se�ings.
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2.2.5 Communication for Teams

Teams and groups of people can come together for many reasons. Harris and Sherblom

[89] list four common reasons: interpersonal a�raction, personal need for a�liation, meaning or

identity, commitment to group goals and activities, and assignment to the group by someone else.

Whatever the reason a team is formed, team members will interact with and inter-depend on one

another and possibly produce synergy, the ability to adapt with and o�en improve on individual

members’ performances [49]. �ese interactions and subsequent teamwork are possible due to

communication between team members, which can take many forms and serve several functions.

In a group se�ing verbal communication o�en functions to de�ne and order group tasks, determine

how tasks will be completed, and also to talk about the group itself. Non-verbal communication in

groups can determine the quality of relationships between group members and will serve to add

meaning and emphasis to interactions [89].

�e quality of communication in a group se�ing can in�uence team cohesiveness. Team

cohesiveness is the team members’ desire to remain in the group and their willingness to work to

accomplish the team’s goals [113, 203]. Team cohesiveness is a popular metric in determining team

quality and is a predictor of team performance and success [68, 178]. It has been used to investigate

the e�ects of computer mediated communication on teamwork and group e�ectiveness.

2.2.6 Collaboration and Team Cohesion in Virtual Reality

As VR technology becomes more accessible, users have begun to utilize shared VR spaces

to collaborate and coordinate with one another. While embodied VR is reportedly more like face-

to-face interaction than other collaborative technologies [11], teamwork and collaboration in VR

has rightfully been investigated as its own discipline.

Freeman et al. [72] explored collaboration in social VR with a series of in-depth inter-

views. �ey highlight the importance of embodiment in facilitating virtual collaboration and the

value of realism and naturalness when collaborating with others. Kolomasnik et al. [119] found

that VR interventions did not improve students’ a�itudes towards teamwork, though Wienrich et

al. [202] did �nd that requiring collaboration for a task between VR users improved social presence

and cooperation.

Team cohesion, a metric of team appeal and performance [95, 53, 197], has been used to

investigate the potential of teamwork and collaboration in virtual reality. Torro et al. [186] found

that team cohesion was limited in social virtual reality, but that developing VR technologies will
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likely soon mitigate these e�ects. Liszio et al. [131] found that interactive social entities increase

team cohesion in a virtual environment. VR is also being proposed as a way to study team cohesion

and mental health for long-term space missions [163].

2.3 Virtual Reality

2.3.1 Measuring the VR Experience

A major metric for evaluating experiences in VR is the sense of presence, which is the

“sense of being” within a virtual space [172]. Presence can be broken down into three types:

self presence, social presence, and physical presence [93, 125, 167]. Self presence, the feeling of

embodying your virtual avatar, social presence, the feeling that others also exist within the virtual

space with you, and physical presence, the sense of the environment being an actual space around

you, all play a critical role in inducing presence within VR users [34, 125] and are o�en used as

measures for VR research experiences as presence a�ects satisfaction, immersion, enjoyment, and

more in virtual environments [45, 188].

Self presence can a�ect real life health and virtual social connections [31, 105]. Embodi-

ment, the sense of being inside and controlling a body; body ownership, the sense of owning the

body; agency, the sense of controlling your movements [115]; and further measures o�en serve

as adjacent investigators to self presence [34]. Support for the Virtual Hand Illusion [208], where

body ownership is induced for a fake virtual hand, suggests that the appearance of an avatar’s hand

does have an e�ect on perceived ownership and agency [17, 129], and further work shows that

how a hand is steered in a virtual scene (controller vs. hand-tracking) also in�uences ownership

[130].

Social presence [36] predicts learning satisfaction [98, 160], a�raction [126], trust, enjoy-

ment [92], and is o�en associated with positive communication outcomes [152]. A recent publi-

cation �nds that social presence of others is a�ected by hand appearance in a collaborative virtual

space [207], however there exists no work investigating how hand input may a�ect social pres-

ence in real-time communicative virtual reality. Further research into hand motions on presence

is limited, but evidence shows higher reported self and social presence and enjoyment with intu-

itive controls over bu�ons and gamepads [14], though indirect bu�on input was still preferred for

some actions [155].
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2.3.2 Hand Tracking for Virtual Spaces

Recent advances in consumer technologies have allowed hand motions to become a viable

interaction method in VR. �e Leap Motion device enabled hand tracking in consumer VR as early

as 2012 [153], though its modular design was more popular with developers than the average user.

Consumer headsets with built-in hand tracking, such as the Oculus �est (2019), Oculus �est

2 (2020) [1], and Valve Index (2019) [4], enable users to easily interact with their environments

through hand tracking and representation. Several games have been adapted or cra�ed for users

to experience these new technologies fully [21, 9], allowing what was once a rare interaction

method to enter the mainstream. �ese headsets track and represent the users’ hand motions in

real-time using machine learning [87], and other hand-tracking techniques are still being explored

[165, 75].

Existing hand-tracking methodologies involve marker-based optical tracking, sensored

gloves, markerless optical tracking, and depth cameras [201, 109]. �e Leap Motion uses depth

cameras [8] and the Oculus �est uses markerless optical tracking [7] but, while accessible, these

methods are limited in their scope. Trained neural networks can account for occlusions [184, 127],

but the cameras of these methods must be focused within a small area, and as such can only track

hands within a limited region. Marker-based tracking and sensored gloves can allow for freer and

more natural movement, but come with their own drawbacks. Marker-based tracking systems can

be very accurate but require extensive setup and expensive cameras [118]. While sensored gloves

do not have occlusions, they do not provide spatial positions, a major limitation for visualization

and interaction within VR, and can be expensive and cumbersome [63].

2.3.3 Interactions in Virtual Reality

In current applications, controllers are still the consumer industry standard for inter-

actions in virtual environments. Research suggests that more natural interaction techniques can

increase user enjoyment and presence even if performance might be reduced [138, 146, 174], which

could imply that using accurately tracked hand motions would be preferable to using controllers.

A study by Lin et al. [130] directly examines the di�erences between controllers and high-�delity

hand tracking. �ey measured the e�ect of using controllers or tracked hands and of having dif-

ferent hand sizes on ownership and the virtual hand illusion. Among other results, they found that

tracked hands lead to higher levels of ownership and perceived realism but to poorer perceived

e�ciency and longer task times.
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Additional work has investigated how interactions with hands are implemented within

VR, especially when grasping objects. Since the haptic feeling of grasping a real object is missing,

several ways of giving users feedback when grasping have been suggested. Multiple studies have

demonstrated that visual feedback has several advantages over no feedback [50, 120, 157, 190].

For example, users tend to prefer visual feedback over no feedback while grasping a virtual object

[157, 190] and visual grasping feedback can improve e�ciency [120]. Prachyabrued and Borst

[157] investigated several visual feedback techniques for virtual grasping with a repetitive grasp

and release task and found that preventing the virtual hand from entering the virtual object while

grasping was preferred. Canales et al. [50] con�rmed that preventing hand-object interpenetra-

tions was preferred with a similar repetitive procedure, though grasping performance was re-

duced. Displaying the virtual hands when grasping lead to higher performance and perceived

hand ownership than hiding the hands during a grasp.

2.3.4 �e E�ect of Interaction Control Methods on Communication

Few works consider both communication and interaction controls together in Virtual

Reality. Aseeri & Interrante [20] develop a scenario where a dyad, one participant and one re-

searcher, conducts a series of collaborative tasks such as ranking the importance of survival items

and playing charades. �ey use three avatar representations: No Avatar, where both players are

only represented by virtual controller models, Scanned Avatar, where the researcher had a 3D

scanned model of themselves as their avatar and the participant had a gender and race matched

avatar, and Real Avatar, where both players were viewed with a green screen background and then

inserted into the virtual environment. �is study examines the e�ects of avatar representations

on communication satisfaction, social presence, interpersonal trust, and a�ention to behavioral

cues. Aseeri & Interrante found that the Scanned and Real Avatars led to higher reported social

presence and that a majority of participants preferred the Real Avatar.

Wu et al. [204] present a system that is both collaborative and includes interaction con-

trols. �is project compares a highly expressive system that includes high �delity expressions,

hand, and body movements created from using an advanced fusion algorithm to combine the in-

puts of many cameras, to a low expressive system that uses consumer-level body and expression

tracking and only tracks the hand position via controller. Participant dyads each used one sys-

tem and played charades. Wu et al. found that participants interacting with the highly expressive

avatar felt higher social presence and a�raction and performed be�er at the task.
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Abdullah et al. [11] compare videoconferencing (e.g. Zoom) to shared VR spaces with

full-body (including hands) tracking. �ey use various collaborative tasks. e.g. laying out an

apartment �oor-plan and planning a party to investigate behavioral di�erences: gaze, gestures,

and conversational turns. �is study found that videoconferencing required more e�ort to main-

tain the social connection, reduced conversational overlap, increased self-adaptor gestures (ges-

tures not designed to communicate, o�en indicating increased anxiety [196]), and decreased de-

ictic gestures (pointing). �is study measures co-presence and clear communication but does not

speci�cally target hands or investigates hand-tracking.

Smith & Ne� [176] compare interactions in face to face, embodied VR, and non-embodied

VR scenarios. A dyad of participants perform collaborative tasks such as negotiating an apart-

ment’s room uses and planning out furniture placement. �e embodied VR condition uses marker-

based optical tracking to capture and render the participants’ body movements onto a virtual

avatar, and the hands are tracked and controlled with VR controllers. �e non-embodied VR con-

dition only uses the VR controllers. �is study found that embodied VR induced higher reported

social presence and that the non-embodied condition led to loneliness and degraded communica-

tion.

While several studies that consider di�erent interaction controls in shared virtual envi-

ronments are listed above, none of the existing literature explicitly looks at the e�ects of hand

motions and hand-tracking on communication in VR. Hand-tracking is growing as a way to in-

teract with VR spaces. �is work endeavors to investigate the importance of hand-tracking when

communicating in VR, and examines the e�ects that di�erent interaction controls might have

when individuals are interacting in VR.
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Chapter 3

Study 1: How Important are

Detailed Hand Motions for

Communication for a Virtual

Character

(a) Original (b) Reduced (c) Ji�er (d) Popping (e) Smooth (f) Passive (g) Random (h) Static

Figure 3.1: �e virtual character acting out the short motion “three” under di�erent alteration
conditions. (a) Original corresponds to highly accurate motion capture; (b) Reduced only uses
the information of the �nger tips of the thumb, index, and pinky; (c) for Ji�er random noise is
added to the primary rotational axes; (d) Popping has the �ngers occasionally freezing and then
jumping back into place (e) in Smooth the motions are averaged over several frames; (f) in Passive
�nger motions only respond to gravity. In the shown frame, the �ngers droop forward; (g) for
Random we replace the hand motion with unrelated gestures; (h) Static uses a static hand pose,
so the �ngers do not move at all. We hide the face of the realistic avatar so that the lack of facial
animation does not distract the viewer.
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In this �rst study we investigate the role of detailed hand motions when conveying con-

tent. �e results and conclusions of this work strengthen the notion that the presence of hand mo-

tions does ma�er when communicating with virtual characters, and that a complete lack of hand

motions is detrimental. Higher �delity hand motions seem to improve comprehension, percep-

tion of character, social presence, and user comfort, though any hand motions at all can mitigate

at least some negative e�ects on social presence and user comfort.

Our study consists of three experiments. To explore several of the possible hand motion

alterations, we use Amazon Mechanical Turk’s ability to gather large numbers of participants

in our �rst two experiments, in which participants watch videos of our stimuli. We then repeat a

small subset of the conditions in a third experiment in VR. Our experiments are based on charades.

Charades motions have correct answers that make for straightfoward evaluation; a multitude of

incorrect answers will indicate a severe e�ect on communication �delity. We hide the face of the

Realistic virtual avatar with a Head-Mounted Display (HMD) so as not to distract participants

with imperfect facial animations, and to avoid a confounding factor due to the facelessness of the

Mannequin avatar. Our stimuli is pre-recorded which allows us to thoroughly post-process the

detailed hand motions and guarantee the best possible quality for our baseline condition. �is

method furthermore gives us full control over our stimuli and ensures that each participant sees

the same gestures.

In our �rst experiment, the Alteration Experiment, we alter the hand motions of a mo-

tion captured character to simulate errors or changes that would typically happen when creating,

tracking, or post-processing hand motions (Figure 4.1). �is experiment asks: How do hand an-

imation and avatar appearance a�ect the viewer’s ability to understand the character? How do

they a�ect the viewer’s impressions of the character? Are some motion errors more acceptable

than others? Can we create acceptable hand motions without any data? In our second experi-

ment, the Intensity Experiment, we ask: Which intensities of speci�c alterations, namely Ji�er,

Popping, and Smooth, are acceptable? What are acceptable thresholds for these errors? We vary

their intensity from subtle to extreme to observe their e�ects. In the third experiment, the VR

Experiment, we verify some of our results in a virtual environment and evaluate participants’

comfort level when watching the character in VR.

Full detailed results are included in the Appendix.

17



Motion Total

Experiment Design Avatar Clip Lens Alts Conds Ref Valid

1. Alteration Btwn MQ/Real Lng/Shrt 8 32 Sec. 3.2 871
2. Intensity Btwn MQ/Real Lng/Shrt 10 40 Sec. 3.3 1198
3. VR Compare Btwn Real Shrt Orig/Stat 2 Sec. 3.4 31

VR Comfort Wthn Real 10s clips 14 14 Sec. 3.4 31
VR Rank Wthn Real Lng 8 8 Sec. 3.4 31

Table 3.1: Study 1: Summary of experiments. Both the Alteration and Intensity experiments eval-
uate participants’ comprehension, perception of the character, and social presence based on video
clips. VR Compare investigates if those concepts are perceived in the same way in a virtual en-
vironment and repeats two conditions of the Alteration experiment in VR. VR Comfort and VR
Rank examine participants’ comfort level when watching the character in VR and establishes a
preference ranking for all conditions.

3.1 Study Overview

Our study consists of three experiments: Alteration, Intensity, and VR (see Table 3.1).

In our experiments, among other questions, participants are asked to guess acted movie titles or

words displayed on a virtual character, in a similar way to the game “charades” where players

pantomime words or phrases.

For both the Alteration and Intensity experiments, our independent variables are the Mo-

tion Condition (Motion Alteration or Motion Intensity), Avatar, and Clip Length. Our dependent

variables are the participants’ comprehension, perception of character, and social presence. Both

experiments use a between-group design so that no participant would be asked to guess the same

movie or word more than once. �erefore, each participant viewed a series of clips with consis-

tent motion condition, avatar, and clip length. For both experiments, participants were recruited

online through Amazon Mechanical Turk.

�e VR experiment was conducted in-person at Clemson University and consists of three

parts: VR Compare, VR Comfort, and VR Rank. VR Compare repeats the Alteration Experiment

with a small subset of conditions. VR Comfort and VR Rank evaluate whether the hand motions

in�uence how comfortable participants feel while watching the character: VR Comfort asks par-

ticipants for comfort ratings and VR Rank asks them to rank motion conditions based on comfort

in direct comparison. �e independent variable in all three parts is the Motion Condition. �e

dependent variables of the �rst part are the same as in the Alteration and Intensity Experiments;

in the second and third part they are the participants’ comfort and ranking.
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Figure 3.2: �e two avatars used in the experiments. Le�, a stylized wooden mannequin. Right, a
realistic character wearing a head mounted display.

Our hypotheses are as follows:

• H1, Comprehension: Partially missing or inexact hand motion data reduces participants’

comprehension of a character. Complete absence of motion data reduces it further.

• H2, Perception of Character: Changes to hand motions and character appearance will

a�ect the perception of a character.

• H3, Social Presence: Less natural hand motions or a less realistic character will reduce

social presence.

• H4, Comfort: Less natural hand motions will make people feel less comfortable.

3.1.1 Stimuli Creation

We captured a set of charades using an 18-camera Vicon optical motion capture system

speci�cally set up to accurately capture the detailed hand motions of a standing performer. An

actor wore 60 optical markers on his body and 24 markers on each hand. We then asked him to

pantomime several movie titles. �e actor was told that the virtual character’s face would not be

animated and that any facial expressions would be lost, so that he focused on his body motions

when performing the charades. A�er verifying which movies could be guessed well based on

videos of the capture, we labeled the markers of six movies and computed the skeletons for the

body and each hand separately for highest possible accuracy. �is process produced three separate

joint skeletons – one each for the body, le� hand and right hand – which were aligned using aim

and point constraints and combined by reparenting each hand to the body’s elbow joint. �is

approach ensured that the captured hand motions were not modi�ed in any way and stayed as
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accurate as possible. We furthermore con�gured our virtual characters to match the captured

skeleton rather than using retargeting, which can generate slight inaccuracies.

We use two character models to display the motions: a mannequin and a realistic avatar

(see Figure 3.2). �e realistic avatar wears an HMD to hide the non-animated face, so that the lack

of facial animation does not distract viewers’ a�ention from body language, and to equalize con-

veyed information between the two avatars as facial animation would otherwise be a confounding

factor (which would invalidate any conclusion on the in�uence of the avatar). We experimented

with several di�erent face-hiding options to �nd one that would be as natural and inconspicuous

as possible, including blurring, using a black rectangle, and hiding the face with various objects.

�e HMD was chosen as it was the most unobtrusive to our pilot participants and did not

seem to divert people’s a�ention from the task.

With this procedure we created six long motions (movies) and 15 short motions (words),

which are subsets of the long motions. �e long motions last between 28 and 80 seconds (mean:

39.1s) and represent the movies Back to the Future, Eat Pray Love, �e King’s Speech, �e Lion

King, �e Pianist, and �e �ree Musketeers. Each charade starts with several emblems. Five of

our charade motions start with the emblem for movie (right �st describes vertical circles close to

the head as if operating an antique video camera while one looks through the le� hand that is

shaped like a cylinder to represent the lens) and one charade starts with the sign for book (�at

hands are opened similar to the pages of a book). �en the number of words is indicated by

showing the corresponding number of �ngers. Further signs can be used to clarify which word is

being pantomimed (�rst, second, third, fourth) and which syllable of a word is being described. �e

short motions are between 1 and 17 seconds long (mean: 6.6s) and include individual words from

the movie titles such as Eat, Lion, or �ree. We include thirteen short motions in our analysis; the

motions “four” and “two” were included as a�ention checks. �e long motions give participants

more time to notice errors and form an impression of the avatar. �e short clips give participants

less redundancy to guess the meaning of the motions and allow us to get insights on how the

motion alterations might a�ect individual gestures and on how quickly participants might form

an impression of the avatar.

We implemented each motion condition as a �lter over the original motion in Unity.

Finally, for each condition, we exported videos from Unity using the RockVR Video Capture Unity

plugin and trimmed them with FFmpeg. �e videos had no sound.
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3.1.2 Measurements

Our goal is to measure the e�ect of changes in hand motions on people’s comprehension,

their perception of the virtual character, their social presence, and their comfort level. �e full

questionnaire can be seen in the Appendix, Table 4.

Motion comprehension is based on how well participants guessed the movie titles or

words. �eir answers were rated by two researchers on a scale of 0 - incorrect, 0.5 - partially

correct, or 1 - correct. A third researcher solved any discrepancies. Guidelines for rating were

established beforehand. If participants guessed a variation of the correct short word, we labeled

their response as correct (e.g., “eat” and “eating,” “pray” and “praying”). If they wrote down an

answer with similar meaning to the correct one for the short motions or if they guessed parts of the

long movie title, we labeled their response as partially correct (e.g, any words in “Eat, Pray, Love”).

Answers that seemed straight forward based on the animations were also judged as correct (e.g.,

“monster” for “lion” or “shotgun” for “ri�e” for the short clips, movies about famous composers for

“�e Pianist”). We averaged participants’ scores into a �nal motion comprehension score between

0 and 1. In the Alteration and Intensity experiments, the averages ranged from 0 to 1, with a mean

of 0.55. Out of 11882 answers given, 654 had discrepancies between the two initial researchers

(5.5%). Inter-rater reliability was very high with an unweighted Cohen’s κ of 0.90.

Our perceived comprehension measure is the mean of two 7pt-Likert scale questions

that asked participants to judge how well they thought they understood the virtual character.

�ese questions were adapted from Biocca et al.’s Networked Minds Measure of Social Presence

�estionnaire [37].

To evaluate the perception of the virtual character, we use McDonnell et al.’s Perception

of Virtual Character questionnaire [136] as well as the Ten Item Personality Inventory (TIPI) [78].

�e TIPI questionnaire includes two measures for each of �ve personality traits; one question

measures the personality trait positively, the other negatively. �e questionnaire is based on the

Big Five model of personality that has been common in psychology since the 1990s [56]. It mea-

sures extraversion, agreeableness, conscientiousness, emotional stability (reversed neuroticism),

and openness to experience. For analysis we follow the procedure set by Gosling et al. and �ip the

negative measure, then take the average of the two values as the �nal measure for each personality

trait.

Social presence was evaluated based on the questions by Nowak and Biocca [150]. Our

social presence measure is the mean of the �ve social presence questions.
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Finally, in VR Comfort, we asked participants to rate how comfortable they would feel

interacting with this character for an extended period of time. In VR Rank, we asked them to rank

how comfortable they would feel interacting with each character from most comfortable (1) to

least (8).
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3.2 Experiment 1: Alteration Experiment

�e Alteration Experiment examines the role of hand animation accuracy and character

appearance on participants’ comprehension, perception of the character, and social presence. A

between-group design was used, where each participant saw either 15 short clips or 6 long motions

on one avatar (out of 2) with one motion alteration (out of 8), leading to a total of 32 di�erent

conditions: 8 (Motion Alteration) × 2 (Avatar) × 2 (Clip Length).

3.2.1 Motion Alterations

Our baseline motions are the original, unmodi�ed motion captured data (Original) and

the complete lack of hand motion (Static). Additionally, we created six motion alterations based on

typical errors in the motion capture process or on methods to synthesize or post-process motion

data. Based on our results, we realized that our alterations can be grouped into three categories:

Full motion data displays the fully accurate motion data, Partial motion data represents data that

has been altered from the captured data, and No motion data includes conditions where no in-

formation on the hand motions is used and hand motions are either lacking or synthesized from

scratch. In the following, we summarize and detail the eight motion conditions.

• Full Motion Data

– Original: unmodi�ed motion captured data

• Partial Motion Data

– Reduced: simpli�ed motion capture

– Jitter: random noise

– Popping: periodic freezes

– Smooth: moving average

• No Motion Data

– Passive: passive hand motion

– Random: unrelated motion capture data

– Static: no movement
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Original. Original corresponds to the detailed, unaltered motion captured motion. �ese

motions were recorded with a high-�delity motion capture system and manually post-processed.

�is quality can typically not be achieved with real-time, consumer level equipment (yet). It is our

most accurate motion.

Reduced. �e reduced condition simulates a reduced marker set from Hoyet et al. [99],

assuming only 6 markers, 2 each on the thumb, index, and pinky �ngers. We use the markers to

get the �ngertip positions for the index, pinky, and thumb. �e �ngertip positions for the middle

and ring �ngers are computed using linear interpolation. Based on the �ngertip positions, we

compute rotations for the �nger joints using inverse kinematics. �is type of motion happens

when a hand tracking system is used that only records the �ngertip positions [13].

Jitter. Ji�er induces random rotation movement (ji�er) along the primary rotational axes

of the wrist, �ngers, and thumb (Figure 3.9). �is condition simulates the e�ects of noise from

sensors, which can cause jumpiness and small �uctuations in the animation. For each frame, we

compute a small random rotation pertubation by sampling an angle θ from a normal distribution:

θ ∼ N (0, σ). J. Segen and S. Kumar [170] examined the ranges of ji�er in hand tracking and

proposed that typical ji�er in orientation are less than 2 degrees, which also corresponds to our

experience. We stay consistent with this result when se�ing the variance σ to 0.667 to create ji�er.

With this se�ing, the angle θ stays within -2 and 2 in 99.7% of cases. We also stay within the range

used by Toothman and Ne� [185] who add ji�er to whole body motions to evaluate the impact of

avatar tracking errors in virtual reality. �ey apply a rotational ji�er between 0 and 0.5 degrees,

then between 0 and 1 degree, and �nally between 0 and 6 degrees. Ji�er is also encountered in

current consumer equipment and can increase in low light conditions [151].

Popping. �e popping condition periodically freezes the joints of the wrist, �ngers, and

thumb and then pops them back to their current rotations. It simulates the e�ects of abrupt transi-

tions in the motion such as those caused by temporary occlusions or loss of tracking. �is type of

error is common with head-mounted inside-out hand-tracking technologies when the hands leave

the tracking space [70]. We induce popping with a freeze duration of 0.8 seconds at intervals be-

tween 7 and 9 seconds to prevent the popping from looking too regular. Pops are more visible if

the hands are moving a lot (Figure 3.9). We ensured each clip had at least one pop.

Smooth. Most systems perform smoothing to counteract ji�er from sensors. We im-

plement this condition by applying an exponentially weighted average on the original anima-

tion curves of the wrist, �ngers, and thumb, sampled at 30 frames per second. �is smoothing
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technique blends the incoming frame forig with the previous computed frame f t−1 such that

f t = forigα+ f t−1(1−α). Choosing a lower α weights the previous values over the new value,

which produces a smoother curve at the expense of loss of detail. We set α to 0.2 to simulate a

slight, not too obvious smoothing that would also be used in practice in such applications.

Passive. �e Passive condition uses the method developed by Ne� and Seidel [148] to

implement digits that move solely under the e�ect of gravity. �e result is a hand that seems

uncontrolled and lax. �e authors provide the results of simulation in a table, driven by wrist

orientation, which we implement directly. �e motivation for including this condition is that

in cases where no information on the �nger and thumb motion is available, it might look more

realistic to add some motion than to have none at all.

Random Based on the same motivation as the Passive condition (some hand motion

might be preferred to none), Random adds captured hand motions that might not �t the body

motions: for each charade, we applied the hand motion from the next charade (order is alphabetical

by title), starting at the middle of the charade to avoid similar beginnings. �is technique creates

somewhat random hand motions within the same style. �e short clips were extracted from the

resulting long motions.

Static �e hand does not move. We set the wrist, �ngers, and the thumb to a relaxed

pose to make the e�ect more subtle. �is condition occurs when an avatar’s hands are shown but

there is no detailed hand tracking, for example when using simple controllers.

3.2.2 Method

3.2.2.1 Participants

For the Alteration and Intensity experiments combined (they were run together), we re-

cruited 1940 online participants using Amazon Mechanical Turk. A technical failure resulted in

the loss of the motion comprehension data for 840 participants but preserved all other data. Par-

ticipants found our experiment listed as a HIT (Human Intelligence Task) on the Mechanical Turk

portal. We restricted participants to those who had an approval rate of over 95%, were located in

the United States, and had not previously taken any other questionnaires distributed as part of the

same project. Participants were compensated with $1 for a task that took about 10 minutes.
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3.2.2.2 Cleaning Data

Research suggests that recruiting participants from Mechanical Turk does not lead to a

signi�cant degradation in data quality [177, 23] as long as some quality assurance is performed on

the responses. Text responses were checked manually. Across both the Alteration and Intensity

experiments, we excluded 39 participants due to nonsense wri�en answers or errors playing back

the video. An additional 36 participants were omi�ed due to non-consent or missing data. Ulti-

mately, 1865 (96.13%) online participants remained for further processing. To ensure the quality

of the survey responses, we computed Pearson correlation coe�cients in a similar way as Smith

and Ne� [175] for each grouping of questions as they were shown to participants: two for the

TIPI measure, one for McDonnell et al.’s questions on the perception of the character, and one for

the questions on social presence. Participants whose answers greatly di�ered from the mean in

a grouping compared with others in their same condition (same motion condition, same avatar,

and same clip length, 19.3 participants on average) were �agged. �ose with three �ags or more

were omi�ed from the analysis (resulting in 265 being omi�ed), leaving 1600 (82.47% of 1940 re-

cruited) participants total for analysis. Similar quality assurance techniques have been used in

various crowd-sourced studies [177, 175] with the assumption that not too many responses from

an individual should deviate greatly compared to the other responses in that condition. We fol-

lowed Smith and Ne�’s [175] example and, a�er extensive testing, used the same small threshold

of 0.15 in order to preserve as many responses as possible. Spot checks revealed that this method

correctly excluded participants whose ratings did not seem thought through, e.g., when the same

rating was given to every question, or who did not answer our a�ention check motions correctly.

Out of the 1600 participants (927 of which had motion comprehension data), a total of

871 participants (505 with full data) were analyzed as part of the Alteration experiment, and 1198

participants (685 with full data) were analyzed as part of the Intensity experiment. �ere was

an overlap of 469 participants (263 with full data) because the conditions Original, Ji�er(Low),

Popping(Low), and Smooth(Low) were considered in both experiments. �e Alteration experiment

had an average of 27.2 participants for each combination of conditions, 108.9 participants per

motion alteration, and 425.5 per clip length and avatar.

3.2.2.3 Procedure

Participants were directed to a �altrics survey. Participants started by signing a con-

sent form and providing demographic information. Participants watching the long clips were
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introduced to the rules of charades and told that they would be asked to guess a movie title. �ey

were then asked to select the movies they were familiar with from a selection of 45 movie covers

that included the titles for the charades used in the experiment. We had planned to use this in-

formation to eliminate participants that were not familiar with the movies they had to guess, but

found that many participants were able to guess the movie titles even if they were not familiar

with the actual movies. We therefore did not use this information. Participants who watched the

short clips were told that they would be asked to guess a noun or verb.

For both clip lengths, participants watched the sequence of animation clips in randomized

order and typed in their responses. Participants could only watch each clip once. A�er the video

section, participants answered questions about their perceived comprehension, perception of the

character, and social presence. �e last question was open-ended and asked for comments and

feedback.

3.2.3 Results and Discussion

If not otherwise mentioned, results were analyzed with an 8x2x2 repeated measures

ANOVA with between-subjects factors Motion Alteration (8), Avatar, and Clip Length. As typical

tests for normality do not provide reliable answers for large datasets, we inspected the distribu-

tion of the answers in the histograms. As the number of analyses run was large, p-values were

adjusted for Type I error using False Discovery Rate (FDR) control over all values from the 15

measures [32].

If signi�cance was found post-hoc testing used Tukey HSD comparisons. Only signi�cant

results are reported. Statistics for the Alteration experiment are provided in Table 1 of the Ap-

pendix. We follow the order in Table 1 when presenting and discussing our results, starting with

main e�ects of Motion Alteration, Avatar, and Clip Length followed by any interaction e�ects for

each examined concept.

Comprehension Our analysis revealed a main e�ect of Motion Alteration for Motion Compre-

hension and Perceived Comprehension; the No Motion Data conditions performed signi�cantly

worse than the Partial and Full Motion Data conditions, with the exception of a non-signi�cant

di�erence between Passive and Reduced for Perceived Comprehension, see Figure 3.3.

�ese results support part ofH1, that the complete absence ofmotion data reduces

comprehension. �is e�ect could not be diminished by adding synthesized motions as in the

Random and Passive conditions. However, the �rst part of H1 was not supported, as errors
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Figure 3.3: Alteration Experiment. Main e�ects of Motion Alteration for Motion Comprehension
and Perceived Comprehension. For both measures the No Motion Data conditions (Passive, Ran-
dom, and Static) performed signi�cantly worse than the Partial Data (Reduced, Ji�er, Popping,
Smoothing) and Full Data (Original) conditions with the exception that the di�erence between
the Reduced and Passive motion alterations is not signi�cant (�) for Perceived Comprehension.
Motion Comprehension values range from 0 to 1 and Perceived Comprehension is visualized in
the graph as between -3 and 3 (no numbers were shown on the actual Likert scales). Error bars
represent the standard error of the mean in all graphs. *** indicates a p-value of less than 0.001, **
a p-value <0.01, and * a p-value <0.05. If multiple conditions are grouped, the lowest p-value is
used. �ese symbols are consistent throughout the paper.

or reduced information, at least up to the levels we tested, did not a�ect comprehension in

our experiment. �e hand motion data in our Partial Data conditions was su�cient to understand

the meaning of our clips as correctly as when the accurate hand motion was depicted.

We also found main e�ects of Avatar for Motion Comprehension and Perceived Com-

prehension. As shown in Figure 3.4, participants were on average able to guess more words or

movies with the Realistic avatar than with the Mannequin. Despite e�orts to keep the avatars

as similar as possible, including their degrees of freedom and primary colors, participants were

not able to understand the Mannequin as well as the Realistic avatar. �is result could be due to

the fact that the shading of the hands lead to slightly less contrast for the Mannequin, or due to

increased familiarity with the Realistic avatar. �is result does show how important the design of

the avatar is when accurate comprehension is key.

Furthermore, we found main e�ects of Clip Length for both Motion Comprehension and

Perceived Comprehension, as the Long movies received lower ratings than the Short clips for both

comprehension measures. �e be�er results for the Short clips could be due to the fact that they

were taken from the most comprehensible segments of the Long movies or maybe guessing words

is an easier task then guessing movies. For the Long movies, participants might have guessed parts

of the answer correctly but did not manage to infer the correct movie, which may have contributed
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Figure 3.4: Alteration Experiment. Main e�ects of Avatar and Clip Length for Motion Comprehen-
sion and Perceived Comprehension. Main e�ects of Avatar for Motion Comprehension and Per-
ceived Comprehension (le�). Participants correctly understood the Realistic avatar signi�cantly
more o�en than the Mannequin. Main e�ects of Clip Length for both Motion Comprehension and
Perceived Comprehension (right). �e Long movies were and seemed signi�cantly more di�cult
to comprehend than the Short words.

to the lower comprehension scores.

Figure 3.5: Alteration Experiment. Interaction e�ect of Motion Alteration and Clip Length for
Perceived Comprehension. Interaction e�ect of Motion Alteration and Clip Length (bo�om): �e
No Data alterations (Passive, Random, Static) as Long motions were rated signi�cantly lower than
many other conditions. �e graphs for Motion Comprehension are shown at the top for compar-
ison, but there is no interaction e�ect.

Finally, there was a signi�cant interaction e�ect between Motion Alteration and Clip

Length for Perceived Comprehension, see Figure 3.5. �e e�ect occurs because for the Full and

Partial Motion Data conditions, the Long and Short clips are perceived to be similarly compre-

hensible, whereas for the No Motion Data conditions the Long movies were perceived to be less

comprehensible than the Short clips. Interestingly, this interaction e�ect is not present when it

comes to actual Motion Comprehension. �is result may imply that the user had enough time
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when viewing the Long clips to realize that not everything could be understood, leading to a

lower perceived comprehension. Or this di�erence could be a�ributed to the di�erences in tasks

and a di�erent perception of task di�culty. One conclusion could be that to achieve a high level

of perceived comprehension, accurately tracked hand motions are more important in longer in-

teractions.

Perception of Character Main e�ects of Motion Alteration were present for nine of the twelve

Perception of Character measures, see Figure 3.6. Agreeableness, Extraversion, and Emotional Sta-

bility were the exceptions. For each measure, some of the No Motion Data conditions were rated

as signi�cantly worse than some of the Full or Partial Data conditions. In most cases the Static

condition received the least positive results. �e only additional signi�cant di�erences a�ect the

Naturalness measure: Ji�er was rated as signi�cantly less natural than the Original condition and

Random was perceived as signi�cantly more natural than Static. �e detailed signi�cant di�er-

ences for each measure are listed in Appendix Table 1.

Figure 3.6: Alteration Experiment, Main e�ects of Motion Alteration on Perception of Character.
Main e�ects of Motion Alteration for questions on the perception of the character. Some of the
No Motion Data conditions were rated signi�cantly more negatively than the Full or Partial Data
conditions in many cases, with the Static condition rated worst most o�en. �estions were asked
on a 7-pt Likert scale, and are represented here on a -3 to 3 scale.
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To quantify these results, we counted how o�en each condition received a signi�cantly

higher value (+1) or a signi�cantly lower value (-1) than any other condition for all measures

related to the perception of the character. We found the following results: Original 12, Reduced

7, Ji�er 3, Popping 5, Smooth 13, Passive -5, Random -9, Static -26, con�rming our observations.

According to these sums, the conditions can be divided into four groups: Original and Smooth

were rated most favorably followed by Reduced, Ji�er, and Popping. �e next group consists of

Passive and Random, seen as less positive than the Reduced, Ji�er, and Popping conditions. Finally,

in the Static condition the character was perceived least favorably by far.

�ese results strongly support the �rst part of H2, that changes to the hand mo-

tions will a�ect the participants’ perception of the character. �e signi�cant e�ects are

nearly all based on the No Motion Data conditions being rated less favorably. �ese results imply

that hand motions are important when it comes to a positive impression of a virtual character.

Surprisingly, the Partial Motion Data conditions did not signi�cantly change participants’ percep-

tion of the character when compared to the Full Motion Data condition, meaning that errors in

hand tracking did not signi�cantly a�ect how people perceive a virtual character at least

up to the levels of error we tested in this �rst experiment. One exception is Ji�er, but even Ji�er

only reduced the perceived Naturalness of the character, not other measures such as Familiarity.
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A closer look at our results reveals further insights:

• When some type of hand motion is added (Passive and Random conditions), our virtual

characters less o�en receive lower ratings than without any hand motion (Static). While

these conditions still perform signi�cantly worse than selected Full Motion Data or Partial

Motion Data conditions for some measures, adding some motion and having correct wrist

motions seems to be advantageous.

• While there were no signi�cant di�erences between the Partial and the Full Motion Data

conditions (except for the naturalness of Ji�er), the Original and Smooth conditions were

more o�en signi�cantly di�erent from the No Motion Data conditions than the other Partial

Data conditions, so Original and Smooth were rated most positively overall.

Signi�cant main e�ects of Avatar were found for Realism, Appeal, Familiarity, Assured-

ness, and Agreeableness. In all cases, the Mannequin avatar was ranked signi�cantly lower than

the Realistic avatar. �ese results strongly support the second part of H2, that changes to

character appearance will a�ect the participants’ perception of the character. It further-

more shows that the design of an avatar is a crucial element of any application where interaction

with a virtual character is important.

Main e�ects of Clip Length were present for Naturalness, Realism, Appeal, Familiarity,

and Openness to Experience. �e Long movies were rated worse than the Short words in all cases.

�is result is in line with our results for Motion Comprehension and Perceived Comprehension,

where longer movies also performed worse. �ese results indicate that negative e�ects are more

noticeable when the motions are seen for longer times. Viewers might have more time to notice

errors and imperfections. Finally, we found interaction e�ects between Avatar and Clip Length

for several measures related to the perception of the character measures: Naturalness, Realism,

Appeal, Familiarity, and Trustworthiness (Figure 3.7). In most cases, the Long movie clips with

the Mannequin were rated signi�cantly worse than all other conditions (see Appendix Table 1 for

details).

Social Presence We found a main e�ect of Motion Alteration for Social Presence. Participants

who watched the Static condition found that Social Presence was signi�cantly lower than partici-

pants who watched any of the Full and Partial data conditions with the exception of Reduced, see

Figure 3.8, le�. Furthermore, there was a main e�ect of Avatar, with the Realistic avatar leading

to signi�cantly higher ratings than the Mannequin (Figure 3.8, right).
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Figure 3.7: Alteration Experiment, Perception of Character Interaction E�ects. Interaction e�ects
of Clip Length and Avatar mostly due to the low ratings of the Long movie clips with the Man-
nequin.

Figure 3.8: Alteration Experiment, Main e�ects of Motion Alteration and Avatar on Social Pres-
ence. Main e�ects of Motion Alteration and Avatar. �e Static condition induced signi�cantly
lower Social Presence than the Full and Partial data conditions. �e Mannequin avatar had lower
ratings than the Realistic avatar. Social presence responses were asked on a 9-pt Likert scale, and
are represented here on a -4 to 4 scale.

�ese results support H3, that less natural hand motions or a less realistic char-

acter will reduce social presence, as the Static condition and the Mannequin both had that

e�ect. �e other No Motion Data conditions, Passive and Random, did reduce the perceived social

presence on average, but considerably less and without reaching signi�cance, implying that some

motion, even if partly incorrect, is still be�er than none. It is unclear why the di�erence between

Reduced and Static was not signi�cant, maybe the decrease in detail did impact social presence for

the Reduced condition. Based on these results, we also recommend to use a more realistic avatar

when high social presence is desired.
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3.3 Experiment 2: Intensity Experiment

In our �rst experiment, we found that our Partial Motion conditions did not lead to many

di�erences compared the our Original condition. �ey did not reduce Motion Comprehension

or Perceived Comprehension at all. However, if the intensities of these errors are increased, at

some point we expect them to in�uence comprehension as there is no meaningful data le�. For

example, smoothing a motion to an extreme point would result in a static, averaged hand pose,

which corresponds to our Static condition. Increasing the intensity of Popping to an extreme level

would result in one or a few random poses being held for a long time, and exaggerating the Ji�er

condition would result in an erratic, random-type motion. �e levels of errors we added were very

reasonable. �erefore, in our second experiment, we test higher levels of errors with the goal of

�nding thresholds up to which the errors would be acceptable.

3.3.1 Motion Intensities

�e Intensity experiment uses the same design as the Alteration experiment, but changes

the levels of intensity of speci�c motion alterations. We include the Original condition into our

analysis as a baseline. �is experiment tests three di�erent intensities (low, medium, and high)

for each of the motion alterations Ji�er, Popping, and Smooth, see Figure 3.9. �e low intensities

are identical to the motion alterations from the Alteration experiment (e.g., PoppingLow in the

Intensity experiment is Popping in the Alteration experiment). Medium intensity doubles the

parameters and high intensity quadruples them. �e Ji�er alteration samples a normal distribution

to obtain an o�set to apply to the original rotation. �is distribution has variance of 0.667 degrees

for low, 1.32 for medium, and 2.67 for high. To increase the intensity for Popping, we decrease the

time between the pops from 7-9 seconds (low), to 3-5 seconds (medium), and 1-3 seconds (high).

Note that for our Short word dataset, we could not test all intensities of popping as some of the clips

were too short. We ensured each clip had at least one pop. �e Smooth alteration is implemented

using an exponential moving average. To increase the intensity, we decrease the parameter α we

use for blending. We use values of 0.2 for low smoothing, 0.1 for medium smoothing, and 0.05 for

high smoothing.

3.3.2 Method

�e Alteration and Intensity experiments were run in parallel on Mechanical Turk. �e

procedure in both experiments was identical as was the process to clean the data, described in Sec-
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Figure 3.9: Intensity Experiment: Example of Ji�erHigh, PoppingHigh, and SmoothHigh intensi-
ties against the Original condition. �is displays the curve for the �rst joint of the le� hand index
�nger in the motion �e Pianist.

tion 3.2.2.2. A�er post-processing, the Intensity experiment had 1198 participants, 685 had Motion

Comprehension data. On average there were 30.0 people in each combination of conditions, 119.8

per motion intensity, and 599 per clip length and avatar.

3.3.3 Results and Discussion

We perform the analysis of our second experiment in a similar way to our �rst experi-

ment: For each of the three alterations that we varied in intensity (Ji�er, Popping, and Smooth),

we ran a three-way 4x2x2 ANOVA with the between-subjects factors Motion Intensity (4; Orig-

inal and Low, Med, High Intensities), Clip Length (2), and Avatar (2). P-values were adjusted for

Type I error using False Discovery Rate control; FDR was run over the p-values of the 15 mea-

sures for each intensity. If signi�cant main or interaction e�ects were found, a post-hoc Tukey

HSD revealed the detailed signi�cant di�erences between conditions. Detailed results are listed

in Table 2 of the Appendix.

Comprehension �ere were no signi�cant di�erences of Motion Intensity for Motion Compre-

hension or Perceived Comprehension for Ji�er, Popping, or Smooth, see Figure 3.10.

�is result comes as a surprise. When the changes to the original data become larger,

one can see less and less of the original information. We expected comprehension measures to

decrease as a result. We did not �nd this e�ect in our collected data. We conclude that relatively

large errors can be applied before comprehension is a�ected in a signi�cant way (at least in the

way we measure it), which is good news for developers in that area. We can againnot support the

�rst part of H1, that partially missing or inexact hand motion data reduces participants’

comprehension of a character.

We found main e�ects of Clip Length for Motion Comprehension for all three types of

errors. �e Short words were guessed correctly more o�en than the Long movies, which is in
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Figure 3.10: Intensity Experiment: Motion Intensity on Motion Comprehension. Motion Intensity
on Motion Comprehension. Contrary to what we expected, there were no signi�cant di�erences
of Motion Intensity for Motion Comprehension or Perceived Comprehension for Ji�er, Popping,
or Smooth even higher intensities.

line with our results in the Alteration experiment. A main e�ect of Clip Length for Perceived

Comprehension could not be con�rmed in the Intensity experiment.

For Popping there was a main e�ect of Avatar for Perceived Comprehension; the Realis-

tic avatar was perceived to be easier to understand than the Mannequin. �is result supports our

�ndings from the �rst experiment. �ere were no signi�cant e�ects of Avatar for Motion Com-

prehension or for Perceived Comprehension for Ji�er or Smooth, however, the Mannequin lead to

lower scores on average in all �ve cases as well, suggesting a consistent trend.

Perception of Character We found main e�ects of Motion Intensity for several measures re-

lated to the perception of the character for Ji�er, see Figure 3.11, namely Naturalness, Realism,

Appeal, Assuredness, Conscientiousness, and Emotional Stability. In each case, Ji�erHigh was

ranked as signi�cantly worse than Original. For Naturalness, Assuredness, and Emotional Stabil-

ity, the di�erences between Ji�erMedium and Original reached signi�cance. Ji�erLow was only

rated signi�cantly worse than Original for Naturalness. Further details can be found in the Ap-

pendix in Table 2. �e impact of ji�er on personality is in line with results from Wang et al. [195]

and Smith and Ne� [175], who found that a resting hand pose conveys high emotional stabil-

ity (ji�er would be the most opposite to a resting hand pose) and dis�uency in the arm motions

reduces conscienciousness and emotional stability.

�ere were no main e�ects of Motion Intensity for Popping or Smooth, which again is

surprising considering the large errors that are being introduced.

As in the Alteration experiment, a main e�ect of Avatar was present for multiple mea-

sures related to the perception of the character with the Mannequin avatar always yielding lower
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Figure 3.11: Intensity Experiment: Ji�er, main e�ects of Motion Intensity. Main e�ects of Motion
Intensity: Ji�erHigh is rated signi�cantly lower than Original in six measurements, Ji�erMedium
in three, and Ji�erLow in one.

scores than the Realistic avatar. �is e�ect was present for all three types of errors for Realism,

Familiarity, and Assuredness; for Ji�er and Smooth it was additionally found for Appeal. �ese re-

sults are expected and further support H2, that changes to character appearance will a�ect

the participants’ perception of the character.

Finally, we found an interaction e�ect of Clip Length and Avatar for the Realism mea-

sure when analyzing the intensities of Smooth, mainly based on the fact that, when watching the

Long movies, the Mannequin was perceived as signi�cantly less realistic than in all other combi-

nations of Avatar and Clip Length (see Figure 3.12, right), which is in line with our results from

the Alteration Experiment.

Figure 3.12: Interaction Experiment: Interaction e�ects. For Ji�er there was an interaction e�ect
of Motion Intensity and Clip Length (le�) and for Smooth we found an interaction e�ect of Clip
Length and Avatar for the Realism measurement (right).

Social Presence �ere was a main e�ect of Motion Intensity for Social Presence when analyzing

the Ji�er intensities. �e post-hoc test revealed that Social Presence was reduced in the condition

with the highest level of ji�er compared to the Original condition. For Ji�er, we furthermore found

an interaction e�ect of Motion Intensity and Clip Length, visualized in Figure 3.12, le�, mainly
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because participants rated social presence as signi�cantly higher when watching the Short clips

in the Original condition than for several of the other combinations with higher error intensities.

For the Smooth intensities, a main e�ect of Avatar was based on a lower Social Presence rating for

the Mannequin compared to the Realistic avatar, which is again in line with our results from the

Alteration experiment. Together, these results support H3, that less natural hand motions or

a less realistic character will reduce social presence, at least in some cases.
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3.4 Experiment 3: Virtual Reality Experiment

3.4.1 Method

�e main goal of our third experiment is to investigate if selected �ndings from our �rst

experiment also apply for an avatar observed in a virtual environment or if the virtual charac-

ter is perceived di�erently in VR. As users might have preferences that are not re�ected in our

measurements (comprehension, perception of the character, and social presence), we furthermore

compare all of our conditions from the previous experiments in a within-subjects design and ex-

amine the viewers’ comfort level with every condition and their preferences between conditions.

�e experiment has three parts, all three use the Realistic avatar.

�e �rst part, VR Compare, recreates the Alteration experiment in virtual reality with

the Original and Static conditions only. Participants wear an Oculus Ri� head-mounted display

(HMD) and are integrated into the same Unity scene used to generate the videos. We follow the

procedure of the Alteration experiment, with the change that during the word guessing phase

participants say their answers out loud so that they do not have to take o� their HMD. �e exper-

imenter writes the answers down and starts the next clip. Participants are randomly assigned to

see either the Original or the Static motion condition; all participants see all 15 of the Short word

clips in their assigned condition. A�er viewing all of the motions, participants brie�y remove

their HMD to answer the same post-experiment questionnaire as in the Alteration and Intensity

experiments, then put the HMD back on.

�e second part, VR Comfort, asks participants to judge the viewing comfort and per-

ceived naturalness of all motion conditions from the Alteration and Intensity experiments (14 con-

ditions in total). In this experiment, we use random 10 second clips from each of the six charade

motions. Between each clip, the experiment pauses to ask participants two questions: “How com-

fortable would you feel interacting with this character for an extended period of time?” (comfort)

and “Please rate the naturalness of the character’s motions” (naturalness). �is experiment is self

paced and participants choose their answers on a 7-point Likert scale using a gamepad controller.

Each motion condition is shown twice (in random order), once with the Likert scales initialized

with the lowest value selected and once with the scale initialized with the highest value. So each

participant rates a total of 28 clips.

�e third part, VR Rank, asks participants to rank each of the motion conditions from

the Alteration Experiment from most comfortable to interact with (1) to least (8). In this experi-
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Figure 3.13: VR Rank scene. Participants assigned rankings from 1 (most comfortable) to 8 (least
comfortable) to each avatar. Each avatar was animated with a di�erent condition. Participants
were placed in the center of the avatars.

ment, participants are surrounded by eight clones in a slightly more than half circle as shown in

Figure 3.13. Each clone is animated with a di�erent motion condition. Placement is randomized.

�is con�guration allows participants to make side-by-side comparisons. We decided not to show

all 14 conditions based on pilot tests as the task becomes more complex and confusing with that

many animated clones. �is experiment is also self-paced, with no time limit. Participants assign

a unique rank to each character using a gamepad controller.

We recruited 31 in-person participants through emails, �yers, and word of mouth. Upon

arrival, participants �ll out a consent form along with a demographics questionnaire. Next, par-

ticipants put on the HMD. �ey start each experiment part in a virtual welcome room where they

can become comfortable with the VR environment. �ey see a welcome screen with introductory

text, which allows the experimenter to adjust the focus if necessary. During each experiment part

participants can see the character in virtual reality as if they were standing in front of it. �ey

have no virtual body of their own. Participants complete VR Compare, VR Comfort, and VR Rank.

To wrap up, participants are asked open ended exit questions and compensated with a $5 gi�

card. For most participants, the experiment took 20-25 minutes to complete. �e experiment was

approved by our ethics commi�ee.

3.4.2 Results

�e signi�cant results for VR Compare, VR Comfort, and VR Rank are also reported in

Table 3 in the Appendix.
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3.4.2.1 VR Compare

We used one-way ANOVAs to analyze VR Compare data with False Discovery Rate to

correct for Type I errors. A main e�ect of Motion Alteration was found for Motion Comprehen-

sion. Participants who watched the Original condition were able to guess the words correctly

signi�cantly more o�en than participants viewing the Static condition (Figure 3.14, le�). �is re-

sult corresponds to our results in our �rst experiment and allows us to con�rm Hypothesis 1,

that the absence of hand motion data reduces comprehension, for virtual environments

as well.

We also found a signi�cant e�ect for Conscientiousness, with the character in the Static

condition rated as signi�cantly less conscientious than in the Original condition, which is an e�ect

we also found in our �rst experiment.

�ere were no signi�cant di�erences for our other measurements, which could be due to

the smaller number of participants in this experiment. Results that are similar to the ones in pre-

vious experiments, such as the di�erences in Perceived Comprehension visualized in Figure 3.14

that did not reach signi�cance, can be seen as supporting that explanation. However, it is also

possible that the di�erences seen are less apparent in a virtual environment. �e fact that the

viewer can look around more freely in VR could contribute to these results.

Figure 3.14: VR Compare: Main e�ect of Motion Alteration on Motion Comprehension (le�). VR
Rank: Average rankings of Motion Alterations in VRRank experiment (right). Participants were
asked to rank how comfortable they would feel interacting with a character with each motion
alteration from most comfortable (1) to least comfortable (8). �e Original condition was rated
best, the Ji�er condition worst.

For further insights, we directly compared participants’ reactions in VR Compare to those

in the Alteration experiment with a two-way ANOVA with between-subjects factors Experiment

(2) and Motion Alteration (2), including only participant results from the Alteration experiment

under the same conditions as in VR Compare (Realistic avatar, Short word clips, Static and Origi-

nal alterations). Here again, we used False Discovery Rate corrections. �ere were no signi�cant

e�ects for Motion Comprehension or Perceived Comprehension. We found several main e�ects of
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Figure 3.15: Alteration Experiment and VR Compare: Signi�cant di�erences between the two
experiments. �e avatar was rated signi�cantly more favorable when seen in videos than when
seen in VR for four of our measures.

Figure 3.16: VR Comfort: Main e�ect of Motion Alteration on viewing Comfort and perceived
Naturalness in VR. �e Ji�erMed and Ji�erHigh alterations were rated signi�cantly worse than
all other conditions with few exceptions. Signi�cant e�ects are visualized in the graphs; full details
are available in Table 3 of the Appendix. Both questions were asked on a -3 to 3 Likert scale.

Experiment: for Agreeableness, Conscientiousness, Emotional Stability, and Openness to Experi-

ence (see Figure 3.15). In all cases the VR Comfort participants ranked these measures as lower on

average than the participants from the Alteration experiment. So participants had a less favorable

perception of the character when viewed in VR. Character design might be even more important

in VR than it already is in videos.

�ere were no interaction e�ects, showing that the changes in hand motions might have

a similar e�ect when in VR compared to when watching videos, or at least that di�erences were

not strong enough to reach signi�cance. �e lack of interaction e�ects (which we expected) is not

a proof that errors in hand motion have the same e�ect in VR than when watching videos. It is

always possible that e�ects are present but that our experiment did not reach the power or design
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to reveal them. However, it is likely that any di�erences would be small.

A surprising result was the lack of a signi�cant di�erence in social presence, which we

would have expected between a video and a scene in virtual reality. We suspect that this result

is due to the lack of reference. An experiment with a within-subjects design could verify this

assumption.

3.4.2.2 VR Comfort

Using a one-way ANOVA and FDR to correct for Type I errors, we found main e�ects of

Motion Condition for Comfort and Naturalness. In both cases, the Ji�erHigh and Ji�erMed condi-

tions were rated signi�cantly worse than nearly all other conditions. For Naturalness, even a small

amount of ji�er (Ji�erLow) had a signi�cant negative e�ect compared to some other conditions

(see Figure 3.16 and Table 3 for details). �ese results also support Hypothesis 2.

Comparing the results from Naturalness to the two previous experiments shows many

similar tendencies as one would expect. Interestingly, the average ratings for the No Motion data

conditions are much higher than they were in the Alteration experiment. �is observation could

be due to the fact that participants watched a speci�c condition for a much shorter timespan in the

VR Comfort experiment (10 seconds in the VR Comfort experiment vs. 99 seconds (Short clips) or

235 seconds (Long movies) in the Alteration and Intensity experiments). �ey furthermore were

not asked to understand the character, but only to watch and rate it. Finally, they had other

conditions to compare the motions to, which can also in�uence the results.

�e main e�ect of Motion Condition for Comfort supports Hypothesis 4, that less

natural hand motions will make people feel less comfortable. However, while this e�ect is

strong when adding medium or high levels of ji�er, the other Partial or No motion data conditions

did not result in a signi�cantly lower perceived comfort. Considering the di�erences between

the Short clips and Long movies in the previous experiment, we think that for some of these

conditions (such as Static), this result could be due to the short viewing times of each condition.

In retrospect, we should have shown each condition for a longer time period to give conclusive

results with regard to comfort.

3.4.2.3 VR Rank

Averaging the given rankings across all participants results in the following ordering:

Original (most comfortable), Popping, Smooth, Reduced, Random, Passive, Static, Ji�er (least com-
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fortable). A Friedman’s ANOVA was used to analyze the ranked data between Motion Conditions

(Figure 3.14, right) with Friedman Multiple Comparisons to determine individual di�erences. We

found a signi�cant main e�ect of Motion Alteration. Participants ranked the Ji�er, Passive, and

Static conditions as signi�cantly less comfortable than several other conditions. Detailed signif-

icant di�erences can be found in Table 3 in the Appendix and are visualized in Figure 3.14. Not

all of the di�erences are signi�cant. For example, the di�erences between Original, Popping, and

Smooth are statistically meaningless.

�ese results give further support to Hypothesis 4, that less natural hand motions

will make people feel less comfortable. �ey show that Ji�er should de�nitely be avoided,

that some of the No Motion conditions reduce comfort, and that the di�erences between the Orig-

inal motion and most of the Partial Motion conditions (Reduced, Popping, and Smooth) are not

signi�cant when it comes to comfort levels.

44



3.5 Conclusion, Limitations, and Future Work

In this project, we investigate the e�ects of errors in or the lack of hand motions on

comprehension, perception of a virtual character, perceived social presence, and comfort when

watching the character. We summarize our key �ndings in Table 3.2 and as follows:

1. Lack of hand motion data signi�cantly reduces comprehension and social presence, as well

as negatively a�ects the perception of the character, for example, appeal, friendliness, and

conscientiousness are reduced.

2. Partial or erroneous hand data at the levels we tested is su�cient in many cases to avoid

negative e�ects. Comprehension with partial hand data is not reduced compared to accurate

hand motions even with the large errors we tested; the character is perceived similarly and

social presence is similar to having accurate hand motions.

3. Adding unrelated motion to the digits and correct wrist motion does not improve compre-

hension but can reduce the negative e�ects of a fully static hand when it comes to social

presence or the perception of the character. For example, social presence is not signi�cantly

reduced in the Passive and Random conditions compared to the full and partial data condi-

tions whereas it is signi�cantly reduced in the Static condition.

4. Ji�ery motions should be avoided. While the presence of ji�er did not a�ect comprehension,

our Ji�er condition was preferred least and rated lowest for comfort and naturalness.

5. Our more realistic avatar performed be�er: comprehension was higher in some cases and

many of the personality ratings were more positive. �e negative e�ects of the mannequin

were more pronounced when the viewers watched longer motions.

6. Comprehension of our realistic character for the tested conditions was similar (and not sig-

ni�cantly di�erent) in VR than when watching videos.

7. Watching our character in VR created a less favorable perception of the character as opposed

to watching the same character on a screen.

Our experiments con�rm the importance of detailed hand motions for communication,

social presence, and for accurately conveying personality. Furthermore, we found several surpris-

ing results. We expected to see negative e�ects when showing static hands, but also when seeing

hand motions with large errors. However, errors in hand motions did not reduce comprehension,
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Hand motions Comprehension Perception of Character Social Presence User Comfort
Fully accurate ++ ++ ++ ++
Partial, no ji�er ++ + ++ ++
Partial, with ji�er ++ + + -
Unrelated to content - - + +
No motion - - - - +

Table 3.2: Study 1: High-level summary of results. �is summary simpli�es some of the details of
our results. It is intended to give a quick idea of the consequences when choosing the accuracy of
hand motions. �e categories ++, +, -, and – are relative and do not re�ect the importance of each
category in a speci�c application. �e Original condition represents the “Fully accurate” hand
motions; “Partial, no ji�er” includes the Reduced, Popping, and Smooth conditions; “Partial, with
ji�er” includes the Ji�er conditions; Passive and Random are the conditions with hand motions
“Unrelated to content”; and “No motion” is the Static condition.

even when the errors were very obvious and larger than what one would encounter in practice

as was the case in our Intensity experiment. We assume that the redundancy in motions in large

enough, so that viewers are able to extract or infer the information necessary for comprehension

or forming impressions of a character even if the data is incomplete or noisy. �e thresholds for

reducing comprehension were higher than the values we tested. Ji�er was perceived negatively at

lower intensities in some cases, but still did not reduce comprehension even with a high intensity.

While adding random or passive motions to the hands in the absence of data did not help

with comprehension, it did at least improve social presence and how the character was perceived

to some degree. Both chosen methods (conditions Passive and Random) were rather simple. It

would be interesting to see if other, more complex methods of creating hand motions when no

data is available might help with motion comprehension or increase, for example, the perceived

naturalness.

Finally, we found that character design is important (not surprisingly), and that it might

be even more important when the character is seen for longer times and in virtual reality. �is

might be due to viewers noticing more details when given more time and when sharing a virtual

environment with a character. While in our case the realistic character was perceived more pos-

itively than the mannequin when seen for longer times, this result might be di�erent based on

the exact design of the character, e.g., if we had used a highly appealing cartoony character our

results might be di�erent.

While we were able to answer many questions with our experiments, it also has limita-

tions. In these experiments, the virtual character plays charades. We chose this type of motions

as we speci�cally were looking for tasks with expressive motions where body motions and hand

motions might be important and for a quantitative way to measure comprehension. We were fur-
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thermore trying to avoid any confounding e�ects that audio might have. However, gestures are

used di�erently when playing charades where one might use more iconic and metaphoric ges-

tures than during typical conversations where beat gestures are more common and detailed hand

motions might therefore be less important. To quantify those di�erences, the gestures of all of

the charades motions used in this study were labeled by two graduate students and classi�ed as

iconic, metaphoric, beat, or deictic based on the descriptions by McNeill [139, 141]. In the 3 min-

utes and one second of charades, we detected 32 iconic, 37 metaphoric, 8 deictic, and not a single

beat gesture. As a comparison, the same process was applied to two motion databases from Jörg

et al. [108], one called Conversations database that includes 8 minutes and 5 seconds of narrations

and one called Debates database from the same actor as the charades and with 9 minutes and 34

seconds of debates. In the narrations, 42 gestures were coded as iconic, 27 as metaphoric, 9 as deic-

tic, and 66 as beat gestures. In the debates, 28 gestures we categorized as iconic, 77 as metaphoric,

29 as deictic, and 74 as beat gestures. As expected, the charades show a higher frequency of iconic

and metaphoric gestures and a lower frequency of beat gestures than the conversations or the de-

bates. We also compare this distribution to �ndings from the literature: McNeill provides statistics

of six cartoon narratives by English-language speaking university students. �ere are 261 iconic,

43 metaphoric, 28 deictic, and 268 beat gestures in an estimated 49 minutes of narration. Such a

distribution would be expected in a narrative scenario and is closest to our conversations database.

While results might di�er depending on the exact type of communication, accurate hand

motions are likely to be less relevant in a conversational scenario with audio and more beat ges-

tures. We conclude that, if errors in hand motions did not reduce motion comprehension when

playing charades, they are unlikely to a�ect comprehension during a typical conversation with

audio. Still, gestures are an integral part of conversations and the knowledge that the complete

lack of hand motion reduces comprehension in some cases might be enough to a�empt to add at

least some hand motions all of the time.

A second design choice and limitation was to not animate the face of the realistic avatar

to avoid confounding factors with the mannequin. Of course, the presence of detailed facial ani-

mations is likely to in�uence our results. We assume that di�erences between conditions would be

less pronounced as facial animation might convey additional information and distract the viewer

from the hands. Changes are likely to depend on the detailedness of the facial animation. In

current VR social rooms, facial animation, if present, typically only includes motion of the jaw

matching the audio. As that animation is very limited, we assume that our results apply well to
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current VR scenarios. However, future work will have to show the in�uence of accurate hand

motions when detailed facial motions are present.

Future work would be able to further investigate these e�ects and answer further ques-

tions. Would people in a live scenario adapt and move di�erently or speak more clearly if errors

occur in the motions? Do the results vary depending on the expressiveness of gestures, the per-

sonalities of the performers, the information conveyed, and the emotional content of the conver-

sation? For a complete picture, many variables need to be taken into account in future work. �e

in�uence of the design of the avatar from stylized �oating upper bodies with �oating hands to

realistic virtual characters should be investigated further. It would also be interesting to �nd out if

hand motions can be learned that actually contribute to comprehension. Our experimental setup

could serve as a test bed for such approaches.

Based on our �ndings, we have several recommendations for developers and animators

to consider when creating virtual characters or interactions with avatars in VR. We recommend to

capture at least partial hand motion whenever possible even if they contain some errors. Smaller

errors and even most of the larger ones we tested did not a�ect comprehension or social presence

or how the character was perceived. �e main exception was ji�er, which should be avoided or

smoothed. However, even highly ji�ery motion contributes to comprehension. If no hand motions

can be acquired, creating some substitute motions is still be�er than leaving the �ngers immobile

when it comes to social presence and how the character is perceived.

48



Chapter 4

Study 2: Evaluating Grasping

Visualizations and Control Modes

in a VR Game

Figure 4.1: Panorama third-person view of the �nal game. �is view from behind the chair where
participants sit; the avatar is hidden in this image so that the environment can be seen.
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�e second study, published in TAP’21 [12], examines the role of hand motions when

interacting with items in virtual environments in a game environment. As we study the in�uence

of hand motions on communication between users, we should also consider how they may a�ect

interactions between users and their environments. If we consider communication and interaction

separately we may not develop a comprehensive view of how hand motions ma�er in VR. To that

end, in this study we study the e�ects of two control modes (controllers vs. hand tracking) and

two grasping visualizations (continuously tracked hands vs. virtual hands that disappear when

grasping) on ownership, realism, e�ciency, enjoyment, and presence. �is results of this study

indicate that implementing hand-tracking and hand motions when interacting with objects in VR

is bene�cial to these measures of immersion, sans e�ciency.

Additionally, hand motions may ma�er more in some scenarios over others. Previous

research has studied these or very similar e�ects [50, 130, 156] using more typical experimental

designs with short tasks that are repeated in several conditions. �ese tasks do not re�ect our

experience in VR applications or games, and participants are o�en aware of the concepts studied

and experience all conditions. In this study, our goal is to investigate these e�ects during an

experience that might be closer to a typical VR experience where the user’s a�ention is not focused

on interaction conditions and instead on gameplay. To this aim, we designed a VR Escape Room

game (see Figure 4.1). Can we still observe similar e�ects when the participants are not aware of

the purpose of the experiment, when they are not able to compare di�erent conditions, and when

they might be distracted and not even pay a�ention to the interaction being used? Our design

furthermore allows us to study e�ects that would be di�cult to examine in a repetitive task such

as the in�uence of control modes and grasping visualizations on enjoyment.
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4.1 Experimental Design

4.1.1 Conditions

Our study uses a 2x2 between-subjects experimental design comparing the independent

variables of Control Modes (conditions: Controllers vs. tracked Gloves) and Grasping Visualiza-

tions (conditions: Tracked Hand vs. Disappearing Hand), see Table 4.1.

Control Modes

Controllers Gloves
Tracked Hand ControllersTH GlovesTHGrasping

Visualizations Disappearing Hand ControllersDH GlovesDH

Table 4.1: Study 2: �e four experiment conditions. �e Control Modes are represented at the top
and the Grasping Visualizations are on the le�.

In the Control Modes conditions, participants either use Oculus Touch Controllers to

interact with the scene or have their hands tracked by wearing Gloves with 19 motion capture

markers a�ached to each �nger joint and the back of the hand (Figure 4.2). �e markers are tracked

at 120fps using 15 Optitrack Prime 17W cameras and labeled in real-time using Han et al.’s [87]

optical marker based hand tracking algorithm . Participants can freely move their hands and

the movements of the avatar’s hands mimic their own. In the Controllers condition the �ngers

are directed by a thumb bu�on, index �nger trigger, and hand trigger (typically activated with

the middle �nger); �ngers are extended if the bu�ons are untouched, partially extended if being

touched, and pinched if the bu�ons are pressed. �e avatar’s arms are animated using inverse

kinematics based on the position of the hands. Participants choose the glove that best tightly �ts

their hand out of six di�erent sizes prior to entering the virtual environment. �e hand size of the

avatar is then adjusted accordingly.

(A) (B) (C) (D)

Figure 4.2: �e Control Modes. In the Gloves condition (A, B), the virtual hand follows the partic-
ipants’ hand motions. In the Controllers condition (C, D), a set of default poses are used.
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We create two types of Grasping Visualizations: Tracked Hand and Disappearing

Hand (Figure 4.3). In the Tracked Hand condition the virtual hands are always visible and follow

the players’ hands or the controller motions.

In the Disappearing Hand condition the virtual hands disappear once a participant grabs

an item and reappear upon release. We chose the DH condition as it imitates grasping visualization

in VR games such as Job Simulator or I Expect You to Die. It is simple to implement as the hand pose

does not need to be adjusted based on the object, which might be why it is a popular approach.

�e Disappearing Hand is furthermore investigated in Canales et al.’s work [50] where it was rated

signi�cantly lower in questions related to ownership than some of the other tested conditions and

preferred least on average out of all tested conditions.

Whether an item is grasped or not in the Gloves condition depends on the positions and

velocities of the thumb and index �ngers in relation to each other and on the number of contacts

between a hand and an object. An item is detected as “grabbed” if the distance between the index

�nger and thumb is below 5mm or if the velocity between those two digits is greater than 15cm/s;

additionally, the nearby item needs at least two points of contact with the hand. An item is released

when the thumb and the index �nger move apart at a velocity above a threshold of 30cm/s. �e

thresholds were adjusted through tests with multiple pilot participants.

(A) (B) (C)

Figure 4.3: �e Grasping Visualizations. A: �e Disappearing Hand visualization during a grasp
in both control modes. B: �e Tracked Hand condition when using Gloves. C: �e Tracked Hand
condition with Controllers.

4.1.2 Hypotheses

Our hypotheses on ownership, realism, and e�ciency are based on Lin et al. [130] and

Canales et al.’s work [50]. We anticipate higher presence and thus higher game enjoyment [181]
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with the Tracked Hand and the Gloves condition. So we formulate our hypotheses as follows:

1. H1. Ownership:

(a) Greater ownership in the Gloves condition than in the Controllers condition ([130])

(b) Greater ownership in the Tracked Hand condition than in the Disappearing Hand con-

dition ([50])

2. H2. Realism: Greater realism in the Gloves condition than in the Controllers condition

([130])

3. H3. E�ciency: Greater e�ciency in the Controllers condition than in the Gloves condition

([130])

4. H4. Enjoyment:

(a) Greater enjoyment for the Tracked Hand than for the Disappearing Hand, as we as-

sume presence increases for the Tracked Hand and increased presence leads to in-

creased enjoyment

(b) Greater enjoyment in the Gloves condition compared to the Controllers condition, as

the Gloves are the more ’natural’ control mode

5. H5. Presence:

(a) Greater presence for the Tracked Hand than for the Disappearing Hand, as the Disap-

pearing Hand may be slightly jarring and thus reduce presence

(b) Greater presence in the Gloves condition compared to the Controllers condition, due

to the gloves’ more accurate tracking of the hand motions

Gender Age
Total F M O Mean Min Max

ControllersTH 15 7 7 1 24.67 20 35
ControllersDH 15 2 13 27.67 19 69
GlovesTH 15 5 10 24 19 29
GlovesDH 19 9 10 28.1 20 62

Table 4.2: Study 2: Distribution of participants’ gender and age throughout conditions.

53



Figure 4.4: A (near) �rst-person view of a participant in the Controllers condition during the
experiment.

4.1.3 Participants

A total of 72 participants were recruited for this IRB approved study, 17 for each Con-

trollers condition and 19 for each Gloves condition as we expected technical issues; 62.5% identi�ed

as male, 36.1% as female and 1.4% as other. Ages of participants ranged from 19 to 69, with a mean

age of 26. All participants were locally recruited through e-mail, reddit, and word of mouth, with

a majority being university students. Participants were assigned conditions in sequential order,

round-robin style with the two extra participants at the end. A total of eight participants were

eliminated from results analysis: three participants were excluded as the motion capture system

was not well calibrated, two for di�erent unique technical errors, and three as they had di�culties

understanding how to play the game in general. �is le� 64 participants for analysis, demograph-

ics are detailed in Table 4.2.

4.1.4 �e Game

For this experiment, we designed an Escape Room type video game, modelled a�er the

popular live-action activity, where a person or a group of people is locked in a room and has to

get out by �nding clues and solving puzzles. In our case, the player was locked to a chair in an

escape pod in space and had to solve puzzles to �nd the key to the lock.

Advantages of that speci�c genre are that it uses a �rst-person player perspective and

that the player would not walk or run around. Participants stayed seated during the duration of

the game and all necessary puzzle-solving objects were provided within our tracking space. �e
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puzzles allowed us to create a variety of interactions and to design a fun experience where players

would use their virtual hands. Early pilots showed that placing all clues in front of the players at

the same time was confusing. �erefore, only the objects related to the current puzzle were placed

on a table in front of the participant. When a puzzle was solved, the table surface was lowered,

then rose with the next puzzle’s objects in place. A total of seven puzzles were implemented,

with four primary complex puzzles. A quick playthrough of the game can be seen in the video,

impressions of the game are shown in Figures 4.1, 4.4, and 4.5.

Figure 4.5: Examples of puzzles. Le�: Participants must match the cage combination lock to the
cards. Right: Mimic that “bites” on any hand that tries to retrieve the statue.

For one of the puzzles we implemented a mimic - a box with teeth that suddenly closes

when one tries to retrieve the object in it - as a threat condition. �e mimic was used as an

indication for the strength of the virtual hand illusion in a similar way that has been done in other

studies [129, 130, 50, 17, 132, 208].

Objects became highlighted when picked or when the players’ hands were in touching

distance. In addition, objects that could interact with held objects also became highlighted when

both objects touched. �ere was no gravity: if an object was let go of in mid-air, it stayed there

until it was picked up again.
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As a neutral actor, we used a robot from Unity‘s 4.0 Mecanim Animation Tutorial [189],

which we modi�ed in Maya 2017 and Unity 5.6.1 to allow resizable hands. �e participant could

look down and see their virtual body. �e avatar hand provided all degrees of freedom for move-

ment of the twenty �nger joints, but did not perform subtler movements such as skin stretching

and palm �exing. �e game models were created in Maya 2017, textures were designed in Adobe

Photoshop CC 2017 and PaintTool SAI, and game functionality was implemented in Unity 5.6.1.

4.1.5 Procedure

At the start of the experiment, participants are asked to sign a consent form and answer

a cybersickness pre-experiment motion sickness questionnaire. Participants who answer “yes” to

more than two of four cybersickness questions are eliminated from the study; none were.

Before pu�ing on the Oculus Ri� headset, participants are guided on how to adjust the

spacing between the lenses to match their interocular distance and, if necessary, how to put on

the headset with glasses. Participants are assisted with tightening and adjusting the headset for a

satisfactory �t.

Prior to entering the VR environment, participants in the Gloves condition are instructed

to pick up items by pinching with their thumb, index, and middle �ngers. Participants using

the Controllers condition are instructed to pick up items by grabbing with the primary thumb

bu�on and index �nger trigger, resulting in a similar motion to the pinching action of the Gloves

condition. Participants in all conditions determine their hand size by trying on the tracking gloves;

the size of their virtual hands in the game environment is then adjusted to match their real-world

hand size for increased presence. �e avatar height and arm length are also adjusted to match

those of each participant.

Participants are introduced to the concept of the experiment, an Escape Room video game

in VR, described in Section 4.1.4, at the start of the study. During the course of the game, partic-

ipants who take more than a set amount of time to solve a puzzle (dependent on the puzzle and

determined in pilot tests; max: 255s, min: 27s, mean: 137s) are prompted with situational clues

such as, “�ere is something below you that can be interacted with” or “�at stove could use some

fuel” and the key puzzle items also �ash brie�y.

Finally, participants are given time to explore and practice grasping, moving, and plac-

ing items in a training phase. Participants can color-match simple shapes and blocks to grow

comfortable with the interaction methods and the virtual environment.
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Game completion takes on average 7 minutes and 33 seconds, not including the average

92 seconds it takes for participant calibration and training. Once participants �nish the game, they

are o�ered congratulations and directed to complete a post-experiment questionnaire (Table 18) on

a nearby desktop computer. When the questionnaire is completed, participants are asked whether

they noticed the threat condition (the toothy mimic that tries to bite their hand), what they thought

of it, and what they thought of the game. A�er these questions, participants choose whether to

sign a release of information form for the data gathered during the experiment (all participants

signed) and then receive their incentive card.

4.1.6 Measures

We investigate the in�uence of our four interaction conditions on the players’ feeling of

ownership of the virtual hands, the perceived realism, the perceived e�ciency of the interactions,

the players’ enjoyment, and the players’ feeling of presence. �e e�ect of di�erent interaction

types on ownership, realism, and e�ciency have been investigated in two recent studies [130, 50],

and we compare our results to theirs. We furthermore examine the e�ect of our interaction con-

ditions on presence and enjoyment, which are typical measurements for game experiences. Our

questions are listed in Table 18. �e questions on ownership, realism, and e�ciency were adapted

from previous studies. We use the Pens Presence [162] questionnaire as a measure of game pres-

ence, as PENS is statistically validated and generally comparable to other popular questionnaires

IEQ and EEngQ [60]. Seven items slightly altered from the Intrinsic Motivation Inventory [6] are

used to measure game enjoyment.
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4.2 Results

Results of our experiment were analyzed with a two-way independent ANOVA. Levene’s

Test was used to assess the homogenity of variance across groups. A signi�cant di�erence of

variance (F (3, 60) = 3.47, p = 0.022) was found in one measure, E2 on the IMI Enjoyment

�estionnaire (Table 18). All measures were signi�cantly non-normal. �erefore, we a�empted

a robust ANOVA that included trimming the means, but it did not yield any di�erences in sig-

ni�cant results compared to the two-way ANOVA, and thus was not included in the results. All

questionnaire results are summarized in Table 18.

Ownership We found a signi�cant main e�ect of Control Mode for questions O3 (F (1, 60) =

7.95, p < 0.01) and O4 (F (1, 60) = 7.47, p < 0.01). As expected, participants reported higher

levels of ownership when using gloves compared to using controllers. A signi�cant main e�ect of

Grasping Visualization was found for question O2 (F (1, 60) = 7.72, p < 0.01). Ownership was

perceived to be greater when participants used the Tracked Hand visualization for grasping (see

Figure 4.6).

Of the 52 (out of 64) participants who responded when asked about the threatening mimic,

27 (51%) reported that it was frightening in some way. Of those 27, 7 (26%) participants used con-

trollers and 20 (74%) used gloves. Of the 25 (49%) who reported it as non-frightening or unnoticed,

14 (56%) used controllers and 11 (44%) used gloves. Pearson’s chi-squared test showed a signi�-

cant association between the type of Control Mode and whether participants reported the mimic

as scary (χ2 = 4.88, p < .05). �e odds of participants reporting the mimic as frightening were

3.5 (CI: 0.99, 13.9) times higher in the Gloves condition than in the Controllers condition.

Figure 4.6: Main e�ects for Ownership and Realism. Le�: Realism and Ownership were rated
higher in the Gloves conditions than in the Controllers conditions. Right: Ownership was rated
as greater in the Tracked Hand conditions than in the Disappearing Hand conditions.

Participants in either condition made comments such as “I didn’t want to lose my hand” or
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“I hesitated until I remembered it was VR.” Twenty-two participants visibly jumped or exclaimed

when the mimic chomped.

Realism A signi�cant main e�ect of Control Mode was present for question R2 (F (1, 60) =

7.66, p < 0.01), see Figure 4.6. �e motion of the hand was perceived to be more realistic in the

Gloves condition than in the Controllers condition.

E�ciency We found no signi�cant e�ects on perceived e�ciency. However, analysis of game

completion time showed a signi�cant main e�ect of Grasping Visualization (F (1, 55) = 4.14, p <

0.05), with participants in the Disappearing Hand condition taking longer to complete the game

than those in the Tracked Hand condition.

Enjoyment Signi�cant main e�ects of Control Mode were present for three of the �ve game

enjoyment questions: E2 (F (1, 60) = 6.54, p < 0.05), E3 (F (1, 60) = 5.95, p < 0.05), and E4

(F (1, 60) = 4.72, p < 0.05), with enjoyment being rated as higher by participants who used the

gloves. Additionally, an e�ect of Grasping Visualization was found for E2 (F (1, 60) = 4.28, p <

0.05), with participants reporting enjoying the Tracked Hand visualization more. A signi�cant

interaction e�ect was found for question E1, but a Tukey HSD post-hoc test did not show any

signi�cant results. Main e�ects of enjoyment can be seen in Figure 4.7.

Figure 4.7: Main e�ects for Enjoyment. Le�: Enjoyment was rated greater in the Gloves conditions
than when using controllers. Right: Enjoyment was rated higher in the Tracked Hand conditions
than in the Disappearing Hand conditions.
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Presence Measuring presence yielded signi�cant main e�ects for Control Mode for four of the

nine presence questions: P5 (F (1, 60) = 7.13, p < 0.01), P7 (F (1, 60) = 5.87, p < 0.05), P8

(F (1, 60) = 4.42, p < 0.05), and P9 (F (1, 60) = 5.81, p < 0.05). For all e�ects the Glove

condition induced higher perceived presence than the controllers (see Figure 4.8). An additional

interaction e�ect was found for question P3; however, a Tukey HSD post-hoc test did not show

any signi�cant di�erences between conditions.

Figure 4.8: Main e�ect of Control Mode for Presence. For all signi�cant e�ects of Control Mode
on presence, the Gloves condition resulted in higher ratings than the Controllers condition.
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4.3 Discussion

In this section, we discuss if our hypotheses are supported, compare our results to pre-

vious studies, discuss the advantages and disadvantages of using a game-like experience to study

interactions in VR, and give tips for preparing such studies.

Ownership and Realism Our results con�rm our hypotheses H1 (a) based on signi�cant dif-

ferences for questions O3 and O4 as well as the reactions to the threat. In all cases, ownership

was perceived to be higher in the Gloves condition where the motions of the virtual �ngers corre-

sponded to the players’ motions than in the Controllers condition that only displayed base poses.

H1 (b) is only supported through one question (O2), so our evidence is only weak in this case.

Participants in the Tracked Hand condition experienced higher ownership than those in the Dis-

appearing Hand condition.

Realism metric R2 showed that participants perceived the movement of the virtual hands

to be more realistic in the Gloves condition than in the Controllers condition, con�rming hypoth-

esis H2.

�ese overall results correspond to the �ndings from Lin et al. [130] and Canales et al. [50].

However, the results for each individual question are not always the same. Lin et al. averaged the

answers to their ownership questions in their analysis and found a signi�cant e�ect. We ran that

analysis and also �nd a signi�cant e�ect in that case. However, they did not �nd a signi�cant

e�ect for O3 when considered individually, which we do. Lin et al. also �nd a signi�cant e�ect for

question R1 (Gloves rated as more realistic than Controllers), which we do not (they did not ask

R2). Canales et al. �nd a signi�cant di�erence for O1 and two ownership questions that we did

not ask, but not for O3 or O4. Findings from the di�erent studies are shown in direct comparison

in Figure 4.9

E�ciency We did not �nd signi�cant di�erences between the Controllers condition and the

Gloves condition when it comes to the perceived e�ciency or the actual game completion. �us

we cannot con�rm our hypothesis H3. Lin et al. �nd that the controllers were perceived to be

more e�cient than the gloves. In a simpler grasping task and in direct comparison, di�erences in

e�ciency might be more noticeable than in a relatively slow-paced game such as this one that is

focused on solving puzzles.
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Figure 4.9: Comparisons of our results with previous works. Le�: Both our work and Canales et
al. [50] had signi�cant main e�ects of Grasping Visualization on ownership, where the Tracked
Hand condition (called Inner Hand in Canales et al.’s work) resulted in higher perceived ownership.
Center: Taking the mean of all ownership averages shows a signi�cant main e�ect of Control Mode
in both Lin et al. [130] and our work. Using the Gloves caused higher perceived ownership. Right:
Realism was perceived as signi�cantly higher when using the Gloves as opposed to the Controllers
in both Lin et al. [130] and our work. �ese graphs show that similar results were found in these
experiments with di�erent experimental setups and procedures.

Enjoyment and Presence We can con�rm Hypothesis H4 (b), that enjoyment was higher in

the Gloves condition compared to the Controllers condition, based on the signi�cant di�erences

in the answers of E2, E3, and E4. Enjoyment was rated very high in general, which shows that

we successfully created an enjoyable game experience. Hypothesis H4 (a), that enjoyment will be

greater for the Tracked Hand than for the Disappearing Hand, was only supported by a signi�cant

e�ect of E2, so the evidence in this case is too weak to draw con�dent conclusions.

We �nd evidence to support Hypothesis H5 (b) but not H5 (a). Presence questions P5,

P7, P8, and P9 all showed that using gloves to interact in VR lead to a greater feeling of presence

when compared to using controllers.

Experiments with Game-like Experiences As a goal of VR research is to understand our

perception to create be�er VR experiences, our �ndings and hypotheses should be con�rmed in

scenarios that are similar to actual user experiences outside of lab se�ings in addition to experi-

ments with repetitive tasks (not instead). However, the design of such studies also presents many

challenges: �e development of a suitable game can be very laborious, the variance between par-

ticipants’ reactions can be increased through further confounding factors such as how skilled par-

ticipants are at playing speci�c games, and the number of participants needed is typically larger

(based on the estimated variance and the fact that such studies might require between-subjects

designs). Furthermore, e�ects might become diluted in some types of games. For example, it is

more di�cult to measure e�ciency and performance in a game that focuses on slow-speed puz-

zles than in a �rst-person shooter where speed is a key to success. Being able to compare di�erent

conditions without distractions in a repetitive design might lead to the participants’ “recalibration

62



of the scale” and show more subtle di�erences. However, these di�erences might then not be im-

portant in a more immersive application. Despite the challenges, we consider experiments using

more realistic applications as a necessary and important addition to studies with procedures us-

ing repetitive tasks because they can provide more true-to-life observations of immersive virtual

experiences.

When planning such an experiment, we recommend to adjust the game type to the con-

cepts being studied. Di�erent types of games might need to be used to evaluate di�erent concepts,

and ideally, the same concepts would be tested in several scenarios. Ideally, a series of applications

of di�erent types would be accessible for experiments in the community, so that hypotheses can

be tested in a variety of genres.
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4.4 Conclusion, Limitations, and Future Work

In this paper, we present a study that investigates the e�ect of two control modes (Gloves

vs. Controllers) and two grasping visualizations (Tracked Hands vs. Disappearing Hands) on own-

ership, realism, e�ciency, enjoyment, and presence when playing an Escape Room game in which

players interact with objects to solve puzzles. Our results show that ownership, realism, enjoy-

ment, and presence signi�cantly increased when using hand tracking (Gloves) as an input modal-

ity compared to controllers. We also found limited evidence that a Tracked Hand visualization

increases ownership and enjoyment compared to a virtual hand that disappears during grasps.

We therefore recommend to take hand-tracking into account as an input modality instead

of controllers when creating VR applications, and to continue to improve this technology and

increase its accuracy for consumers. Our results were found using a motion capture system that

was speci�cally developed to track hand motions in real-time. Further studies would need to

demonstrate if our �ndings would be the same with current commercially available hand tracking

devices.

A limitation of this work is that the user’s hands are represented by a robotic model

low in realism. While this model is in line with the model used in previous studies and allows for

be�er comparison, the results might look di�erent with a more realistic hand model. Additionally,

our grasping representations are not realistic as the participants’ �ngers intersect with the object

when grasping if they do not disappear. Interestingly, none of the participants commented on

the hands moving through the objects. Future work could investigate the e�ect of hand model

and grasping representation realism in game-like experiences. It would also be interesting to

investigate whether visualizing the hands with controllers in the Controllers condition would

a�ect results. Finally, we only tried one game and can not generalize our results to other games

or genres. Exploring our results with experiments that use other game genres of varying levels of

immersion, use players of di�erent experience, or use existing games with modi�cations would

further the generalizability of our �ndings.

While our results can not be generalized to other games, one has to also be cautious when

generalizing studies with a repetitive design. We o�en can not con�rm with certainty that such

results will still be the same with an altered task or a di�erent participant sample, who might, for

example, have more experience with virtual reality. Most research progress in our �eld (and in any

other �eld) is not made through individual studies but through many studies. Findings need to be

replicated and validated in di�erent contexts. While we do not replicate other studies — we would
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need to accurately follow the exact same protocol to do so — verifying how speci�c conditions are

perceived in di�erent situations can reinforce and strengthen �ndings, which is one of the main

contributions of this paper.

65



Chapter 5

Study 3: Survive on the Moon!

How Interaction Controls Impact

Collaborative VR

Figure 5.1: An image of the VR scenario. Two participants are negotiating which items are im-
portant to their survival in NASA’s Survival on the Moon task, using the VR Controller condition.
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�is �nal study synthesizes themes of hand motions on communication from the �rst

study and interaction from the second into a single project. �is study explores whether the bene-

�cial e�ects of hand motions on communication and presence hold true when studied in a one-to-

one real-time collaborative environment. Will high-�delity tracking still improve social presence

and perceived comprehension for users interacting with each other, or are the simple gestures

created by common VR controllers enough? We use Interaction Control conditions (similar to the

Control Mode conditions from Study 2) to investigate this question.

In this between-subjects study, dyads of participants work �rst alone, then together,

within a virtual space to solve NASA’s Survival on the Moon [84] teamwork evaluation exercise.

Participants �rst individually, then collaboratively, rank the importance of 15 items to their sur-

vival within a given scenario. �ey can communicate both verbally and non-verbally.

We implement two Interaction Control conditions for the dyads to interact with their

environments: Hand-Tracking and VR Controllers. Participants enter the virtual scene using the

Oculus �est 2 head-mounted display; the Hand-Tracking level of control utilizes the Oculus

�est 2’s hand-tracking technology and the VR Controller level uses the Oculus �est 2’s Touch

Controllers. All participants view and interact with an identical virtual scene and use the same

Interaction Control condition as their partner.

To determine e�ects of Interaction Control in a shared environment, we measure partici-

pants’ levels of social presence and perceived comprehension of their partner. We also investigate

the impact on team cohesion and we calculate a cognitive synergy score [144] determined by the

individual and the dyad’s �nal ranking of the items. Finally, we utilize NASA’s Task Load Index

�estionnaire as a measure of mental load, which may be a�ected by Interaction Control.

While we do not �nd any signi�cant main e�ects of Interaction Control on the primary

measures, we do �nd near-signi�cant trends for Social Presence and Task Workload in favor of

the Hand-Tracking condition. We �nd a signi�cant e�ect on Task Duration; participants who use

Hand-Tracking take signi�cantly longer than those who use VR Controllers to individually rank

the items.
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5.1 Experimental Design

�is study uses a between-subjects design to evaluate the e�ects of the Interaction Con-

trol conditions Hand-Tracking and VR Controller on social presence, perceived comprehension,

team cohesion, and group synergy between dyads. We furthermore investigate task workload.

Participants work collaboratively on a negotiation task within a virtual space while using one of

the Interaction Control conditions with an Oculus �est 2 VR head-mounted display (HMD).

5.1.1 Interaction Control Conditions & Virtual Hands

Interaction Control Conditions

Hand-Tracking VR Controller

All participants use the Oculus �est 2 HMD; VR Controller participants use the Oculus

�est 2 Touch controllers while the Hand-Tracking participants use their own hands to interact

within the VR scene. Both Interaction Control conditions use the native Oculus �est 2 tracking

technologies, implemented in Unity 2020.3.34f1 with Oculus’ Interaction SDK version 40.0 [3] and

using Oculus’ Legacy OVRPlugin [5]. Each player saw their own hands as represented by the

Oculus Interaction SDK package, virtual hands that either closely mimic their own hand move-

ments for the Hand-Tracking condition, or are selected from a series of common hand poses for

the VR Controller condition. �e poses in the VR Controller condition are determined by what

bu�ons are being pressed or touched on the controller. Sensors exist for the thumb bu�on, index

�nger trigger, and middle/ring �nger trigger, creating a total of 8 poses for the virtual hands. Par-

ticipants can grab items in the Hand-Tracking condition by pinching the item with their thumb

and index �nger. VR Controller participants press the thumb bu�on and the index �nger trigger

when hovering over an item to grasp it; the virtual hand makes a similar pinching pose as in the

Hand-Tracking condition.

�e participants’ virtual astronaut hands are each rendered twice, once locally for their

own viewing, and again on the server for their partner to see. �e local hands are rendered by the

Oculus Interaction SDK which uses input from the Oculus �est 2 HMD to set the hand joints’

positions and rotations. �ese orientations are sent to the server to set the server’s hands’ joint

positions and rotations. Both sets of virtual hands are scaled to match the participants’ own hand

size. Unfortunately, due to inverse kinematic constraints, the local hands would pull away from

the avatar arms if the player reached far, as the avatar’s torso does not move. All items were placed

close to the players to mitigate this behavior.
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Figure 5.2: �e virtual Astronaut hands. �e “relaxed” (top) and “grasping” (bo�om) virtual hands
as controlled by Hand-Tracking (le�) and VR Controllers (right).

5.1.2 Hypotheses

Our hypotheses are as follows:

• H1. Social Presence: Hand-Tracking will increase perceived Social Presence compared to

the VR Controller condition.

Study 1 of this dissertation (Chapter 3) �nds a lack of hand motions degrades perceived social

presence. We expect this e�ect to persist when communicating in real-time with the di�erent

levels of hand motion �delity produced by the Interaction Controls.

• H2. Perceived Comprehension: Hand-Tracking will increase Perceived Comprehension

compared to the VR Controller condition.

Results from Study 1 (Chapter 3) indicate that a lack of hand motions highly reduces compre-

hension and perceived comprehension. We expect this e�ect to persist when communicating in

real-time with the varying levels of hand motion �delity produced by the Interaction Control con-

ditions.

• H3. Team Cohesion: Hand-Tracking will increase Team Cohesion compared to the VR

Controller condition.

Xue and Mbarika found that face-to-face teams had higher cohesion than virtual teams

[206]. We expect that the higher media richness of the Hand-Tracking condition that is closer to

a face-to-face experience will improve team cohesion.
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• H4. Group Synergy: Interaction Control will not in�uence group synergy.

Previous works have not found that performance improves between mediums [11, 179] for intel-

lective tasks as de�ned by McGrath [137]. Kim et al. [116] similarly �nd that di�ering multimedia

modes do not a�ect group synergy. We do not anticipate a di�erence in our study.

• H5. Task Workload: Hand-Tracking will increase task workload when compared to the

VR Controller conditions.

Hameed et al. [86] found that mental workload increased for a reach-pick-place task when using

hand tracking vs. controllers. We expect to �nd similar results due to the more complex grasping

and movement of the Hand-Tracking condition.

5.1.3 Participants

We recruited 42 participants for this IRB approved study; 20 participants (10 dyads) used

the Hand-Tracking condition, and 22 (11 dyads) used the Controllers condition. 36% reported

themselves as female and 64% as male. Participants’ ages ranged from 18 to 44, with a mean

age of 25. Participants were recruited locally via �yers, hand-outs, e-mail, Reddit, and word of

mouth, with most being university students. Conditions alternated and were assigned based on

the participants’ identi�cation number, which were assigned sequentially. An uncounted dyad was

excluded from analysis as one of the pair could not �t their glasses into the headset, preventing

them from participating.

5.1.4 �e Astronaut Avatar

�e virtual avatars within the shared virtual spaces are identical for each participant.

�e full-body avatar is represented as an astronaut and has a non-expressive face rendered as an

opaque re�ective helmet. Previous works show higher usability when utilizing a full-body avatar

[194], so inverse kinematics steered the astronaut avatar’s arms based on the hands’ positioning.

Additionally, the astronaut’s helmet rotates within a limit according to the participant’s headset

rotation. �e avatars are standing, but only their torsos and up are visible above the virtual table

unless participants lean far out of the operating space. �ese se�ings are present in both the single

and multi-player task phases.

Previous work has found that more realistic hand representations create a higher sense

of body ownership [129], but that a mismatch between the gender of the participant and their
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virtual hand can cause reduced presence [168], and that a race mismatch can alter body ownership

and behavior [114]. �e anonymous astronaut avatar allows us to use the same avatar for all

participants without creating any mismatches, and it matches the task se�ing (described in Section

5.1.5).

5.1.5 �e Scenario: NASA’s Survival on the Moon Task

Participants are placed into a virtual scene designed around NASA’s Survival on the Moon

task (Figure 5.1). �e scenario is that the participants have crash-landed on the moon 200 miles

from their rendezvous point with a mother ship. �eir survival depends on reaching the mother

ship. Participants must rank 15 items scavenged from their ship (e.g., a box of matches, tanks of

oxygen, �are gun, stellar map, etc.) in order of importance to their survival of the 200-mile trip. �e

virtual environment is set on the moon, with miniature virtual models of the items to be ranked

placed on a table in front of them, visible in Figure 5.3. �e mini items’ descriptions appear when

the item is being grasped. Real-size models of the items are visible in the near distance and always

have their descriptions hovering above them (see Figure 5.1). Upon the table are 15 spaces to place

the items ordered from most to least important. �e miniature items snap into place when set

upon one of the spaces and the space changes color to indicate it is occupied. �e real-size items

appear on correlating spaces nearby when the miniature items are placed.

Figure 5.3: �e table and operating space that participants use to rank items. An image of the
multi-player operating space where participants negotiate the importance of the items. In the
single-player phase the items appear on the same side of the table as the participant. Here, in the
multi-player phase, the items are distributed to either side of the table. Participants are randomly
placed on either side of the table and they remain on that side for both phases.

Each participant �rst ranks the items individually by placing them onto the ranked spaces
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within individual scenes without seeing or communicating with their partner. Once both partic-

ipants have completed ranking the items individually, they are placed within a shared scene to-

gether. �ey can see each other’s astronaut avatar and speak with one another through the HMD’s

microphone and speakers. �ey then collaboratively negotiate and discuss which scavenged items

are the most important to their survival. �ey rank the items accordingly by picking up the items

and placing them into ranked item spaces. Both participants can interact with all scavenged items,

though only one hand may grasp one item at a time. If items leave the operating space above the

table they reappear in their original positions so that an item may not be lost. �ere are no time

restrictions on either phase of the task.

5.1.6 Procedure

Two participants are welcomed concurrently by two researchers into separate labora-

tory spaces. �ey are asked to complete and sign consent and cybersickness forms. If there are

no disquali�ers among either participant they �ll out a demographics questionnaire on a nearby

desktop computer. �e researcher measures the participants’ interpupillary distance (IPD) using

the GlassesOn mobile app [2], then presents the scenario description and instructions on a piece

of paper. While participants review the scenario the researchers adjust the HMD to their IPD.

Participants are directed to rank the items based on their textual names, as in the original NASA

scenario, instead of their visual appearance. Once participants have reviewed and con�rmed their

understanding of the scenario, the researchers instruct them on how to grasp and manipulate the

virtual items, as described in subsection 5.1.1. Finally, the participants are shown to their respec-

tive VR station and are aided in pu�ing on and adjusting the HMD VR headset. Participants remain

seated for the duration of the scenario. �ey are guided on how to open the Moon application and

how to input their participant number. Once they have done so they are now present within the

virtual moon environment and may begin ranking the virtual items upon the virtual table in front

of them.

Once participants have ranked the items individually, they press a virtual bu�on and

are placed into the multi-player environment. �is environment is identical to the single-player

environment, except that the virtual items do not appear until both players have entered the scene.

Once both participants have moved into the multi-player phase, their microphones activate and

they can now negotiate and rank the items’ importance together.

Once the VR phase of the experiment is complete, participants are asked to �ll out the
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post-experiment questionnaire (described in subsection 5.1.7 and listed in Table 19) on the nearby

desktop computers. Finally, each participant is invited to a debrief together in an adjacent labo-

ratory space. �ey are told their individual and group scores as compared to expert rankings and

awarded a $5 incentive card, and thanked for participating. Ideally participants do not know each

other, but an additional 5pt Likert question in the post-experiment questionnaire asks how well

they knew their partner before the experiment.

5.1.7 Measures

5.1.7.1 Social Presence & Perceived Comprehension

Social Presence, the sense of another being present within the same space, is measured

with Nowak and Biocca’s [150] measure of social presence, originally sourced from Short et al,

[173] as in Study 1 (Chapter 3). Social presence is a common measure in social VR spaces and

predicts many other outcomes.

Biocca et al’s Networked Minds Social Presence Inventory [36, 35], includes a measure

of perceived comprehension that we use for this study. Accurate comprehension implies e�ective

communication and will likely be a�ected by Interaction Controls, as seen in Study 1 (Chapter 3).

Both of these measures use 7-pt Likert scales.

5.1.7.2 Team Cohesion

Team Cohesion is widely de�ned but o�en serves as a measure of team performance

and dynamics [53, 187]. Michalisin et al. [145] de�ne a 5-pt Likert team cohesion assessment

(see Table 19) that focuses on good working relationships, high contribution levels, and shared

commitment to completing the group task, all metrics that are strongly associated with cohesion

[169, 110, 197].

5.1.7.3 Performance & Group Synergy

NASA’s Survival on the Moon task (Section 5.1.5) provides rankings performed by ex-

perts, with rationale for each item. �ese o�cial rankings act as an answer ke and are provided

to participants during the post-experiment debrief. Participants’ rankings, individual and group,

are scored compared to NASA’s rankings. A lower score indicates be�er task performance with a

range from 0 to 112.

Participants’ scores are compared to produce weak and strong group synergy scores,

73



which are measures of the group’s performance compared to the individual’s [121]. Group syn-

ergy is based on the gain in performance between individuals and the group and has been pre-

viously investigated with NASA’s Survival on the Moon task [144]. Weak synergy is stronger if

the collective performance is be�er than the average individual performance, and strong synergy

increases if collective performance is be�er than the best individual in the group.

5.1.7.4 Task Workload

Participants’ workload is measured via NASA’s Task Load Index (TLX) [90]. NASA’s TLX

questionnaire is commonly used in VR research. Harris et al. [88] recently developed and validated

an updated version of the index explicitly designed for Virtual Reality. All questions are asked on

a 1-10 rating or as a choice between two factors. Previous work has indicated that VR [82, 81] and

hand-tracking [86] increase mental task load, but this has not been investigated in a collaborative

environment.
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5.2 Results

Results of the experiment were analyzed using the Wilcoxon Mann-Whitney Rank Sum

Test. Levene’s Test found no signi�cant di�erence in the homogeneity of variance across the con-

ditions. All measures were found to be signi�cantly non-normal using Shapiro-Wilks normality

test. Details are summarized in Table 19.

We found no signi�cant main e�ects for any questionnaire-based measures, though trends

(p < 0.15) were found in Social Presence (Figure 5.4), and Task Workload (Figure 5.8) measures.

A signi�cant main e�ect was found for individual task duration (Figure 5.7).

5.2.1 Social Presence

No signi�cant e�ects were found for Social Presence (Figure 5.4), but a trend did exist

for SP3 (To what extent was this like you were in the same room with the virtual character?):

W = 285.5, p = 0.0796, r = −0.271. Perceived social presence was higher for Hand-Tracking

(median = 6) than for VR Controllers (median = 5).

Figure 5.4: Results for Social Presence

5.2.2 Perceived Comprehension

We found no signi�cant e�ects or trends for Perceived Comprehension (Figure 5.5).

5.2.3 Team Cohesion

We found no signi�cant e�ects for Team Cohesion (Figure 5.6). However, dyads knowing

their partner (asked on the post-experiment questionnaire: Before this experiment, I knew my

teammate very well) did signi�cantly predict responses for TC2 (I wish I were on a di�erent team.

(R)) when analyzed with a linear regression model R2 = 0.0766, F(1,40) = 4.4, p = 0.0434.
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Figure 5.5: Results for Perceived Comprehension

Figure 5.6: Results for Team Cohesion

5.2.4 Performance, Synergy, and Task Duration

Performance is measured as the accuracy of the item rankings when compared to NASA

experts’ rankings. �e absolute di�erences of each item’s ranking, compared to its o�cial NASA

ranking, are summed as a performance score. A lower score indicates be�er performance. Scores

were recorded as individual scores (mean = 41.05, std = 11.75) and group scores (mean =

36.86, std = 7.6); there were no trends or signi�cant e�ects of the Interaction Control. Groups

nearly performed signi�cantly be�er than individuals when analyzed independentlyW = 1094, p =

0.05782, r = −0.207.

Group synergy was calculated as two factors: weak synergy and strong synergy, as in

Meslec and Curşeu’s [144] investigation of group synergy when using the Survival on the Moon

Task 5.1.5. Weak synergy is computed as the di�erence between the group’s score and the mean

of the pair’s individual scores. Strong synergy is the di�erence between the group score and the

best performing individual’s. Lower synergy calculations indicate be�er synergy due to lower

performance scores being the be�er scores. We did not �nd any trends or signi�cant e�ects.

Task duration was recorded for both individual (mean = 319.83, std = 143.25) and

group phases (mean = 361.89, std = 193.33). We found a signi�cant main e�ect of Interaction
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Figure 5.7: Results for Performance (le�), Synergy (mid), and Duration (right). Lower values indi-
cate be�er performance and synergy. Duration is in seconds.

Control on individual Task Duration W = 257, p = 0.024, r = −0.161, with Hand-Tracking

taking longer (median = 324.4s) than VR Controllers (median = 277.9s).

5.2.5 Task Workload

�e adjusted task workloads were calculated by multiplying the task demand (TLX 1-

6, see Table 19) by their weights, which are the summed cumulative score derived from the 15

comparisons between demand dimensions. An adjusted Overall Workload was determined by

summing the Task Workloads and dividing by 15 to account for the comparisons.

Figure 5.8: Results for Task Workloads. �ese metrics are adjusted (W) from the initial TLX mea-
sures.

No signi�cant e�ects were found for the task workload metrics. However, trends were

found for the adjusted Overall workload W = 153, p = 0.0939, r = −0.259 and the Performance

workload W = 155.5, p = 0.105, r = −0.25 (TLX4. How successful were you in accomplishing

what you were asked to do in the overall experience?). For both metrics workload was found to

be higher for the VR Controllers (Overall median = 4.567; Performance median = 30) than for

the Hand-Tracking (Overall median = 4; Performance median = 25.5).
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5.3 Discussion

While we found no signi�cant e�ects of Interaction Control for our main measures, trends

(p < 0.15) can be seen for Social Presence and Task Workload. �ese trends indicate higher Social

Presence for Hand-Tracking and higher Task Workload when using VR Controllers.

We hypothesized in H1 on Social Presence that Hand-Tracking would increase per-

ceived Social Presence; these trends match this hypothesis and are supported by Study 1 (Chapter

3). So while we cannot de�nitively con�rm H1 for this study, there is strong support for Hand-

Tracking increasing Social Presence in shared and embodied virtual experiences. �is e�ect on

Social Presence could be due to the more accurate hand motions of the Hand-Tracking players’

virtual avatars while participants were communicating with one another.

Both H2 on Perceived Comprehension and H3 on Team Cohesion hypothesized a

positive e�ect of Hand-Tracking on these measures. Participants were able to audibly speak with

each other over the HMD microphone and speakers; this active auditory communication mech-

anism likely o�set the need for higher �delity Interaction Controls when considering compre-

hension and cohesion. Participants did not need to rely on non-verbal communication for this

negotiating decision-making task while being able to utilize the information-rich audio channel.

H4 did not predict any e�ect of Interaction Control on Group Synergy. Group Synergy

was based on participants’ individual and group performances; as the Survival on the Moon task is

a decision-making negotiation task, performance was not likely to depend on Interaction Control.

We do �nd one signi�cant e�ect of Interaction Control on Individual Task Duration. While we

did not see this e�ect in Study 2 (Chapter 4), previous work by Lin et al. [130] also found that

task duration was signi�cantly longer for participants that used the Glove condition rather than

the Controllers. �e more complex grabbing interaction of pinching �ngers for Hand-Tracking as

opposed to the bu�on-pressing of VR Controllers may contribute to this e�ect.

We predicted inH5 onTaskWorkload that using Hand-Tracking would increase mental

workload, as found by Hameed et al. [86], but our trends do not support this and we cannot provide

any support for H5. Instead, the Task Workload trends indicate that VR Controllers increase

Overall and Performance workload in a collaborative VR space. �is e�ect could be a�ributed to

the ease of grasping and naturalness of use of the Hand-Tracking condition. Further work in this

space could explore these contradictory results.

For all hypotheses, it is possible that the expected e�ects were smaller than anticipated so

that the number of participants was not su�cient to expose them. We may also consider Richard
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et al.’s [159] �ndings that increasing the number of participants in a between-subjects virtual

embodiment study did not replicate previous results; a power-analysis indicated that between-

subjects virtual embodiment studies may require as many as four times as many participants than

a within-subjects design to show similar e�ects. Either way, as none of our e�ects are signi�cant,

we cannot con�rm any of our hypotheses. We can conjecture about our lack of results.

Due to the nature of the task, participants seemed to focus more on the virtual items and

their auditory conversations than the appearance and movements of their partner. Implementing

a task that requires more critical deictic and iconic gestures may be be�er suited to answering this

research question. Alternatively, the emulation of hand movements by modern VR controllers (the

Oculus �est Touch controllers, in this case) may be adequate for e�ective communication and

team cohesion.

We intend to continue this work by removing the auditory communication channel and

running a new set of participants under this and the Interaction Control conditions. It may be

that the inclusion of a high capacity communication channel like audio mitigated the impact of

gestures. We hypothesize that there will be an interaction e�ect between the presence of an audio

channel and the Interaction Control conditions. With the absence of an information-rich audi-

tory communication channel, the level of detail of hand motions and gestures will become more

important to discussion and negotiation of item rankings.
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Chapter 6

Conclusions and Future Works

�is dissertation describes a series of studies that are amongst the �rst to investigate the

in�uences of hand motions and interaction modalities on interacting and communicating within

VR spaces. Recent advances in VR technologies have enabled the use of hand-tracking on the con-

sumer level. VR developers and users have been quick to take advantage of these new features,

but li�le research yet exists on the use hand-tracking in shared VR spaces. To evaluate how users’

perception of themselves and others may be impacted by this new technology, we designed and

developed three human-subject studies. �e �rst study examines how a lack of hand motion data

can a�ect communication, the second investigates how the interaction modality used impacts a

user even in more immersive and game-like environments, and the third combines these concepts

to look at how interaction modality in�uences communication between users in a shared VR en-

vironment. We ultimately �nd that detailed hand motions play a signi�cant role in non-verbal

communication and interactions that occur within virtual spaces. We show that a complete lack

of hand motion data has severe detrimental e�ects when viewing a virtual character and that us-

ing controllers instead of hand-tracking decreases a user’s immersion within a VR scene. We also

�nd positive trends of using hand-tracking as an interaction modality when communicating with

others in shared VR spaces.

Our �rst study explicitly examines the e�ects of hand motion �delity on non-verbal com-

munication. We recruited more than 1600 participants to investigate how important accurate hand

motions are to comprehension, perception of a virtual character, and social presence. We tasked

participants with watching videos of a character playing charades with various motion errors and

alterations applied to his hand and �nger motions. We �nd that small and even larger errors or
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alterations to hand and �nger motions do not cause great detrimental e�ects but that a total lack of

the original motion data has repercussions on comprehension, social presence, perception of the

character, and user comfort. Ji�ering �ngers were especially disliked by participants. �e results

obtained from this study indicate the importance of rendering hand motions without ji�er, and

the potential rami�cations of other common errors that appear when tracking hands.

�e second study utilizes an in-depth Escape Room VR game to explore the e�ects of

now-common VR interaction modalities: hand-tracking and controllers. Using a between-subjects

study design wherein we manipulated the control modes (gloves vs. controllers) and grasping

visualizations (disappearing vs. tracked hand), we studied how these manipulations a�ect the user

experience associated with performing interactions in a virtual escape room. Previous works have

investigated control modes [130] and grasping visualizations [50], but none have done so together,

and in a game-like environment. Many VR research studies investigate e�ects with repetitive and

straight-forward experimental designs, but most VR users will not be interacting with virtual

environments in this way. We sought to con�rm whether e�ects observed in repetitive studies

persisted within a more game-like VR scenario, more akin to a general VR user’s experience.

Results show that ownership, realism, enjoyment, and presence are all improved by using hand-

tracking to solve puzzles in the immersive game environment. �ese results are comparable to

other works and suggest that e�ects found in repetitive task experiments can be replicated in

certain game-like experiments.

From our �rst study we learned that a lack of hand motion data is detrimental to com-

prehension, character perception, and social presence, but that even partial motion loss can have

a negative e�ect. In the second study we �nd that using hand-tracking as an interaction modality

improves and increases the immersion of a virtual reality experience. We devise our third study

based on these results.

In our last study we investigate how the input modalities of hand-tracking and VR con-

trollers might a�ect perceptions between users in shared virtual spaces. We know that input

modalities a�ect user experiences associated with interactions and so hypothesize that they may

also a�ect communicative user experiences. We utilize motion data degradation, which we know

reduces comprehension and social presence, to examine how the limited motion data provided

by VR controllers may a�ect real-time communication between users in a collaborative virtual

reality experience. Dyadic teams of users were tasked with collaboratively ranking items in order

of importance by manipulating them with one of the input modalities. We measured aspects such
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as social presence, team cohesion and user comprehension to understand what implications our

manipulations had on the overall collaborative experience. We �nd trends of input modality on

social presence as in the �rst study, but no e�ects on perceived comprehension or team cohesion.

We also �nd a trend of increased workload for VR controllers, which contradicts previous works

[86] and will require further studies to be fully understood.

With no signi�cant e�ects, the results from our last study are not conclusive. Hypotheses

of improved perceived comprehension derived from the results of our �rst study were not sup-

ported. It is likely that adding an information rich communication channel like audio mitigates

the importance of detailed hand motions for communication. However, adding a non-verbal con-

dition to a future version of this �nal study would possibly yield an interaction e�ect of audio

and interaction modality. Without the bene�t of speech, participating dyads would need to rely

heavily on non-verbal methods of communication. �e higher �delity hand motions enabled by

hand-tracking would likely contribute to be�er perceived comprehension when compared to the

limited �nger motions generated by controllers. Other measures, like team cohesion and social

presence, may also yield observable e�ects with a lack of audio to aid in communication.

Another future avenue of investigation lies in the contradictory results on workload when

compared to previous works. We found a trend of lower perceived worload when using hand-

tracking, opposite to what Hameed et al. [86] found. �e di�erence in �ndings could be a�ributed

to di�erences in technology between studies (Oculus �est vs. Oculus �est 2), di�erences in

task design and execution, or perhaps simply being in a shared virtual space had an in�uence on

perceived workload. Further works could investigate the discrepancy in results.

�ere also exists a wide avenue of potential research when examining both hand motions

and communication in VR. How may a user’s perception of another be dependent on the presence

and accuracy of that other user’s hand motions? Are user avatars perceived as more friendly or

persuasive when they have detailed hand motions compared to others who do not? Is deception

harder or easier to detect when hand motions are absent in shared VR spaces? We can also consider

how di�ering types of interaction modalities between users may ma�er. In a collaborative task,

if one user can �nely manipulate objects within a scene and the other cannot, will frustration or

workload increase?

As VR progresses as a viable remote collaboration tool, accounting for the answers to

these questions in HMD and application design may very well make or break a user’s VR experi-

ence. New users of a technology can be easily turned o� by frustrating experiences, so ensuring
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that communication and interaction within virtual spaces is as intuitive and seamless as possible

will be vital in ensuring Virtual Reality’s future as a useful and popular collaborative tool.
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Alteration: Comprehension
�estion E�ect F-Test and p-value Post-hoc

Motion

Comprehension

Motion Alteration F(7, 473) = 27.94, p < 0.001 No Data conditions < all Full and Partial data conditions
Avatar F(1, 473) = 9.47, p < 0.01 Mannequin < Realistic
Clip Length F(1, 473) = 30.59, p < 0.001 Long < Short

Perceived

Comprehension

Motion Alteration F(7, 839) = 18.61, p < 0.001 Random and Static < all Full and Partial data conditions
Passive < all Full and Partial data conditions except Reduced

Clip Length F(1, 839) = 12.17, p < 0.01 Long < Short
Avatar F(1, 839) = 5.51, p < 0.05 Mannequin < Realistic
Motion Alt : Clip Len F(7, 839) = 3.71, p < 0.01 StLong < Long(O, Re, J, Po, Sm),

Short(O, Re, J, Po, Sm, Pa, Ra, St)
PaLong < Long(O, J, Po, Sm), Short(O, Re, J, Po, Sm)
StShort < Long(J, Sm), Short(O, Sm)
RaLong < Long(O, Re, J, Po, Sm), Short(O, Re, J, Po, Sm, Pa, Ra)

Alteration: Perception of Character

Naturalness

Motion Alteration F(7, 839) = 14.51, p < 0.001 Ji�er < Original; Passive < Original, Reduced, Popping, Smooth
Random < Original, Smooth
Static < Random, all Full and Partial data conditions

Clip Length F(1, 839) = 11.18, p < 0.01 Long < Short
Avatar : Clip Len F(1, 839) = 10.22, p < 0.01 Mannequin:Long < all other conditions

Realism

Motion Alteration F(7, 839) = 6.13, p < 0.001 Passive < Smooth; Static < Orig, Reduced, Popping, Smooth
Avatar F(1, 839) = 55.65, p < 0.001 Mannequin < Realistic
Clip Length F(1, 839) = 6.39, p < 0.05 Long < Short
Avatar : Clip Len F(1, 839) = 7.71, p < 0.05 Mannequin:Long < all other conditions

Mannequin:Short < Realistic:Long, Realistic:Short

Appeal

Motion Alteration F(7, 839) = 5.74, p < 0.001 Random < Smooth; Static < all Full and Partial data conditions
Avatar F(1, 839) = 13.45, p < 0.01 Mannequin < Realistic
Clip Length F(1, 839) = 10.52, p < 0.01 Long < Short
Avatar : Clip Len F(1, 839) = 13.41, p < 0.01 Mannequin:Long < all other conditions

Familiarity

Motion Alteration F(7, 839) = 3.06, p < 0.05 Static < Smooth
Avatar F(1, 839) = 30.70, p < 0.001 Mannequin < Realistic
Clip Length F(1, 839) = 7.09, p < 0.05 Long < Short
Avatar : Clip Len F(1, 839) = 9.40, p < 0.05 Mannequin:Long < all other conditions

Assuredness

Motion Alteration F(7, 839) = 3.00, p < 0.05 Static < Original
Avatar F(1, 839) = 10.07, p < 0.01 Mannequin < Realistic

Friendliness Motion Alteration F(7, 839) = 4.18, p < 0.01 Static < Original, Reduced, Smooth
Trustworthiness Motion Alteration F(7, 839) = 5.20, p < 0.001 Random < Original, Reduced

Static < Original, Reduced, Ji�er, Smooth
Avatar : Clip Len F(1, 839) = 6.69, p < 0.05 Mannequin:Long < Realistic:Long

Agreeableness Avatar F(1, 839) = 13.60, p < 0.01 Mannequin < Realistic
Conscientiousness Motion Alteration F(7, 839) = 3.93, p < 0.01 Random < Original, Ji�er, Popping, Smooth

Static < Original

Openness to Experience

Motion Alteration F(7, 839) = 3.12, p < 0.05 Random < Smooth; Static < Smooth
Clip Length F(1, 839) = 13.55, p < 0.01 Long < Short

Alteration: Social Presence

Social Presence

Motion Alteration F(7, 839) = 5.67, p < 0.001 Static < Full and Partial conditions except Reduced
Avatar F(1, 839) = 6.26, p < 0.05 Mannequin < Realistic

Table 1: Study 1: Detailed results for the Alteration Experiment.

All signi�cant results with p < 0.05 are listed. Non-signi�cant e�ects are not included.
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Jitter: Comprehension
�estion E�ect F-Test and p-value Post-hoc

Motion Comprehension Clip Length F(1, 255) = 15.02, p < 0.01 Long < Short

Jitter: Perception of Character

Naturalness

Motion Intensity F(3, 458) = 29.53, p < 0.001 Ji�erLow < Original
Ji�erMed < Original
Ji�erHigh < Original, Ji�erLow, Ji�erMed

Realism

Motion Intensity F(3, 458) = 4.72, p < 0.05 Ji�erHigh < Original
Avatar F(1, 458) = 25.78, p < 0.001 Mannequin < Realistic

Appeal

Motion Intensity F(3, 458) = 5.45, p < 0.05 Ji�erHigh < Original, Ji�erLow
Avatar F(1, 458) = 12.09, p < 0.01 Mannequin < Realistic

Familiarity Avatar F(1, 458) = 23.80, p < 0.001 Mannequin < Realistic

Assuredness

Motion Intensity F(3, 458) = 16.27, p < 0.001 Ji�erMed < Original, Ji�erLow
Ji�erHigh < Original, Ji�erLow

Avatar F(1, 458) = 14.07, p < 0.01 Mannequin < Realistic
Conscientiousness Motion Intensity F(3, 458) = 6.44, p < 0.01 Ji�erHigh < Original, Ji�erLow
Emotional Stability Motion Intensity F(3, 458) = 16.10, p < 0.001 Ji�erMed < Original

Ji�erHigh < Original, Ji�erLow, Ji�erMed

Jitter: Social Presence

Social Presence

Motion Intensity F(3, 458) = 4.22, p < 0.05 Ji�erHigh < Original
Motion Int : Clip Len F(3, 458) = 4.20, p < 0.05 JMed:Long < Orig:Short

JHigh:Short < Orig:Short, JLow:Long
JHigh:Long < Orig:Short

Popping: Comprehension
Motion Comprehension Clip Length F(1, 247) = 16.22, p < 0.01 Long < Short
Perceived Comprehension Avatar F(1, 456) = 11.21, p < 0.05 Mannequin < Realistic

Popping: Perception of Character
Realism Avatar F(1, 456) = 18.35, p < 0.01 Mannequin < Realistic
Familiarity Avatar F(1, 456) = 11.80, p < 0.05 Mannequin < Realistic
Assuredness Avatar F(1, 456) = 11.16, p < 0.05 Mannequin < Realistic

Smooth: Comprehension
Motion Comprehension Clip Length F(1, 263) = 19.06, p < 0.001 Long < Short

Smooth: Perception of Character

Realism

Avatar F(1, 466) = 39.17, p < 0.001 Mannequin < Realistic
Avatar : Clip Len F(1, 466) = 8.91, p < 0.05 Mannequin:Short < Long:Realistic

Mannequin:Long < all other conditions
Appeal Avatar F(1, 466) = 9.52, p < 0.05 Mannequin < Realistic
Familiarity Avatar F(1, 466) = 14.70, p < 0.01 Mannequin < Realistic
Assuredness Avatar F(1, 466) = 14.08, p < 0.01 Mannequin < Realistic

Smooth: Social Presence
Social Presence Avatar F(1, 466) = 12.11, p < 0.05 Mannequin < Realistic

Table 2: Study 1: Detailed results for the Intensity Experiment.

Non-signi�cant e�ects are not included.
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VR Compare
�estion E�ect F-Test and p-value Post-hoc

Motion Comprehension Motion Condition F(1, 31) = 58.52, p < 0.001 Static < Original
Conscientiousness Motion Condition F(1, 31) = 5.06, p < 0.05 Static < Original

VR Compare - Alteration Experiment
Agreeableness Experiment F(1, 85) = 28.37, p < 0.001 VR Compare < Alteration Experiment
Conscientiousness Experiment F(1, 85) = 12.76, p < 0.001 VR Compare < Alteration Experiment
Emotional Stability Experiment F(1, 85) = 30.12, p < 0.001 VR Compare < Alteration Experiment
Openness to Experience Experiment F(1, 85) = 9.77, p < 0.01 VR Compare < Alteration Experiment

VR Comfort
Comfort Motion Condition F(13, 448) = 6.68, p < 0.001 JMed < All other conditions except JLow, JHigh, PoHigh

JHigh < All other conditions except JMed
Naturalness of Motion Motion Condition F(13, 448) = 12.76, p < 0.001 JLow < Original, Reduced, JHigh, Smooth(Low, Med, High)

JMed < All other conditions except JLow, JHigh
JHigh < All other conditions except JMed

VR Rank
�estion E�ect χ2

Alteration 1 Alteration 2 Di�erences

Ranking Comfort

of Interaction

Motion Condition χ2(7) = 95.77, p < 0.001 Original Ji�er 141
Original Passive 71
Original Static 93
Reduced Ji�er 123
Reduced Static 75
Ji�er Popping 135
Ji�er Smooth 146
Ji�er Passive 70
Ji�er Random 93
Popping Passive 65
Popping Static 87
Smooth Passive 76
Smooth Static 98

Table 3: Study 1: Detailed results for the Virtual Reality experiment.

Non-signi�cant e�ects are not included.
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Factor �estion(s) Format Scale Origin

Motion
Comprehension

What word or noun is being acted out?
What movie title is being acted out? Text n/a -

Perceived
Comprehension

I understood what the other meant.
�e other’s thoughts were clear to me. 7pt Likert Strongly Agree - Strongly Disagree Biocca

et al. [37]
Naturalness?

I see the virtual character as: 7pt Likert

Extremely Unnatural - Very Natural -
Realism Extremely Abstract - Extremely Realistic

McDonnell
et al. [136]

Appeal Extremely Unappealing - Extremely Appealing
Familiarity Extremely Unfamiliar - Extremely Familiar
Assuredness Extremely Eerie - Extremely Reassuring
Friendliness Extremely Unfriendly - Extremely Friendly
Trustworthiness Extremely Untrustworthy - Extremely Trustworthy

Extraversion

Is
ee

th
e

vi
rtu

al
ch

ar
ac

te
ra

s: Extraverted, enthuestiac
Reserved, quiet (reversed)

7pt Likert Disagree Strongly - Agree Strongly Gosling
et al. [78]

Agreeablness Critical, quarrelsome (reversed)
Sympathetic, warm

Conscientiousness Dependable, self-disciplined
Disorganized, careless (reversed)

Emotional
Stability

Anxious, easily upset (reversed)
Calm, emotionally stable

Openness to
Experience

Open to new experiences, complex
Conventional, uncreative (reversed)

Social Presence

To what extent was this like a face-to-face
meeting?

9pt Likert

A lot like face-to-face
- Not like face-to-face at all

Nowak and
Biocca [150]

To what extent was this like you were in
the same room with the virtual character?

A lot like being in the same room
- Not like being in the same room

To what extent did the virtual character
seem “real”? Very real - Not real at all

How likely is it that you would choose to
use this system of interaction for a
meeting in which you wanted to persuade
others of something?

Very likely - Not likely at all

To what extent did you feel you could get
to know someone that you met only
through this system?

Very well - Not at all

Comfort

How comfortable would you feel
interacting with this character for an
extended period of time? ∗

7pt Likert Not at all comfortable - Very comfortable -

Rank how comfortable you would feel
interacting with this character from
most comfortable (1) to least (8). ◦

Assigning
Ranks 1 - 8 -

Table 4: Study 1: Full details of the information gathering questionnaire.

All questions were asked in Alteration, Intensity, and VR Compare Experiments.
? : �estion also asked in VR Comfort; ∗ : �estion only asked in VR Comfort; ◦ : �estion only asked in VR Rank.
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Alteration Experiment: Motion Alteration Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(7, 473) = 27.94, p < 0.001 F(7, 839) = 18.61, p < 0.001 F(7, 839) = 14.51, p < 0.001 F(7, 839) = 6.13, p < 0.001 F(7, 839) = 5.74, p < 0.001
Means

&

STDs

Original = (0.65, 0.25)
Reduced = (0.6, 0.26)
Ji�er = (0.7, 0.23)
Popping = (0.68, 0.2)
Smooth = (0.63, 0.26)
Passive = (0.34, 0.21)
Random = (0.42, 0.18)
Static = (0.36, 0.2)

Original = (0.68, 1.39)
Reduced = (0.35, 1.53)
Ji�er = (0.63, 1.21)
Popping = (0.41, 1.37)
Smooth = (0.7, 1.26)
Passive = (-0.24, 1.55)
Random = (-0.42, 1.41)
Static = (-0.75, 1.47)

Original = (1.43, 1.29)
Reduced = (1.2, 1.41)
Ji�er = (0.79, 1.48)
Popping = (1.02, 1.38)
Smooth = (1.21, 1.26)
Passive = (0.39, 1.57)
Random = (0.57, 1.46)
Static = (-0.16, 1.71)

Original = (0.66, 1.5)
Reduced = (0.66, 1.55)
Ji�er = (0.26, 1.56)
Popping = (0.49, 1.51)
Smooth = (0.81, 1.37)
Passive = (0.09, 1.63)
Random = (0.27, 1.55)
Static = (-0.31, 1.58)

Original = (0.67, 1.34)
Reduced = (0.66, 1.19)
Ji�er = (0.58, 1.29)
Popping = (0.42, 1.34)
Smooth = (0.7, 1.36)
Passive = (0.29, 1.46)
Random = (0.16, 1.44)
Static = (-0.2, 1.55)

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(7, 839) = 3.06, p < 0.01 F(7, 839) = 3.00, p < 0.05 F(7, 839) = 4.18, p < 0.01 F(7, 839) = 5.20, p < 0.001 F(7, 839) = 2.77, p = 0.05
Means

&

STDs

Original = (0.51, 1.48)
Reduced = (0.55, 1.5)
Ji�er = (0.52, 1.34)
Popping = (0.35, 1.37)
Smooth = (0.58, 1.46)
Passive = (0.09, 1.47)
Random = (0.16, 1.57)
Static = (-0.05, 1.33)

Original = (0.55, 1.4)
Reduced = (0.52, 1.31)
Ji�er = (0.51, 1.4)
Popping = (0.2, 1.33)
Smooth = (0.45, 1.38)
Passive = (0.16, 1.41)
Random = (0.08, 1.27)
Static = (-0.01, 1.19)

Original = (1.32, 1.11)
Reduced = (1.29, 1.07)
Ji�er = (1.1, 1.31)
Popping = (1.05, 1.13)
Smooth = (1.29, 1.15)
Passive = (0.85, 1.24)
Random = (0.9, 1.13)
Static = (0.67, 1.33)

Original = (0.99, 1.06)
Reduced = (1.12, 1.08)
Ji�er = (0.83, 1.38)
Popping = (0.75, 1.19)
Smooth = (0.95, 1.17)
Passive = (0.63, 1.29)
Random = (0.5, 1.2)
Static = (0.32, 1.03)

Overall = (0.92, 1.16)

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(7, 839) = 1.44, p = 0.43 F(7, 839) = 3.93, p < 0.01 F(7, 839) = 1.18, p = 0.95 F(7, 839) = 3.12, p < 0.05 F(7, 839) = 5.67, p <0.001
Means

&

STDs

Overall = (0.99, 0.87) Original = (1.1, 0.95)
Reduced = (0.86, 1.01)
Ji�er = (1.04, 1.01)
Popping = (0.99, 0.81)
Smooth = (1.02, 0.83)
Passive = (0.79, 0.94)
Random = (0.62, 0.93)
Static = (0.72, 0.89)

Overall = (1.2, 0.96) Original = (0.7, 1.15)
Reduced = (0.58, 1.19)
Ji�er = (0.86, 1.18)
Popping = (0.75, 1.1)
Smooth = (0.99, 1.1)
Passive = (0.66, 1.2)
Random = (0.52, 1.06)
Static = (0.4, 1.18)

Original = (-0.3, 2.02)
Reduced = (-0.86, 1.85)
Ji�er = (-0.51, 1.9)
Popping = (-0.53, 2)
Smooth = (-0.33, 1.97)
Passive = (-0.92, 1.94)
Random = (-0.95, 1.99)
Static = (-1.63, 1.84)

Table 5: Study 1: Full detailed results of Alteration Experiment: Motion Alteration. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other
measures are on a scale of (-3, 3).
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Alteration Experiment: Motion Alteration Post-Hoc Comparisons

Measure

Original Reduced Ji�er Popping
Re J Po Sm Ps Ra St O J Po Sm Pa Ra St O Re Po Sm Pa Ra St O Re J Sm Pa Ra St

Motion Comprehension 0.9 0.92 0.99 1.0 *** *** *** 0.9 0.18 0.37 1.0 *** *** *** 0.92 0.18 1.0 0.58 *** *** *** 0.99 0.37 1.0 0.83 *** *** ***

Perceived Comprehension 0.77 1.0 0.79 1.0 *** *** *** 0.77 0.88 1.0 0.7 0.11 ** *** 1.0 0.88 0.91 1.0 *** *** *** 0.79 1.0 0.91 0.71 ** *** ***

Naturalness 0.97 * 0.34 0.95 *** *** *** 0.97 0.58 0.99 1.0 ** 0.08 *** * 0.58 0.92 0.32 0.43 0.94 *** 0.34 0.99 0.92 0.96 * 0.23 ***

Realism 1.0 0.44 0.99 1.0 0.07 0.5 *** 1.0 0.65 0.99 1.0 0.2 0.7 *** 0.44 0.65 0.93 0.09 0.99 1.0 0.08 0.99 0.99 0.93 0.71 0.43 0.95 ***

Appeal 1.0 1.0 0.85 1.0 0.4 0.09 *** 1.0 1.0 0.95 1.0 0.64 0.25 *** 1.0 1.0 0.99 1.0 0.76 0.29 *** 0.85 0.95 0.99 0.75 1.0 0.81 *

Familiarity 1.0 1.0 0.99 1.0 0.3 0.55 0.06 1.0 1.0 0.98 1.0 0.39 0.62 0.12 1.0 1.0 0.98 1.0 0.28 0.52 0.05 0.99 0.98 0.98 0.9 0.84 0.97 0.39
Assuredness 1.0 1.0 0.45 1.0 0.34 0.14 * 1.0 1.0 0.75 1.0 0.64 0.39 0.17 1.0 1.0 0.6 1.0 0.47 0.22 0.07 0.45 0.75 0.6 0.82 1.0 1.0 0.94
Friendliness 1.0 0.84 0.64 1.0 0.06 0.13 *** 1.0 0.97 0.88 1.0 0.25 0.41 * 0.84 0.97 1.0 0.93 0.77 0.92 0.13 0.64 0.88 1.0 0.77 0.91 0.98 0.23

Trustworthiness 1.0 0.97 0.75 1.0 0.29 * *** 1.0 0.76 0.43 0.98 0.13 * *** 0.97 0.76 1.0 1.0 0.91 0.42 * 0.75 0.43 1.0 0.89 0.99 0.76 0.1
Conscientiousness 0.72 1.0 0.99 1.0 0.2 *** * 0.72 0.9 0.99 0.96 1.0 0.69 0.98 1.0 0.9 1.0 1.0 0.44 * 0.15 0.99 0.99 1.0 1.0 0.73 * 0.35

Openness to Experience 1.0 0.96 1.0 0.5 1.0 0.93 0.51 1.0 0.73 0.97 0.25 1.0 1.0 0.98 0.96 0.73 1.0 0.99 0.87 0.3 0.05 1.0 0.97 1.0 0.72 1.0 0.75 0.27
Social Presence 0.56 0.99 0.98 1.0 0.23 0.18 *** 0.56 0.94 0.95 0.63 1.0 1.0 0.17 0.99 0.94 1.0 1.0 0.76 0.69 *** 0.98 0.95 1.0 0.99 0.79 0.72 ***

Measure

Smooth Passive Random Static
O Re J Po Pa Ra St O Re J Po Sm Ra St O Re J Po Sm Pa St O Re J Po Sm Pa Ra

Motion Comprehension 1.0 1.0 0.58 0.83 *** *** *** *** *** *** *** *** 0.59 1.0 *** *** *** *** *** 0.59 0.78 *** *** *** *** *** 1.0 0.78
Perceived Comprehension 1.0 0.7 1.0 0.71 *** *** *** *** 0.11 *** ** *** 0.97 0.1 *** ** *** *** *** 0.97 0.63 *** *** *** *** *** 0.1 0.63

Naturalness 0.95 1.0 0.32 0.96 *** * *** *** ** 0.43 * *** 0.99 0.07 *** 0.08 0.94 0.23 * 0.99 *** *** *** *** *** *** 0.07 ***

Realism 1.0 1.0 0.09 0.71 ** 0.12 *** 0.07 0.2 0.99 0.43 ** 0.98 0.48 0.5 0.7 1.0 0.95 0.12 0.98 0.06 *** *** 0.08 *** *** 0.48 0.06
Appeal 1.0 1.0 1.0 0.75 0.28 * *** 0.4 0.64 0.76 1.0 0.28 1.0 0.12 0.09 0.25 0.29 0.81 * 1.0 0.5 *** *** *** * *** 0.12 0.5

Familiarity 1.0 1.0 1.0 0.9 0.12 0.29 * 0.3 0.39 0.28 0.84 0.12 1.0 1.0 0.55 0.62 0.52 0.97 0.29 1.0 0.96 0.06 0.12 0.05 0.39 * 1.0 0.96
Assuredness 1.0 1.0 1.0 0.82 0.71 0.41 0.16 0.34 0.64 0.47 1.0 0.71 1.0 0.98 0.14 0.39 0.22 1.0 0.41 1.0 1.0 * 0.17 0.07 0.94 0.16 0.98 1.0
Friendliness 1.0 1.0 0.93 0.77 0.09 0.21 *** 0.06 0.25 0.77 0.91 0.09 1.0 0.95 0.13 0.41 0.92 0.98 0.21 1.0 0.83 *** * 0.13 0.23 *** 0.95 0.83

Trustworthiness 1.0 0.98 1.0 0.89 0.44 0.08 *** 0.29 0.13 0.91 0.99 0.44 0.99 0.49 * * 0.42 0.76 0.08 0.99 0.94 *** *** * 0.1 *** 0.49 0.94
Conscientiousness 1.0 0.96 1.0 1.0 0.58 * 0.23 0.2 1.0 0.44 0.73 0.58 0.84 1.0 *** 0.69 * * * 0.84 0.99 * 0.98 0.15 0.35 0.23 1.0 0.99

Openness to Experience 0.5 0.25 0.99 0.72 0.32 * *** 1.0 1.0 0.87 1.0 0.32 0.98 0.7 0.93 1.0 0.3 0.75 * 0.98 1.0 0.51 0.98 0.05 0.27 *** 0.7 1.0
Social Presence 1.0 0.63 1.0 0.99 0.29 0.23 *** 0.23 1.0 0.76 0.79 0.29 1.0 0.1 0.18 1.0 0.69 0.72 0.23 1.0 0.13 *** 0.17 *** *** *** 0.1 0.13

Table 6: Study 1: All Alteration Experiment: Motion Alteration Post-Hoc Comparisons. * indicates a post-hoc p-value of <0.05, ** of <0.01, and *** values are <0.001. Conditions
are abbreviated: Original = O, Reduced = Re, Ji�er = J, Popping = Po, Smooth = Sm, Passive = Pa, Random = Ra, Static = St.
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Alteration Experiment: Motion Alteration Graphs

Figure 1: Study 1: All graphs for the Motion Alteration condition of the Alteration Experiment. Bolded measures had signi�cant di�erences between Motion Alterations. Motion
Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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Alteration Experiment: Avatar Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(1, 473) = 9.47, p < 0.01 F(1, 839) = 5.51, p < 0.05 F(1, 839) = 1.45, p = 0.32 F(1, 839) = 55.65, p < 0.001 F(1, 839) = 13.45, p < 0.01
Means

& STDs

Realistic = (0.6, 0.26)
Mannequin = (0.54, 0.26)

Realistic = (0.29, 1.5)
Mannequin = (0.05, 1.46)

Overall = (0.79, 1.53) Realistic = (0.74, 1.42)
Mannequin = (-0.04, 1.6)

Realistic = (0.58, 1.32)
Mannequin = (0.22, 1.48)

Post-Hoc p < 0.01 p < 0.05 p < 0.001 p < 0.001

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(1, 839) = 30.7, p < 0.001 F(1, 839) = 10.07, p < 0.05 F(1, 839) = 3.77, p = 0.09 F(1, 839) = 1.48, p = 0.31 F(1, 839) = 0.00, p = 0.99
Means

& STDs

Realistic = (0.6, 1.39)
Mannequin = (0.06, 1.46)

Realistic = (0.44, 1.31)
Mannequin = (0.15, 1.37)

Overall = (1.05, 1.21) Overall = (0.75, 1.21) Overall = (0.92, 1.16)

Post-Hoc p < 0.001 p < 0.01
Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(1, 839) = 13.60, p < 0.01 F(1, 839) = 0.37, p = 0.69 F(1, 839) = 0.20, p = 0.96 F(1, 839) = 1.24, p = 0.34 F(1, 839) = 6.26, p < 0.05
Means

& STDs

Realistic = (1.09, 0.85)
Mannequin = (0.88, 0.89)

Overall = (0.9, 0.93) Overall = (1.2, 0.96) Overall = (0.69, 1.15) Realistic = (-0.56, 1.98)
Mannequin = (-0.92, 1.97)

Post-Hoc p < 0.001 p < 0.05

Table 7: Study 1: Full detailed results of Alteration Experiment: Avatar. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are
on a scale of (-3, 3).
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Alteration Experiment: Avatar Graphs

Figure 2: Study 1: All graphs for the Avatar condition of the Alteration Experiment. Bolded measures had signi�cant di�erences between Avatars. Motion Comprehension is on a
scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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Alteration Experiment: Clip Length Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(1, 473) = 30.59, p < 0.001 F(1, 839) = 12.17, p < 0.01 F(1, 839) = 11.18, p < 0.01 F(1, 839) = 6.39, p < 0.05 F(1, 839) = 10.52, p < 0.01
Means

& STDs

Short = (0.61, 0.21)
Long = (0.5, 0.3)

Short = (0.34, 1.33)
Long = (-0.01, 1.62)

Short = (0.96, 1.44)
Long = (0.62, 1.59)

Short = (0.49, 1.51)
Long = (0.22, 1.61)

Short = (0.55, 1.31)
Long = (0.24, 1.49)

Post-Hoc p < 0.001 p < 0.001 p < 0.01 p < 0.01 p < 0.01

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(1, 839) = 7.09, p < 0.05 F(1, 839) = 1.92, p = 0.29 F(1, 839) = 4.45, p = 0.08 F(1, 839) = 0.22, p = 0.64 F(1, 839) = 1.02, p = 0.73
Means

& STDs

Short = (0.46, 1.35)
Long = (0.19, 1.54)

Overall = (0.3, 1.35) Overall = (1.05, 1.21) Overall = (0.75, 1.21) Overall = (0.92, 1.16)

Post-Hoc p < 0.01 p < 0.05
Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(1, 839) = 3.62, p = 0.20 F(1, 839) = 0.29, p = 0.69 F(1, 839) = 0.19, p = 0.96 F(1, 839) = 13.55, p <0.01 F(1, 839) = 3.29, p = 0.10
Means

& STDs

Overall = (0.99, 0.87) Overall = (0.9, 0.93) Overall = (1.2, 0.96) Short = (0.83, 1.1)
Long = (0.54, 1.19)

Overall = (-0.74, 1.98)

Post-Hoc p < 0.001

Table 8: Study 1: Full detailed results of Alteration Experiment: Clip Length. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures
are on a scale of (-3, 3).
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Alteration Experiment: Clip Length Graphs

Figure 3: Study 1: All graphs for the Clip Length condition of the Alteration Experiment. Bolded measures had signi�cant di�erences between Clip Lengths. Motion Comprehension
is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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Intensity Experiment: Jitter Intensity Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(3, 255) = 1.32, p = 0.48 F(3, 458) = 3.67, p = 0.08 F(3, 458) = 29.53, p < 0.001 F(3, 458) = 4.74, p < 0.05 F(3, 458) = 5.45, p < 0.01
Means

& STDs

Overall = (0.65, 0.23) Overall = (0.44, 1.37) Original = (1.43, 1.29)
Ji�erLow = (0.79, 1.48)
Ji�erMed = (0.36, 1.64)
Ji�erHigh = (-0.33, 1.59)

Original = (0.66, 1.5)
Ji�erLow = (0.26, 1.56)
Ji�erMed = (0.31, 1.55)
Ji�erHigh = (-0.05, 1.47)

Original = (0.67, 1.34)
Ji�erLow = (0.58, 1.29)
Ji�erMed = (0.21, 1.47)
Ji�erHigh = (0.05, 1.47)

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(3, 458) = 3.03, p = 0.10 F(3, 458) = 16.27, p < 0.001 F(3, 458) = 3.13, p = 0.07 F(3, 458) = 3.29, p = 0.14 F(3, 458) = 0.58, p = 0.74
Means

& STDs

Overall = (0.34, 1.42) Original = (0.55, 1.4)
Ji�erLow = (0.51, 1.4)
Ji�erMed = (-0.12, 1.43)
Ji�erHigh = (-0.52, 1.49)

Overall = (1.07, 1.19) Overall = (0.78, 1.16) Overall = (0.95, 1.13)

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(3, 458) = 1.70, p = 0.39 F(3, 458) = 6.44, p < 0.01 F(3, 458) = 16.10, p < 0.001 F(3, 458) = 1.52, p = 0.36 F(3, 458) = 4.23, p <0.05
Means

& STDs

Overall = (1, 0.88) Original = (1.1, 0.95)
Ji�erLow = (1.04, 1.01)
Ji�erMed = (0.88, 0.92)
Ji�erHigh = (0.62, 0.95)

Original = (1.33, 0.97)
Ji�erLow = (1.18, 1)
Ji�erMed = (0.83, 1.17)
Ji�erHigh = (0.43, 1.23)

Overall = (0.75, 1.14) Original = (-0.3, 2.02)
Ji�erLow = (-0.51, 1.9)
Ji�erMed = (-0.83, 1.98)
Ji�erHigh = (-1.12, 1.92)

Table 9: Study 1: Full detailed results of Intensity Experiment: Ji�er Intensity . Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other
measures are on a scale of (-3, 3).

Intensity Experiment, Jitter: Motion Intensity Post-Hoc Comparisons

Measure

Original Ji�erLow Ji�erMed Ji�erHigh
JL JM JH O JM JH O JL JH O JL JM

Naturalness ** *** *** ** 0.14 *** *** 0.14 ** *** *** **

Realism 0.16 0.27 *** 0.16 0.99 0.35 0.27 0.99 0.21 *** 0.35 0.21
Appeal 0.96 0.05 ** 0.96 0.18 * 0.05 0.18 0.82 ** * 0.82

Assuring 1.0 ** *** 1.0 ** *** ** ** 0.13 *** *** 0.13
Conscientiousness 0.98 0.31 *** 0.98 0.56 ** 0.31 0.56 0.13 *** ** 0.13

Emotional Stability 0.74 ** *** 0.74 0.08 *** ** 0.08 * *** *** *

Social Presence 0.83 0.15 ** 0.83 0.6 0.07 0.15 0.6 0.65 ** 0.07 0.65

Table 10: Study 1: All Intensity Experiment: Ji�er Motion Intensity Post-Hoc Comparisons. * indicates a post-hoc p-value of <0.05, ** of <0.01, and *** values are <0.001.
Conditions are abbreviated: Original = O, Ji�erLow = JL, Ji�erMed = JM, Ji�erHigh = JH.
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Intensity Experiment: Jitter Graphs

Figure 4: Study 1: All Intensity Experiment: Ji�er Graphs. All graphs for the Ji�er Intensity Levels of the Intensity Experiment. Bolded measures had signi�cant di�erences
between levels. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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Intensity Experiment: Popping Intensity Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(3, 247) = 0.64, p = 0.88 F(3, 456) = 1.49, p = 0.51 F(3, 456) = 2.42, p = 0.23 F(3, 456) = 0.35, p = 0.90 F(3, 456) = 0.86, p = 0.54
Means

& STDs

Overall = (0.66, 0.22) Overall = (0.47, 1.38) Overall = (1.13, 1.34) Overall = (0.59, 1.47) Overall = (0.58, 1.32)

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(3, 456) = 0.63, p = 0.73 F(3, 456) = 1.43, p = 0.74 F(3, 456) = 1.12, p = 0.48 F(3, 456) = 1.00, p = 0.59 F(3, 456) = 1.37, p = 0.49
Means

& STDs

Overall = (0.46, 1.41) Overall = (0.35, 1.33) Overall = (1.16, 1.17) Overall = (0.83, 1.15) Overall = (1.08, 1.05)

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(3, 456) = 0.19, p = 0.97 F(3, 456) = 2.02, p = 0.39 F(3, 456) = 0.56, p = 0.75 F(3, 456) = 1.12, p = 0.43 F(3, 456) = 0.46, p = 0.71
Means

& STDs

Overall = (1, 0.88) Overall = (0.95, 0.9) Overall = (1.24, 0.95) Overall = (0.8, 1.13) Overall = (-0.46, 1.95)

Table 11: Study 1: Full detailed results of Intensity Experiment: Popping Intensity. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other
measures are on a scale of (-3, 3).
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Intensity Experiment: Popping Graphs

Figure 5: Study 1: All graphs for the Popping Intensity Levels of the Intensity Experiment. Bolded measures had signi�cant di�erences between levels. Motion Comprehension is
on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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Intensity Experiment: Smoothing Intensity Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(3, 263) = 0.37, p = 0.90 F(3, 466) = 1.54, p = 0.41 F(3, 466) = 3.44, p = 0.11 F(3, 466) = 2.02, p = 0.19 F(3, 466) = 2.52, p = 0.13
Means

& STDs

Overall = (0.65, 0.23) Overall = (0.55, 1.33) Overall = (1.15, 1.34) Overall = (0.61, 1.44) Overall = (0.55, 1.4)

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(3, 466) = 0.34, p = 0.88 F(3, 466) = 0.69, p = 0.70 F(3, 466) = 1.04, p = 0.69 F(3, 466) = 1.08, p = 0.46 F(3, 466) = 0.25, p = 0.86
Means

& STDs

Overall = (0.51, 1.43) Overall = (0.41, 1.38) Overall = (1.21, 1.2) Overall = (0.87, 1.17) Overall = (1.06, 1.11)

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(3, 466) = 0.05, p = 0.99 F(3, 466) = 0.47, p = 0.82 F(3, 466) = 0.22, p = 0.88 F(3, 466) = 1.48, p = 0.37 F(3, 466) = 1.79, p = 0.35
Means

& STDs

Overall = (1.07, 0.84) Overall = (1.02, 0.91) Overall = (1.33, 0.92) Overall = (0.85, 1.13) Overall = (-0.52, 1.98)

Table 12: Study 1: Full detailed results of Intensity Experiment: Smoothing Intensity. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other
measures are on a scale of (-3, 3).

100



Intensity Experiment: Smoothing Graphs

Figure 6: Study 1: All graphs for the Smoothing Intensity Levels of the Intensity Experiment. Bolded measures had signi�cant di�erences between levels. Motion Comprehension
is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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VR Compare Experiment Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(1, 31) = 58.52, p < 0.001 F(1, 31) = 4.15, p = 0.05 F(1, 31) = 0.59, p = 0.45 F(1, 31) = 3.95, p = 0.06 F(1, 31) = 0.00, p = 0.99
Means

& STDs

Original = (0.78, 0.18)
Static = (0.38, 0.11)

Overall = (0.58, 1.31) Overall = (0.82, 1.31) Overall = (0.91, 1.18) Overall = (1.06, 1.2)

Post-Hoc p < 0.001

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(1, 31) = 1.67, p = 0.21 F(1, 31) = 0.05, p = 0.82 F(1, 31) = 0.01, p = 0.93 F(1, 31) = 1.59, p = 0.22 F(1, 31) = 0.17, p = 0.69
Means

& STDs

Overall = (1, 1.09) Overall = (0.3, 1.26) Overall = (1.39, 1.12) Overall = (0.67, 1.02) Overall = (0.38, 0.79)

Post-Hoc

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(1, 31) = 0.02, p = 0.89 F(1, 31) = 5.06, p < 0.05 F(1, 31) = 0.99, p = 0.33 F(1, 31) = 0.04, p = 0.84 F(1, 31) = 0.16, p = 0.69
Means

& STDs

Overall = (0.17, 0.82) Original = (0.38, 0.81)
Static = (-0.24, 0.75)

Overall = (0.14, 0.94) Overall = (0, 0.84) Overall = (-0.38, 1.99)

Post-Hoc p < 0.05

Table 13: Study 1: VR Compare Experiment Results details. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale
of (-3, 3).

VR Compare vs. Alteration Experiment Results

Measure Motion Comprehension Perceived Comprehension Naturalness Realism Appeal
Values F(1, 62) = 0.35 , p = 0.83 F(1, 85) = 2.35, p = 0.19 F(1, 85) = 0.16, p = 0.69 F(1, 85) = 1.78, p = 0.28 F(1, 85) = 5.87, p = 0.05
Means

& STDs

Overall = (0.59, 0.26) Overall = (0.37, 1.48) Overall = (0.8, 1.62) Overall = (0.72, 1.42) Overall = (0.64, 1.43)

Post-Hoc

Measure Familiarity Assuredness Friendliness Trustworthiness Extraversion
Values F(1, 85) = 3.36, p = 0.13 F(1, 85) = 0.35, p = 0.55 F(1, 85) = 2.35, p = 0.31 F(1, 85) = 0.17, p = 0.91 F(1, 85) = 3.71, p = 0.17
Means

& STDs

Overall = (0.71, 1.29) Overall = (0.44, 1.32) Overall = (1.13, 1.33) Overall = (0.61, 1.01) Overall = (0.66, 1)

Post-Hoc

Measure Agreeableness Conscientiousness Emotional Stability Openness to Experience Social Presence
Values F(1, 85) = 28.37, p < 0.001 F(1, 85) = 22.51, p < 0.001 F(1, 85) = 30.11, p < 0.001 F(1, 85) = 9.77, p < 0.01 F(1, 85) = 0.14, p = 0.71
Means

& STDs

VR Compare = (0.17, 0.82)
Alteration = (1.13, 0.8)

VR Compare = (0.06, 0.83)
Alteration = (0.99, 0.9)

VR Compare = (0.14, 0.94)
Alteration = (1.32, 1)

VR Compare = (0, 0.84)
Alteration = (0.68, 1.04)

Overall = (-0.44, 2.2)

Post-Hoc p < 0.001 p < 0.001 p < 0.001 p < 0.01

Table 14: Study 1: Full details of VR Compare vs. Alteration Experiment. Motion Comprehension is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures
are on a scale of (-3, 3).
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VR Compare: Motion Alteration Graphs

Figure 7: Study 1: All graphs for the Motion Alterations Original and Static for VR Compare. Bolded measures had signi�cant di�erences between levels. Motion Comprehension
is on a scale of (0, 1); Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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VR Compare vs Alteration Graphs

Figure 8: Study 1: All graphs of VR Compare vs. Alteration experiment. Bolded measures had signi�cant di�erences between levels. Motion Comprehension is on a scale of (0, 1);
Social Presence is on a scale of (-4, 4). All other measures are on a scale of (-3, 3).
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VR Comfort: Motion Condition Results

Measure Comfort Naturalness
Values F(13, 448) = 6.68, p < 0.001 F(13, 448) = 12.76, p < 0.001
Means

& STDs

Original = (0.82, 1.18)
Reduced = (0.94, 1.36)
Ji�erLow = (0.14, 1.34)
Ji�erMed = (-0.56, 1.49)
Ji�erHigh = (-1.03, 1.54)
PoppingLow = (0.64, 1.28)
PoppingMed = (0.68, 1.15)
PoppingHigh = (0.52, 1.35)
SmoothLow = (0.89, 1.17)
SmoothMed = (0.8, 1.37)
SmoothHigh = (0.85, 1.22)
Random = (0.71, 1.4)
Passive = (0.79, 1.08)
Static = (0.56, 1.17)

Original = (1.18, 1.16)
Reduced = (1.14, 1.29)
Ji�erLow = (-0.08, 1.49)
Ji�erMed = (-1.05, 1.67)
Ji�erHigh = (-1.48, 1.37)
PoppingLow = (0.82, 1.37)
PoppingMed = (0.67, 1.36)
PoppingHigh = (0.24, 1.52)
SmoothLow = (1.12, 1.21)
SmoothMed = (1.23, 1.28)
SmoothHigh = (1.08, 1.14)
Random = (0.92, 1.21)
Passive = (0.79, 1.29)
Static = (0.45, 1.51)

Table 15: Study 1: Detailed results of VR Comfort: Motion Condition. Comfort and Naturalness are both on a scale of (-3, 3).
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VR Comfort Graphs

Figure 9: Study 1: VR Comfort Graphs. Measures of Comfort and Naturalness for all Motion Condition conditions. Both measures had signi�cant di�erences between levels.
Comfort and Naturalness are on a scale of (-3, 3).
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VR Comfort: Motion Condition Post-Hoc Comparisons

Measure

Original Reduced
Re JL JM JH PoL PoM PoH SmL SmM SmH Pa Ra St O JL JM JH PoL PoM PoH SmL SmM SmH Pa Ra St

Comfort 1.0 0.68 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.4 *** *** 1.0 1.0 0.99 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness 1.0 * *** *** 1.0 0.96 0.22 1.0 1.0 1.0 1.0 1.0 0.64 1.0 * *** *** 1.0 0.98 0.29 1.0 1.0 1.0 1.0 1.0 0.74

Measure

Ji�erLow Ji�erMed
O Re JM JH PoL PoM PoH SmL SmM SmH Pa Ra St O Re JL JH PoL PoM PoH SmL SmM SmH Pa Ra St

Comfort 0.68 0.4 0.65 * 0.95 0.91 1.0 0.51 0.71 0.61 0.74 0.88 0.99 ** *** 0.65 0.97 * ** 0.05 *** ** ** ** ** *

Naturalness * * 0.18 ** 0.29 0.61 1.0 * ** * 0.35 0.14 0.95 *** *** 0.18 0.99 *** *** ** *** *** *** *** *** ***

Measure

Ji�erHigh PoppingLow
O Re JL JM PoL PoM PoH SmL SmM SmH Pa Ra St O Re JL JM JH PoM PoH SmL SmM SmH Pa Ra St

Comfort *** *** * 0.97 *** *** *** *** *** *** *** *** *** 1.0 1.0 0.95 * *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness *** *** ** 0.99 *** *** *** *** *** *** *** *** *** 1.0 1.0 0.29 *** *** 1.0 0.91 1.0 0.99 1.0 1.0 1.0 1.0

Measure

PoppingMed PoppingHigh
O Re JL JM JH PoL PoH SmL SmM SmH Pa Ra St O Re JL JM JH PoL PoM SmL SmM SmH Pa Ra St

Comfort 1.0 1.0 0.91 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.99 1.0 0.05 *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness 0.96 0.98 0.61 *** *** 1.0 0.99 0.99 0.92 0.99 1.0 1.0 1.0 0.22 0.29 1.0 ** *** 0.91 0.99 0.32 0.16 0.41 0.94 0.74 1.0

Measure

SmoothLow SmoothMed
O Re JL JM JH PoL PoM PoH SmM SmH Pa Ra St O Re JL JM JH PoL PoM PoH SmL SmH Pa Ra St

Comfort 1.0 1.0 0.51 *** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.71 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness 1.0 1.0 * *** *** 1.0 0.99 0.32 1.0 1.0 1.0 1.0 0.77 1.0 1.0 ** *** *** 0.99 0.92 0.16 1.0 1.0 0.99 1.0 0.54

Measure

SmoothHigh Passive
O Re JL JM JH PoL PoM PoH SmL SmM Pa Ra St O Re JL JM JH PoL PoM PoH SmL SmM SmH Ra St

Comfort 1.0 1.0 0.61 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.74 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness 1.0 1.0 * *** *** 1.0 0.99 0.41 1.0 1.0 1.0 1.0 0.85 1.0 1.0 0.35 *** *** 1.0 1.0 0.94 1.0 0.99 1.0 1.0 1.0

Measure

Random Static
O Re JL JM JH PoL PoM PoH SmL SmM SmH Pa St O Re JL JM JH PoL PoM PoH SmL SmM SmH Pa Ra

Comfort 1.0 1.0 0.88 ** *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.99 * *** 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Naturalness 1.0 1.0 0.14 *** *** 1.0 1.0 0.74 1.0 1.0 1.0 1.0 0.98 0.64 0.74 0.95 *** *** 1.0 1.0 1.0 0.77 0.54 0.85 1.0 0.98

Table 16: Study 1: All VR Comfort: Motion Condition Post-Hoc Comparisons. * indicates a post-hoc p-value of <0.05, ** of <0.01, and *** values are <0.001. Conditions are
abbreviated: Original = O, Reduced = Re, Ji�erLow = JL, Ji�erMed = JM, Ji�erHigh = JH, PoppingLow = PoL, PoppingMed = PoM, PoppingHigh = PoH, SmoothLow = SmL,
SmoothMed = SmM, SmoothHigh = SmH, Passive = Pa, Random = Ra, Static = St.
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VR Rank: Results

χ2(7) = 95.77, p < 0.005; Critical Di�erence = 62.16
Original Reduced Ji�er Popping

Re J Po Sm Ps Ra St O J Po Sm Pa Ra St O Re Po Sm Pa Ra St O Re J Sm Pa Ra St
18 141 6 5 71 48 93 18 123 12 23 53 30 75 141 123 135 146 70 93 48 6 12 135 11 65 42 87

Smooth Passive Random Static
O Re J Po Pa Ra St O Re J Po Sm Ra St O Re J Po Sm Pa St O Re J Po Sm Pa Ra
5 23 146 11 76 53 98 71 53 70 65 76 23 22 48 30 93 42 53 23 45 93 75 48 87 98 22 45

Table 17: Study 1: Detailed results of VR Rank. Bolded measures indicate signi�cant di�erences between conditions. Conditions are abbreviated: Original = O, Reduced = Re, Ji�er
= J, Popping = Po, Smooth = Sm, Passive = Pa, Random = Ra, Static = St.

VR Rank Graphs

Figure 10: Study 1: VR Rank Graphs. Ranking measures from Most Comfortable (1) to Least Comfortable (8).
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Measure �estions Results Mean, Std. Origin

Ownership

O1. I felt as if the virtual hands were part of my body. ?† (5.19, 1.08)

Lin et al.
[130] Canales
et al. [50]

O2. It sometimes seemed my own hands were located on the
screen.? TH > DH TH (5.47, 1.25)

DH (4.53, 1.44)
O3. It sometimes seemed like my own hands came into contact
with the virtual object. ?† Glv > Ctrl Glv (4.91, 1.64)

Ctrl (3.7, 1.8)
O4. I thought that the virtual hands could be harmed by the vir-
tual danger. † Glv > Ctrl Glv (4.44, 2.16)

Ctrl (3.07, 2)

Realism
R1. I thought the virtual hands looked realistic. ? (4.31, 1.73) Lin et al.

[130]R2. I thought the movement of the virtual hands looked realistic. Glv > Ctrl Glv (5.74, 1.05)
Ctrl (4.8, 1.67)

E�ciency F1. I felt like I could very e�ciently use my virtual hands to in-
teract with the environment. ? (5.53, 1.3) Lin et al.

[130]

Enjoyment
Not true at all -
Very true

E1. While I was playing this game, I was thinking about how
much I enjoyed it. (5.92, 1.15)

IMI
Enjoyment
[6]

E2. �is game did not hold my a�ention at all. (R)
Glv> Ctrl
TH > DH

TH (6.83, 0.38)
DH (6.53, 0.83)
Glv (6.85, 0.36)
Ctrl (6.47, 0.86)

E3. I would describe this game as very interesting. Glv > Ctrl Glv (6.21, 0.81)
Ctrl (5.6, 1.19)

E4. I enjoyed playing this game very much. Glv > Ctrl Glv (6.47, 0.66)
Ctrl (6.03, 1)

E5. �is game was fun to play. (6.28, 0.93)

Presence
Do Not Agree -
Strongly Agree

P1. When playing the game, I feel transported to another time
and place. (5.56, 1.1)

PENS
Presence
[162]

P2. Exploring the game world feels like taking an actual trip to a
new place. (5.25, 1.33)

P3. When moving through the game world I feel as if I am actually
there. (5.31, 1.42)

P4. I am not impacted emotionally by events in the game. (R) (3.61, 1.84)

P5. �e game was emotionally engaging. Glv > Ctrl Glv (4.65, 1.69)
Ctrl (3.57, 1.65)

P6. I experience feelings as deeply in the game as I have in real
life.

(3.27, 1.97)

P7. When playing the game I feel as if I was part of the story. Glv > Ctrl Glv (5.47, 1.31)
Ctrl (4.6, 1.63)

P8. When I accomplished something in the game I experienced
genuine pride. Glv > Ctrl Glv (6.12, 0.95)

Ctrl (5.57, 1.19)
P9. I had reactions to events and characters in the game as if they
were real. Glv > Ctrl Glv (5.18, 1.7)

Ctrl (4.2, 1.73)

Table 18: Study 2: �estionnaire and main results.

All measures were on a 7-pt Likert Scale, with values from “Strongly agree” to “Strongly disagree” with the exception
of the Enjoyment and Presence questions. Values from questions marked with (R) were reversed before analysis.
? : �estion also measured in Lin et al. [130]; † : �estion also measured in Canales et al. [50]
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Measure �estions Scale Mean, Std.

Social
Presence
-
7pt Likert
-
Nowak & Biocca [150]

SP1. To what extent did you feel able to assess your
partner’s reactions to what you said?

Not able to assess reactions -
Able to assess reactions (4.95, 1.06)

SP2. To what extent was this like a face-to-face meeting? Not like face-to-face at all - A lot
like face-to-face (4.24, 1.39)

SP3. To what extent was this like you were in the same
room with the virtual character?

Not like being in the same room at
all - A lot like being in the same
room

(5.07, 1.09)

SP4. To what extent did the virtual character seem
“real?”

Not real at all - Very real (4.29, 1.29)

SP5. How likely is it that you would choose to use
this system of interaction for a meeting in which you
wanted to persuade others of something?

Not likely at all - Very likely (3.9, 1.71)

SP6. To what extent did you feel you could get to know
someone that you met only through this system? Not at all - Very well (4.26, 1.38)

Perceived
Comprehension
-
7pt Likert
-
Biocca & Harms [35]

PC1. I was able to communicate my intentions clearly
to my partner.

Strongly disagree -
Strongly agree

(6.5, 0.55)

PC2. My thoughts were clear to my partner. (6.38, 0.66)
PC3. I was able to understand what my partner meant. (6.67, 0.53)
PC4. My partner was able to communicate their intents
clearly to me. (6.64, 0.53)

PC5. My partner’s thoughts were clear to me. (6.52, 0.59)
PC6. My partner was able to understand what I meant. (6.45, 0.77)

Team
Cohesion
-
5pt Likert
-
Michalisin et al. [145]

TC1. I enjoyed working with my teammates.

Strongly disagree -
Strongly agree

(4.88, 0.33)
TC2. I wish I were on a di�erent team. (R) (4.55, 0.83)
TC3. �e team worked well together. (4.88, 0.33)
TC4. Everyone contributed to the discussion. (4.95, 0.22)
TC5. �e team wasted a lot of time. (R) (4.69, 0.52)
TC6. I trust that my teammates will do their fair share
of the work. (4.76, 0.69)

NASA’s Task
Load Index
-
10pt Likert
-
Harris et al. [88]

TLX1. How mentally demanding was the overall expe-
rience?

Low - High

(3.83, 2.04)

TLX2. How physically demanding was the overall ex-
perience? (1.55, 0.97)

TLX3. How hurried or rushed was the pace of the over-
all experience? (2.26, 1.7)

TLX4. How successful were you in accomplishing what
you were asked to do in the overall experience? (8.88, 1.63)

TLX5. How hard did you have to work to accomplish
your level of performance in the overall experience? (3.88, 2.34)

TLX6. How insecure, discouraged, irritated, stressed
and annoyed were you with the overall experience? (1.48, 1.33)

Table 19: Study 3: �estionnaire and main results.

Values from questions marked with (R) were reversed before analysis.
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