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Thermoacoustics is about conversion between thermal and acoustical energies to provide alternative
green technology for power cycle and cooling system. The oscillatory flow across porous structure inside
the system is playing the role of energy conversion between the acoustic wave and the surface of the por-
ous structure. Better understanding of fluid dynamics of oscillatory flow inside thermoacoustic system is
therefore important for the thermoacoustic based energy conversion system. This paper presents the ‘en-
trance’ and ‘exit’ effects of the oscillatory flow within a parallel-plate structure that is placed inside a
standing-wave thermoacoustic environment. Two-dimensional SST k-x CFD models which were vali-
dated using experimental data and theoretical predictions were used for this investigation. Two different
operating frequencies of 14.2 Hz and 23.6 Hz were studied for flow with five different amplitudes that
were represented using drive ratios of 0.3%, 0.83%, 1.5%, 2.1% and 3%. These correspond to cases with
Reynolds numbers between 5936 and 62926. Due to the cyclic nature of the flow, a region defined as
an ‘exit’ region was observed in addition to the usual ‘entrance’ region and the fully developed region
for flow inside a channel. The change of shape of velocity profiles from the ‘m’ shape profile, to the
‘slug-like’ profile and ‘parabolic-like’ profile was discussed in relation to the ‘entrance’ and ‘exit’ effects
on flow inside the channel. The ‘entrance’ and ‘exit’ effects become bigger as drive ratio increases. The
effect of ‘entrance’ and ‘exit’ are slightly reducing as frequency increases from 14.2 Hz to 23.6 Hz. This
may be related to the shorter travel distance of fluid as the frequency increases. The results shown in this
paper suggest that the flow within a 200 mm parallel-plate structure should be treated as developing
flow especially for flow with low resonance frequency at drive ratio higher than 1%.
� 2020 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The concern related to the impact of technological development
on the sustainability and health of the environment had recently
caught the attention of many researchers in the field of engineering
and technology. Alternative technological solutions for electrical
generator (Mazzetti et al., 2018; Gallego et al., 2020) as well as
cooler (Brown and Domanski, 2014) have been reported by many
with intentions of fulfilling the human needs without sacrificing
the future of healthy environment. These include the use of ther-
moelectric principles (Al-habahbeh et al., 2018), thermoacoustics
(Abdoulla-Latiwish and Jaworski, 2019) as well as solar energy
(Homadi et al., 2020), just to name a few. In fact, some of these
technologies are suitable to be applied for rural areas where access
to electricity are limited (Gallego et al., 2020; Abdoulla-Latiwish
and Jaworski, 2019). One of the alternative technologies that could
be considered as a green technology is known as thermoacoustic
technology. It can be used for power cycle (engine/generator) as
well as a refrigeration cycle (refrigerator or heat pump). Thermoa-
coustic engines or acoustic heat engines are energy conversion
devices that achieve simplicity and concomitant reliability by the
use of acoustic technology. In thermoacoustic prime movers, heat
that flows from a high-temperature source to a low-temperature
sink generates acoustic power (which may be converted to electric
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Nomenclature

a Speed of sound
Cp Heat capacity (specific heat) at constant pressure
D gap between bottom and top walls of a channel
Dr Drive ratio
f Oscillation frequency
g Gravity = 9.81 m/s
hv Shape factor
k Thermal conductivity
ka wave number
l Turbulent length scale
pa pressure at antinode
P1 Oscillating pressure amplitude
Re Reynolds number
rh Hydraulic radius
SST Shear Stress Transport (turbulence k-x model)
t Time
TI Turbulence intensity
U Velocity amplitude

X Distance from the pressure antinode
y Space between the plates
y0 Half the plate spacing
dk Thermal penetration
dv Viscous penetration depth
n Displacement
£ Porosity
j Diffusivity of the gas
k Wavelength
m Dynamic viscosity
x Angular frequency
q Density
qm Mean density
h Time phase
v Kinematic viscosity
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power using a transducer) (Swift, 1988, 2002). Complex fluid flow
and energy transfer interaction happens between an oscillatory
flow and a solid material of an internal structure of the system dur-
ing the operation of thermoacoustic device. The understanding of
the flow behavior and heat transfer across the interior structure
inside an oscillating fluid environment are one of the keys to a bet-
ter design and development of thermoacoustic system (Swift,
2002; Agarwal et al., 2016).

In order to produce the thermodynamics processes of energy
systems, thermoacoustic systems require the presence of several
parts such as a porous structure known as ‘stack’/’regenerator’, a
resonator that hold the soundwave, a heat exchanger to exchange
heat with environment and the acoustic driver/loudspeaker/alter-
nator to either drive the flow or convert the acoustic energy into
electricity depending on whether the system is a generator or a
cooler (Agarwal et al., 2016; Nakamura et al., 2017). Fig. 1 illus-
trates the principle concept of operation for the standing-wave
thermoacoustic refrigerator system. The system is made of a res-
onator that contains a porous structure known as ‘stack’. The stack
is sandwiched between a hot heat exchanger and a cold heat
exchanger. These structures are placed at a location inside the res-
onator where decent amount of the product of acoustic pressure
and acoustic velocity can be achieved. Once the loudspeaker is
turned on, an acoustic work ( _W) creates the waves inside the
Fig. 1. Schematic diagram and basic operation principle of a standing-wave
thermoacoustic refrigeration.
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resonator and the parcels of the gas medium within the resonator
start to oscillate forth and back. Consider one parcel of gas that is
located near to the wall of the stack as shown in Fig. 1. The parcel
moved to the left and right sides of the resonator following the
oscillatory flow motion. As the parcel flows left, it is moving
towards the higher-pressure region and be compressed adiabati-
cally. This increases the pressure and temperature of the gas. The
heated gar particle becomes hotter than the solid structure of the
porous stack material and hence heat is transferred to the left
end of the stack. Next, the gas oscillates back to the right side
where the original place was. The parcel of gas is expanding adia-
batically because it travels to an area with a lower pressure. The
temperature also decreases as the pressure of the parcel is reduced.
Finally, the temperature of parcel becomes lower than that of the
solid, thus the heat is transferred from the solid to the parcel at
constant pressure condition. These compression, expansion and
heat transfer processes of gas parcel form a thermodynamic cycle
in which the stack acts as sink and source in the terminal points
of the movement of each parcel. Consequently, in each cycle of
the sound wave, each gas parcel pumps a little amount of heat
from the right of the stack to the left, from cold to hot. This thermo-
dynamic process within the acoustic wave environment is com-
monly referred to as the ‘‘thermoacoustic effect” (Nakamura
et al., 2017; Avent and Bowen, 2015).

Fluid dynamics behavior within the porous structure is playing
important role in supporting the ‘thermoacoustic effect’ within
the system. ’Entrance effects’ may influence the behavior of an
oscillatory flow induced by intersectional discontinuities such as
‘stacks’, ‘regenerators’ and ‘heat exchangers’, in a manner that is
not well understood (Mao et al., 2007). An experimental study
was used to demonstrate the thermoacoustic energy conversion
phenomenon in a standing wave system (Harikumara et al.,
2019). The stack was made from plastic straws and air was used
as a working fluid. The system was driven at resonance frequency
of 70 Hz with drive ratio bigger than 3%. In the experiment, the
stack was placed at two positions: at the middle of the resonator
and at a location towards the end of the resonator. The results
showed that the stack at the middle of resonator was able to pro-
duce a temperature difference of 14.1 �C at drive ratio of 3.57%.
When the stack moved nearer to the end of the resonator a lower
temperature difference between the ends of the stack was
recorded. In a different investigation, the velocity field inside an
oscillating flow between the parallel plates of the ‘stack’ was
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measured by using PIV (Nabavi et al., 2008; Berson et al., 2008).
The results indicated that the generated vortex was attached to
the plate at low flow amplitude. Whereas at high amplitude of
flow the vortices detached from the plates. The behavior of vortex
at both ends of the porous structure indicates a possibility of
unique behavior of flow within the entrance region of the chan-
nel. Vortex shedding pattern at end of plates were also observed
to change with plate thickness, spacing and drive ratio of the
oscillating flow (Shi et al., 2011). The general trend of oscillating
flow was observed for Reynolds ranging between 200 and 5000
using a Particle Image Velocimetry (PIV) method. The flow phy-
sics controlling the vortex shedding frequency in the ‘‘ejection”
stage of the oscillation cycle was reported to be similar to that
for steady flows. Investigations of entrance effect in the field of
thermoacoustic is scarce but general understanding can be
obtained through entrance region investigations in many different
fields of study. In the classical approach, a hydrodynamic entry
length in a rectangular channel was solved using a method of lin-
earizing the Navier-Stokes equation (Han, 1960). The resulting
equation was considered as a mathematical expression that rep-
resents the axial velocity in the whole region of the channel.
The entire region was defined based on the entry length. The
entry length for entrance region was defined at a location where
99% of the fully developed centerline velocity is reached. Compar-
ison was also done between the entry length of oscillating flow
and the entry length of the steady flow (Gerrard and Hughes,
1971). The results showed that the development of an oscillating
flow in the entrance region of a pipe of circular cross-section is
the same as it is for steady flow if the axial distance x from the
entry is expressed as xv=d2u0, where v is the kinematic viscosity
coefficient, u0 is the instantaneous entry velocity and d is the
oscillating boundary-layer thickness of the flow. The boundary
layer thickness is the distance from the wall beyond which the
velocity differs by less than 1% from the centerline velocity. In a
different study, a laminar flow of a Newtonian fluid in the inlet
of a circular pipe was analyzed numerically (Dombrowski et al.,
1993). The range of Reynolds number was between 0 and 500
and the models were solved using a finite element based Compu-
tational Fluid Dynamics (CFD) code. It was found that a new flow
phenomenon occurs at low Reynolds number <50. There was an
existence of a peak in the axial pressure profile at a small dis-
tance from the entrance. The peak decreased by the increased
of Reynolds number. This shows that the axial velocity profiles
show concavity close to the entrance for all range of Reynolds
used in the reported work. These concave profiles have been
reported by other researchers both for circular tubes and parallel
plates (Wang and Longwell, 1964; Gillis and Brandt, 1966;
Friedmann et al., 1968). A steady entry flow was also studied
for a case with an applied electrical potential through microchan-
nels between two parallel plates (Yang et al., 2001). A nonlinear,
two-dimensional Poisson equation and Zeta potential of the
solid–liquid boundary and the Nernst-Plank equation were
applied to investigate the impact of entry length on the fluid
velocity distribution. The results showed that the entrance region
of the electroosmotic flow is longer than that of classical
pressure-driven flow. The thickness of the electrical double layer
(EDL) in the entry region is thinner than that in the fully devel-
oped region. The change of velocity profile was also observed in
the entry length. An experimental study of heat transfer of oscil-
latory flow across porous channel was conducted and the surface
temperature distribution for the steady and oscillating flows were
measured (Fu et al., 2001). The local and length-averaged Nusselt
number were analyzed. The finding showed that the surface tem-
perature distribution for the oscillating flow is more uniform than
that for the steady flow. Two thermal entrance regions for the
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oscillating flow during reversing flow were detected. The maxi-
mum local temperature occurred at the center of the test section
and the lower temperature was at the entrance regions. The
length averaged Nusselt number of the oscillatory flow was found
higher than that for the steady flow (Fu et al., 2001). An ultra-
sonic velocity profile (UVP) measurement method was used to
investigate the ‘‘entry length” in oscillatory pipe flow
(Yamanaka et al., 2002). The results showed that there was non-
linear oscillation of flow that occurred at the central area within
the entrance region. The entry length of oscillating flow becomes
longer when the boundary-layer thickness becomes thinner. This
is different from the case of steady flow. Another experimental
study of flow visualization within the entrance section of chan-
nels was conducted with sinusoidal plates placed in a water envi-
ronment (Oviedo-Tolentino et al., 2008). A laser illuminated
particle tracking was utilized as the technique of flow visualiza-
tion. It was varied with the distance between plates, phase angle,
and Reynolds number while the geometric parameters were kept
constant. The flow regimes that were observed were steady,
unsteady, and significant-mixed flows. The results showed that
instabilities of the flow appeared near the exit of the channel
and move closer to the inlet waves as Reynolds number grows.
The first wave from the inlet showed that the flow was always
steady. Unsteady behavior appeared when flow Reynolds number
grew with the distance between plates. They suggested that the
channel with eight waves long should be considered to develop
the flow in a channel of this class. In a thermoacoustic field of
study, an entrance effect investigation within a channel of a
‘stack’ was conducted by using data from Particle Image
Velocimetry (PIV). The data was supported and supplemented
by results from Computational Fluid Dynamics (CFD) method
(Jaworski et al., 2009). They found that the velocity profile was
never flat at the entry into the channel as was the case for
piston-induced pipe flows. They proposed a method of investigat-
ing the entrance effects by monitoring velocity values in the cen-
terline of the channel. In a different investigation, a three-
dimensional direct numerical simulation (DNS) model of oscilla-
tory pipe flows was investigated theoretically and experimentally
(Feldmann and Wagner, 2012). The study was related to the tran-
sition to turbulence in Sexl-Womersley (SW) flows. Three
Womersley numbers, Wo, of 26, 13, 5 and one constant Reynolds
number (Re = 1440) based on the friction velocity and pipe diam-
eter were investigated. The results indicated that the oscillatory
flows relaminarize or reach a conditionally or fully turbulence
state depending on Wo. The peak of rates decreases with increas-
ing Wo. For high Wo there was no instabilities found near to the
wall. Instabilities were also not detected as the turbulence inten-
sity was increasing during the deceleration phase of the flow or
when laminarization happened in acceleration phase for
Wo = 13. There was also a study about heat transfer within the
developing and fully developed periodic flow across porous media
(Davari and Maerefat, 2016). The effects of parameters such as
baffle height, baffle spacing, Reynolds number and thermal con-
ductivity were investigated. The results showed that the local
Nusselt number in the entrance region would be less than that
of the fully developed region because the porous baffles cause
formation of recirculation zone. The fluid reported in the study
of Davari and Maerefat (2016) flows in one direction (i.e. not
oscillatory flow) across the porous structure. It is expected that
should the fluid flow conditions changes, the fluid dynamics
across the porous structure should change too. Clearly, the under-
standing of fluid dynamics within the entrance and developing
region is important for all types of flow. In this paper, the fluid
dynamics behavior within a channel of a porous structure of a
‘stack’ for thermoacoustic system is investigated with emphasize
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on the entrance and/exit regions behavior as flow oscillates across
the structure at two different flow frequencies.

2. Methodology

2.1. Computational model

The investigations were done using computational models
solved in ANSYS Fluent. A two-dimensional Computational Fluid
Dynamic (CFD) model was solved for oscillatory flow conditions
across parallel-plate structure that was placed at a location of
0.18k from the location of pressure antinode. The term k is the
wavelength which is defined as the ratio between the speed of
sound, c, and the flow frequency, f (i.e. k ¼ c=f ). Fig. 2 illustrates
the two-dimensional computational domain and its location in
the quarter wavelength standing-wave experimental setup
(Mohd Saat et al., 2019). The domain was modeled as a rectangular
domain with a length of 600 mm and a height of 150 mm. The
parallel-plate structure is placed at the center of the computational
domain and a point ‘m’ is also shown at a location within a channel
between the two plates, as can be seen on the bottom right side of
Fig. 2. The point represents the location where most data are col-
lected for further analysis. This point will be mentioned again in
the next section. The models were solved for two different flow fre-
quencies of 14.2 Hz and 23.6 Hz. The frequencies were set follow-
ing the resulting resonance frequency as measured in the
experiment [30]. The working fluid is air that was treated as an
ideal gas at an atmosphere pressure. Following the findings as
reported in (Mohd Saat and Jaworski, 2017), an SST k-x turbulence
model was used for this investigation. The total number of parallel-
plates (stack) are 16 each with 200 mm length and thickness of
d = 3 mm. The plates are made from aluminum and they are
arranged with a gap of D = 6 mm between the plates.

The boundary conditions for the computational domain were
calculated using Thermoacoustic Linear Equation (Swift, 2002;
Rott, 1980). The theoretical lossless equations were based on the
implementation of oscillating wave behaviour on the standard
Navier-Stokes equation. The oscillating wave behaviour is repre-
sented by harmonic oscillations of density, q, pressure, p, and
velocity, u:

q ¼ qm þ Re q1e
ixt

� � ð1Þ

P ¼ Pm þ Re P1eixt
� � ð2Þ

u ¼ Re u1eixt
� � ð3Þ
Fig. 2. Computational domain.
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The oscillating flow in thermoacoustics should ideally allow no
steady gas motion in the absence of acoustic oscillation and hence
the velocity is only a function of oscillating time. The complex term
eixt is defined as eixt ¼ cos xtð Þ þ i sin xtð Þ and the term Re is rep-
resenting real value of the component in the bracket []. The sub-
scripts ‘m’ and ‘1’ are the mean value and the first order
harmonic value, respectively. The inclusion of sound wave flow
behaviours as described by Eqs. (1)–(3) into the standard Navier-
Stokes Equation (the lossless equation neglects higher order com-
ponents such as viscous dissipation) lead to the continuity and
momentum equations for thermoacoustic environment which
can be described as:

ixq1 þ qm
@u1

@x
¼ 0 ð4Þ

ixqmu1 ¼ � dP1

dx
ð5Þ

For ordinary sound wave that propagates through a channel, the
speed of sound is given by c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

@p=@qð Þs
p

where p is the pressure,
q is the density and s represents isentropic process of the sound
propagation. The fast travel of the sound wave can be approxi-
mated as an isentropic process. As a result, the continuity and
momentum equation for lossless model can be shown to be:

ixP1 ¼ �qmc
2 @u1

@x
ð6Þ

ixu1 ¼ � 1
qm

@P1

@x
ð7Þ

The general solution for u1 and p1 for sinusoidal periodic flow in
the channel can be represented as C cos ka x� x0ð Þ. The term ka is
the wave number defined as ka ¼ x=c with x = 2pf as the angular
velocity as a function of flow frequency, f, and c is the speed of
sound. For a special case of standing wave situation, a hard end
is applied at the one end of the test rig (x = l) which is known as
the pressure antinode location if the rig is having a length equal
to a quarter of the wavelength of air. At the location of the hard
end, the velocity is zero. Hence the solution can be shown to be:

P1 ¼ C cos k x� lð Þ ð8Þ
The amplitude of the constant C depends on the applied force

on the flow at the other end of the rig (i.e. the location of the acous-
tic driver). The experimental practice showed that the applied
force is related to the change of pressure at the hard end (pressure
antinode) and this can be monitored experimentally by using a
pressure sensor. This amplitude of pressure at the location of pres-
sure antinode is denoted as Pa. By applying Eq. (8) with C = Pa to
calculate for the oscillating pressure amplitude, an oscillatory pres-
sure value was assigned as inlet boundary condition (at location
x1) by using equation P1 ¼ Pacos kax1ð Þcos 2pftð Þ.

A theoretical equation for oscillating velocity, u1, can be
obtained by applying the solution for the oscillating pressure
amplitude into the lossless momentum equation given by Eq. (7).
Velocity is related to mass flux by a relationship of m0 ¼ qu1. An
oscillating mass flux was defined as outlet boundary condition
(at location of x2) and the mass flux was defined as
m0

2 ¼ Pa
c sin kax2ð Þcos 2pft þ hð Þ. The terms Pa; c; ka; f ; t; h; x1and x2are

acoustic pressure at the location of pressure antinode (Pa), speed
of sound, wavenumber, flow frequency, time, phase angle between
pressure and velocity and the location of the inlet and outlet
boundaries of the computational domain with respect to the hard
end of the resonator, respectively.

Two additional boundary conditions for turbulence model were
assigned as the turbulent length scale, l ¼ 0:07D; and the turbulent
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intensity, TI ¼ 0:16 Reð Þ�1=8. Quadrilateral type of mesh was used in
this model. The computational domain was divided into several
parts to improve the quality of mesh. The meshes used for the sim-
ulations were with maximum skewness of 0.053 and a maximum
aspect ratio of 38.4. The minimum orthogonal of 0.94 was
recorded. The model was solved using transient pressure-based
implicit solver with the applications of the Pressure-Implicit with
Splitting Operators (PISO) scheme for the pressure–velocity cou-
pling. The spatial discretization method and a least-squares cells-
based method were selected for gradient and a second order
upwind scheme was used for the pressure, density, momentum,
and turbulent kinetic energy calculations. Independency test was
done and the cells number of 106,000 was found sufficient to pro-
vide solution that is insensitive to grid size. Transient models were
applied with time step size of 1/1200f so that enough calculations
(between 10 and 20) are done before convergence is achieved in
every time step. The models were solved for a minimum of seven
cycles each. This is to ensure a steady oscillatory flow condition
is achieved where the hydrodynamic behaviour of flow is not
changing from one cycle to another.

2.2. Model validation and verification

The CFD model was validated using experimental data obtained
from an experimental rig as reported by Mohd Saat et al., (2019).
The rig is as shown in the top most part of Fig. 3. In brief, the exper-
imental rig was build using a loudspeaker as an acoustic driver that
drives sound wave inside the resonator that was attached to it. The
resonator is a straight chamber with length of 6.60 m for 14.2 Hz
frequency and 3.80 m for 23.6 Hz frequency. The cross-sectional
area of the resonator is 150 mm � 150 mm. The resonator was
built with several segments that will allow the alteration of the
total length and the arrangement of location of test section to suit
the investigated resonance frequency of the rig. Two arrangements
and total lengths were used to obtain results for two different flow
Fig. 3. A real picture of the experimental rig (top), the schematic diagram of 14.2 Hz
rig (middle) and the schematic diagram of 23.6 Hz rig (bottom).
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frequencies of 14.2 Hz and 23.6 Hz. The schematic diagram of the
two arrangements are as shown in the middle and bottom parts of
Fig. 3.

The power input to the loudspeaker (PD1860) was controlled
using an amplifier (FLP-MT 1201) and a voltage generator
(SG1005). At the hard end of the resonator, known as the location
of pressure antinode, a piezoresistive pressure sensor (Endevco
8510B-2) was flush mounted on that surface and value of pressure
amplitude was recorded to monitor the flow inside the resonator.
The voltage input of the pressure sensor was controlled using a
voltage supply to avoid failure of sensor due to oversupply of input
voltage. The pressure sensor was then connected to a datalogger
(DI-718B) and a computer. The data from the sensor was processed
using a Windaq software that is compatible with the datalogger
used in this study. In addition to that, a hotwire (ST732) was placed
at locations around the ‘test section’ and the collected data are
used for validating the CFD models. The validation was done by
comparing experimental data and CFD data at exactly the same
location of 120 mm measured from the end of the ‘stack’ structure.
The results of the validation are as shown in Fig. 4.

The dimensionless form of velocity is used to represent the data
of velocity amplitude change with drive ratio. In thermoacoustics,
the amplitude of flow is normally presented using a term known as
drive ratio, Dr. The drive ratio, Dr, is defined as the ratio of pressure
amplitude at the location of pressure antinode, Pa, and the mean
pressure, Pm. Drive ratio changes with the change of flow ampli-
tude. The values of drive ratio and its corresponding Reynolds
number for all investigated cases presented in this paper is listed
in Table 1 as reference. The Reynolds number shown in this table
is calculated using the amplitude of velocity at the inlet.

The results from CFD model were also verified using theoretical
formula. The lossless theoretical formula as shown in earlier sec-
tions were improved by an introduction of a two-dimensional
impact of the flow domain as presented by a term known as a
‘shape factor’, hv (Swift, 2002). Hence, the velocity amplitude can
be calculated as:
Fig. 4. Validation of CFD model with comparison to experimental and theoretical
data.



Table 1
Drive ratio and Reynolds number for all investigated cases.

Drive ratio % Reynolds number

14.2 Hz 23.6 Hz

0.3 6290 5936
0.83 17,409 16,424
1.5 31,463 29,682
2.1 44,048 41,555
3 62,926 59,364
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u ¼ k:pasinðkxÞ
£xqm

sin xtð Þ:Re 1� hv½ �

þ k:pasinðkxÞ
£xqm

cos xtð Þ:lm 1� hv½ � ð9Þ

where k;pa;£;x;qm are the wave number, pressure amplitude at
the location of pressure antinode (Pa), porosity (area of the air
divided by the total area), angular frequency, and the mean density
of the working fluid. The terms ‘Re’ and ‘Im’ represent the real and
imaginary parts of the calculation. The shape factor, for the parallel-
plates of the channel, hv , is defined as (Swift, 2002):

hv ¼ cosh 1þ ið Þy=dv½ �
cosh 1þ ið Þy0=dv½ � ð10Þ

where y ; y0 anddv present the space between the plates (mm), cen-
tral location of the spacing (mm) and viscous penetration depth
(mm), respectively.

The comparison between experiment, CFD and theory is done
for data taken at a similar location which is 120 mm from the
end of the stack. These values were made dimensionless using a
reference value of velocity. The reference velocity, Vref, was theo-
retically calculated using inlet boundary condition of the computa-
tional domain. The value changes depending on drive ratio. Table 2
shows the values of Vref for all cases of drive ratios used in this
study.

The validation results shown in Fig. 4 show that the CFD results
fall within the range as predicted theoretically and as measured
experimentally. The experimental data are presented with error
bars that represent the uncertainties of experimental values. The
uncertainties were calculated using standard deviation technique
for data collection. It must be noted that all results were made
dimensionless by using theoretical reference velocity. Hence, the
difference shown in Fig. 4 is the difference relative to theoretical
values. The experimental data is bigger than the data provided
by CFD by approximately 17% for frequency of 14.2 Hz and by
11% for frequency of 23.6 Hz. The differences may be due to the
three-dimensional effect that was not considered in the model.

For transient case, solving a three-dimensional model is chal-
lenging and time-consuming. Hence, the use of Reynolds-
Table 2
Velocity reference Vref for investigated drive ratios with flow frequency of 14.2 Hz and
23.6 Hz.

Drive ratio % Velocity reference Vref

14.2 Hz 23.6 Hz

0.3 0.62692 0.59144
0.83 1.73449 1.636316
1.2 2.50769 2.365758
1.5 3.13462 2.957198
2.1 4.38847 4.140077
2.4 5.01539 4.731517
3 6.26924 5.914396
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averaged model with two-dimensional approximation is usually
computationally more sensible (Yamanaka et al., 2002). Interest-
ingly, the pattern of CFD results are the same with the pattern
showed by experimental data. The theoretical calculation predicts
that the velocity does not change much with locations, hence the
value is near unity. This is not the case shown by the experimental
results. The differences in magnitude of velocity may be related to
the presence of vortex at the end of that structure (Harikumara
et al., 2019; Yamanaka et al., 2002). It is clear, however, that the
CFD models provide results that are closer to experiment if com-
pared to the theoretical prediction. Similar pattern of velocity
amplitude change with the change of drive ratio indicating that
the model did captured the feature of the oscillatory flow, even if
not all are well captured. Further investigations are definitely
needed to mimic the exact behavior of the experimental results.
Nevertheless, the similar pattern of velocity change and magnitude
that falls within the range of experimental and theoretical results,
as observed from the current model, is found sufficient to provide
an insight into the fluid dynamics of flow within the ‘stack’ of
thermoacoustics.

Due to the limitation of the experimental rig setup, data for
some range of Reynolds could not be obtained experimentally. In
this case, the CFD results are verified by comparison to theoretical
calculation. The comparison of dimensionless velocity amplitude
between CFD and theory is as shown in Fig. 5. The results are
shown for Reynolds number ranging from 5936 to 62926. The Rey-
nolds number is calculated using the size of gap at the entrance
flow (resonator height), D = 150 mm, as the characteristic length
and the velocity amplitude at the reference point, Vref, was used
to represent the flow amplitude. The density and viscosity of air
are taken at a room temperature of 30 �C.

Oscillatory flow is a cyclic nature of flow. The fluid oscillates
across structure in forward and backward movements that change
with time. In this paper, the results are reported for twenty phases
and the data are recorded at point ‘m’ as presented earlier in Fig. 2.
The twenty phases of the time history data are labelled as U1 to
U20, over a flow cycle.

Fig. 6 shows an example of changes of flow amplitude in one
flow cycle for a case with frequency of 14.2 Hz and a drive ratio
of 1.5%. The twenty phases represent the acceleration and deceler-
ation stages during the forward (+ve amplitude) and backward (-ve
amplitude) movements. The difference in magnitude value from
CFD and theory is consistent with results shown in Fig. 4 and
Fig. 5 and are expected to be due to the additional features of vor-
tex which may not be well captured by the theoretical linear
equation.

The oscillatory flow across the parallel-plate structure results in
interesting behavior of flow within the channel especially at loca-
tions near both ends of the structure. The results are presented in
the next sections.
Fig. 5. Variation of dimensionless velocity, V/Vref, over the range of investigated
Reynolds number.



Fig. 6. Changes of dimensionless velocity (V/Vref) with phases change in one flow
cycle for frequency of 14.2 Hz.

Fig. 7. Centerline and locations of vertical lines for data presentation along the
channel.
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3. Entrance/exit region investigation

Investigation of the entrance region of an oscillatory flow
within the channel will be presented in two ways; through plots
of velocity amplitude at the centerline of the channel and the
velocity profiles plotted at several locations along the channel.
The locations are defined as A, B, C, D, E, F and G as are shown in
Fig. 7. Results are to be shown for three phases during the first half
of the cycle: U3, U5 and U8. Results are presented for two different
drive ratio of 0.83% and 3%.
3.1. Velocity profiles within the channel

This section presents the velocity profiles within the channel at
frequencies of 14.2 Hz and 23.6 Hz. The results are shown only for
Fig. 8. Velocity profiles at several locations inside the channel for 0.83% drive ratio
at low frequency of 14.2 Hz (left) and 23.6 Hz (right).

356
first half of the flow cycle (when the fluid flows forward). Axial
velocity profiles were plotted at locations A to Gas defined earlier
in Fig. 7. Locations A and G are located exactly at the ends of the
plates. Three phases that represent different stages of an oscilla-
tory flow within the first half of the cycle were selected. The phases
are U3 (at acceleration stage), U5 (at the maximum velocity ampli-
tude) and U8 (at deceleration stage). Fig. 8 illustrates the velocity
profiles for 0.83% drive ratio for both frequencies.

The results show that there are three different types of velocity
profiles formed within the channel. At phase U3 for both frequen-
cies, an ‘m’ shape velocity profile was seen for all the defined loca-
tions. An ‘m’ shape velocity profiles represent the situation where
maximum velocity amplitude is not at the center of the channel
but at locations away from the center towards the solid wall. There
is a slight difference in the pattern of velocity profiles if compar-
ison is made between results for both flow frequencies. This minor
difference may be related to the change of boundary layer near the
wall and the impact of the rapidness of flow as frequency increases.
At the end of the channel (labelled as G) the velocity profiles at U8
for low flow frequency (left plots) appeared in a form of a curve.
This represents a parabolic-like profile with maximum amplitude
of velocity happens at the center of the channel.

For high frequency (right plots) the velocity profiles exhibited a
feature of almost a vertical line at the center of the channel. This
resembles a ‘slug-like’ profile that represents uniform temperature
at the center of the channel. It is also observed that the velocity
profiles of flow with frequency of 23.6 Hz is symmetrical with
respect to the centerline of the channel. For low frequency of
14.2 Hz, some asymmetrical features are found particularly at
the entrance location of A in phases U3 and U5. The two phases
are representing the acceleration phase of the forward flow and
U5 is the peak of that phase. As the flow decelerates at U8, the
asymmetrical feature is not anymore seen. It seems that for low
drive ratio of 0.83% (a drive ratio below 1%), asymmetrical profile
of velocity was detected at the entrance of the channel if the flow
frequency is low. This may be related to the combined effect of the
low flow amplitude (low drive ratio) and a slower pace of flow (low
frequency). The values of velocities at all locations for low flow fre-
Fig. 9. Velocity profiles at several locations inside the channel for 3% drive ratio at
low frequency of 14.2 Hz (left) and 23.6 Hz (right).



Fig. 10. Velocity amplitude at centerline of the channel for 0.83% drive ratio for low
flow frequency (left) and higher flow frequency (right).
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quency are slightly higher than that for high flow frequency. This
indicates that the fluid oscillates to a slightly larger distance when
the flow frequency is lower.

Fig. 9 shows the velocity profiles at a higher drive ratio of 3% for
both flow frequencies. For low velocity amplitude at phase U3, an
‘m’ shape velocity profiles appeared strong at high flow frequency.
A shape that almost resembles an ‘m-shape’ profile is also seen at
location G of the low frequency, but it looks more like a ‘slug-like’
profile. Location G is the exit/entrance point located at the right
side of the parallel-plate structure. Hence, the presence of ‘m-
shape’ profile at this location during phase U3 may be related to
the remaining impact or the residual of momentum of the reversed
flow that may still be felt by the fluid at that location as the flow
starts to change its direction forward.

The changes of velocity amplitude at the middle locations of the
channel is very small, if any. But it is interesting to note that there
is a change of shape of velocity profile at the middle locations of
the channel (locations C, D, E) as the flow changes from U3 to
U8. At low drive ratio, as shown in Fig. 8, the velocity profiles at
the middle locations (locations C, D, E) retain a shape that resem-
bles an ‘m-like profile’ for all U3, U5 and U8. However, at high drive
ratio (Fig. 9) the shape of velocity profiles changes from ‘m-like’ at
the acceleration stage, to a ‘slug-like’ profile at the maximum peak
of U5 and then a ‘parabolic-like’ profile during the deceleration
stage. The change of velocity profile for high drive ratio indicates
a strong influence of entrance effects on flow inside the channel.

It is also noted that asymmetrical feature that was observed for
low frequency of low drive ratio (c.f. U1 and U5 on the left side of
Fig. 8) is not anymore seen in the velocity profile of the flow at high
drive ratio (Fig. 9). At high drive ratio, the amplitude of flow is high,
hence the mean flow enters the channel with stronger momentum
leading towards a more symmetrical feature of velocity profile
including at the entrance location of the channel.

Comparison between the left and right sides of velocity plots in
Fig. 9 shows that the development of velocity profiles (from phase
U1 to U8) are almost similar for both flow frequencies. This indi-
cates that the impact of flow frequency on velocity profile within
the channel is not very prominent as the drive ratio increases.
Again, the velocity amplitude of flow at lower frequency is slightly
higher than that of the high frequency, hence the fluid flows to a
slightly larger distance when the flow frequency is lower.

3.2. ‘Entrance’ and ‘Exit’ effects within the channel

In this section the axial velocity amplitude was plotted at the
centreline of the channel to investigate the influence of the
entrance/exit region. For oscillatory flow, the fluid oscillates across
the porous structure. This means that the fluid flows forward and
backword in a cyclic manner that depends on the flow frequency.
As a result, both ends of the channel become the entrance region
and exit region depending on the phase of the flow. During the first
half of the cycle, the fluid flows forward as declared in Fig. 6.
Hence, the left side of the channel acts as entrance for flow at
phases U1 to U10. In the second half of the cycle, fluid reverses.
Therefore, the left side of the channel now becomes the exit region
as the fluid enters from the right side of the channel. In Fig. 10, the
results of the centerline velocity amplitudes for a drive ratio of
0.83% are plotted for several phases. The x-axis represents the loca-
tion of the channel/plates within the computational domain. The
results are shown for the entire length of plate for one flow chan-
nel. Hence the minimum value of x-axis represents the left end of
the channel while the maximum value of the x-axis is the right end
of the channel. The channel is 200 mm long.

The centreline velocity shown in Fig. 10 is for flow with drive
ratio of 0.83%. The left plots are for the low flow frequency of
14.2 Hz and the plots on the right side of the figure is for flow fre-
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quency of 23.6 Hz. Four phases of flow were selected from both
flow frequencies models: phase U1, phase U3 (at acceleration
stage), phase U5 (at the peak of acceleration stage) and phase
U8 (at deceleration stage). Results are also shown for phases
U11, U13, U15 and U18 when the flow reverses. The black solid
line presents results for flow during forward direction (the direc-
tion of flow is from the left to the right side). The orange solid line
represents the flow when it is reversed (the fluid flows in the direc-
tion from the right to the left side).

At phaseU1, the amplitude of flow is small. The fluid is about to
start its flow from the left end. This is indicated by a positive spike
in the velocity amplitude value at the beginning of the x-axis. Dur-
ing the first half of the cycle (U1 to U10) the location of x = 0.2 is
known as the ‘entrance’ while the location of � = 0.4 is known as
the ‘exit’. The momentum of flow from previous cycle is still felt by
the flow within the channel, particularly near the exit of the chan-
nel. This is seen as the fluctuation of velocity amplitude at loca-
tions near the right end of the x-axis.

Comparison of velocity values between the left and right ends
indicates that the fluctuation of velocity values at the ‘exit region’
is stronger compared to that at the ‘entrance region’. The ‘exit
region’ is also bigger compared to the ‘entrance region’. For the
low frequency of 14.2 Hz, the ‘exit effect’ is felt by the fluid within
the length of 80 mm from the right end. The ‘entrance effect’ at this
phase is only affecting the fluid within the length of about 10 mm
from the left end. As the flow amplitude increases in phases U3
and U5, the length of the ‘entrance region’ becomes higher while
the ‘exit region’ is shorter. As the fluid decelerates at U8, the fluc-
tuation of velocity at the ‘entrance’ can be seen up until the loca-
tion of 80 mm from the inlet while the ‘exit effect’ seems
disappearing. The same pattern is seen for flow at a higher fre-
quency of the 23.6 Hz but the lengths of areas affected by the ‘en-
trance’ and ‘exit’ effects are smaller compared to that of the low
flow frequency. As the fluid reverses (phases U11, U13, U15 and
U18), the entrance location changes to the right side of the channel
and the left side becomes the exit. Almost a symmetrical profile of



Fig. 11. Velocity amplitude at centerline of the channel for 3% drive ratio for both
flow frequencies.

Fig. 12. Centerline velocity for flow frequency of 14.2 Hz during (a) first half of the
cycle and (b) second half of the cycle.
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centreline flow amplitude is seen between the forward and
reversed directions of flow.

Fig. 11 illustrates the change in centerline velocity amplitude
along the channel for flow with higher drive ratio of 3% at frequen-
cies of 14.2 Hz and 23.6 Hz. Generally, for both frequencies the
areas affected by ‘entrance effect’ increases as drive ratio increases.
The ‘exit region’ seems disappeared especially at phases from U3,
U13, U5 and U15 for both flow directions. This is judged by the
absence of fluctuation or peak of velocity amplitude at the exit of
the channel. At U8 and U18, when the flow is decelerating,
changes in velocity amplitude values can be seen throughout the
channel. It is hard to find a region with fully developed behaviour
of flow. The amplitude of velocity seems changing at almost all
locations within the channel and this happens for almost all the
phases of flow. This is happening due to the large flow amplitude
at high drive ratio.

A symmetrical pattern of velocity amplitude between the for-
ward and backward flow directions was observed for both flow fre-
quencies. The velocity amplitude profile is also symmetrical with
respect to the center of the channel. This indicates similar or sym-
metrical flow behavior of entrance and exit regions as drive ratio
increases.

The axial velocity, V, is related to the gas displacement ampli-
tude,d, via a relationship of V = xdwhere the angular velocity,x,
is a function of flow frequency x = 2pf. Hence, a higher value of
velocity indicates that the fluid flows to a larger distance within
the channel. As a result, the entrance region should be bigger as
drive ratio increases. Since flow frequency is also affecting the
gas displacement amplitude, the entrance region will be affected
by the flow frequency as well. Comparison between results of
Fig. 10 and Fig. 11 shows that at a low flow amplitude of 14.2 Hz
the entrance region extends to a larger distance into the channel
when the drive ratio increases from 0.83% to 3%.

In order to look closely at the ‘entrance’ and ‘exit’ impacts on
the flow within the channel, the results of centerline velocity are
presented with comparison to the amplitude of axial velocity at
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the center of the channel (x = 0.3 m). This is done by introducing
a dimensionless parameter of velocity defined as:

Vj j � Vx¼0:3mj j
Vref

ð11Þ

The changes of velocity along the channel are observed through
the difference between the absolute value of the centerline velocity
of all the cases, Vj j; and the absolute value of axial velocity at the
center of the channel Vx¼0:3mj j. The sign of velocity (direction of
flow) is neglected by considering this absolute value. This is done
to focus on the difference between the velocity amplitude at other
locations to the location at the center of the channel. Ideally, if a
fully developed flow is achieved within the channel, then the dif-
ferences between Vj j and Vx¼0:3mj j should be consistently the same.
Else, the flow is defined as developing flow. The velocity values are
made dimensionless using reference velocity as listed earlier in
Table 2. The results are shown in Figs. 12 and 13.

The results of Figs. 12 and 13 are shown for all the twenty
phases of a flow cycle. The plots on the left side of the figures are
for the first half of the cycle (U1 to U10) and the plots on the right
side of the figures are for the second half of the cycle (U11 toU20).
Results are also shown for different cases of drive ratio starting
from the lowest on top and the highest at the bottom of both
Figs. 12 and 13. The dimensionless velocity changes for flow fre-
quency of 14.2 Hz are presented in Fig. 12 while Fig. 13 shows
the results for the higher flow frequency of 23.6 Hz.



Fig. 13. Centerline velocity for flow frequency of 23.6 Hz during (a) first half of the
cycle and (b) second half of the cycle.
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At low flow frequency, features of fully developed region are
noticed at the middle locations of the channel for flow with low
range drive ratio of 0.3% and 0.83%. As drive ratio increases, veloc-
ity changes can be seen happening throughout the channel. This
indicates that the flow within the channel is developing through-
out the cycle. This is consistent with results shown in Fig. 8 and
Fig. 9. In Fig. 8, the velocity profiles at the middle locations of C,
D and E resemble an ‘m-like’ profile for phases U1, U5 and U8.
Similar shape of profile indicates that the flow within the middle
of the channel can be considered as fully developed at low drive
ratio of 0.83%. At higher drive ratio of 3%, as earlier shown in
Fig. 9, the velocity at locations C, D and E changes from ‘m-like’
profile atU1 to a ‘slug-like’ profile atU5 and a ‘parabolic-like’ pro-
file at U8. This change of velocity profiles happening at high drive
ratio of 3% indicates that the flow in the channel is developing even
at the middle locations of the channel.

As expected, a symmetrical feature of entrance and exit regions
are observed at both ends of the channel between the forward flow
(left) and backward flow (right) conditions. The symmetrical fea-
ture between forward and backward flow conditions are also seen
as flow frequency increases. However, it is interesting to note that
the fully developed region of flow can still be detected at a drive
ratio of 1.5% when fluid flows with frequency of 23.6 Hz
(Fig. 13). This is consistent with the results shown earlier, where
higher flow frequency leads to a slightly shorter travel of fluid par-
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ticles. As a result, the fully developed flow feature can still be
observed at drive ratio of 1.5%. At higher drive ratio of 2.1% and
3%, the fluid inside the channel exhibits developing flow character-
istics for the entire length of the channel.

It is also interesting to note that the ‘entrance’ and ‘exit’
effects can be seen during both directions of flow; forward flow
(U1 to U10) and backward flow (U11 to U20). This is indicated
by the presence of peaks of dimensionless velocity amplitude at
both ends of the channel. Hence, for oscillatory flow, the results
show that the ‘entrance’ and ‘exit’ effects are influencing the fluid
dynamics of flow regardless of the direction of flow. This leads to
the existence of ‘entrance’ and ‘exit’ regions within the channel
during the cyclic flow of gaseous across the parallel-plate struc-
ture of a standing wave thermoacoustic environment as investi-
gated in this paper.

4. Conclusion

This paper presents the investigation of the ‘entrance’ and
‘exit’ effects on oscillatory flow across a parallel-plate structure
of a standing-wave thermoacoustic system. The effects were
demonstrated using velocity plots across the channel of a
parallel-plate structure. Two-dimensional CFD models were
solved and validated with experimental and theoretical data.
Three shapes of velocity profiles; the ‘m’ shape, the ‘slug’ shape
and the ‘parabolic’ shape profiles, formed within a channel of
the parallel-plate structure in different situations depending on
drive ratio and frequency of the oscillatory flow. Investigations
of velocity change within the channel indicates that there are ‘en-
trance’ and ‘exit’ effects that happened within the channel due to
the cyclic nature of the oscillatory flow. Fully developed flow fea-
ture was only detected at low drive ratio. Higher flow frequency
leads to a shorter travel distance of gas particles, hence fully
developed region can be detected at slightly higher drive ratio
compared to low frequency oscillatory flow. At higher drive ratio,
the flow within the channel is developing throughout the
200 mm length of the investigated structure. The results pre-
sented in this paper suggested that developing flow is likely to
be the feature of fluid dynamics of an oscillatory flow across a
parallel-plate structure as commonly found in most thermoacous-
tic energy system. Hence the impact of this developing flow on
performance of thermoacoustic system should be seriously con-
sidered in the future design of the system even if the system is
running at low range of Reynolds number.
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