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Abstract: Breast cancer (BC) remains the most dominant cancer among women worldwide. Numer-

ous BC gene expression microarray-based studies have been employed in cancer classification and 

prognosis. The availability of gene expression microarray data together with advanced classification 

methods has enabled accurate and precise classification. Nevertheless, the microarray datasets suf-

fer from a large number of gene expression levels, limited sample size, and irrelevant features. Ad-

ditionally, datasets are often asymmetrical, where the number of samples from different classes is 

not balanced. These limitations make it difficult to determine the actual features that contribute to 

the existence of cancer classification in the gene expression profiles. Various accurate feature selec-

tion methods exist, and they are being widely applied. The objective of feature selection is to search 

for a relevant, discriminant feature subset from the basic feature space. In this review, we aim to 

compile and review the latest hybrid feature selection methods based on bio-inspired metaheuristic 

methods and wrapper methods for the classification of BC and other types of cancer. 
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1. Introduction 

Breast cancer (BC) is the most dominant diagnosed cancer type. BC is the first leading 

cause of cancer-related deaths in women and the second leading cause of cancer deaths 

worldwide (https://www.who.int/cancer/prevention/diagnosis-screening/breast-cancer/, 

accessed on 3 May 2022). The World Health Organization (WHO) estimates that more 

than 8 million deaths are caused by cancer, which makes it the leading cause of death 

worldwide. According to Bray et al. (2018), BC remains the primary cancer among women 

[1]. Unsurprisingly, when a woman reaches 85 years old, the likelihood is one in eight 

(≈12%) that she gets BC once in her lifetime [2]. In addition, approximately 1.9% of all BC 

patients are below 35 years old [3]. BC is primarily caused by the uncontrolled progression 

of cells in breast tissues, becoming either benign or malignant. A benign tumor is nonin-

vasive, whereas a malignant tumor is invasive because the cells can spread to other parts 

of the body and ultimately cause metastasis [4]. Metastasis is associated with the sign of 

disease progression [5]. According to Hisham and Yip (2004), 50–60% of BC cases in Ma-

laysia are identified at Stage 3 and Stage 4, and thus, the patients’ endurance in the coun-

try is one of the poorest [6]. Several possibilities and factors that cause BC include obesity, 

not having children, early menarche period (early age of menstruation period), a short 

period of milk formation (lactation), engaging in detrimental lifestyles, as well as geo-

graphical, racial, and ethnic attributes [1,7–9]. 

Classifications of microarray cancer data focusing on DNA profiles have been pub-

lished in many studies. The popularity of this topic among researchers shows the 
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importance of this study. The findings from the study can help early diagnosis and prog-

nosis [10–12]. One of the most challenging applications of microarray profiles is cancer 

analysis and classification. 

Cancer analysis is normally carried out by medical doctors to understand and iden-

tify the mutations that cause cancer. These mutations affect changes in the gene expression 

level. However, classifying the gene expression profiles is a challenging task and is con-

sidered an NP-hard problem [13]. This is because not all genes are relevant to cancer. Ap-

plying or utilizing all genes in the microarray gene expression profiles can lead to inaccu-

rate cancer diagnosis and high computational costs. In addition, microarray gene expres-

sions are frequently high-dimensional data containing thousands of genes or features; 

however, they have a small sample size. Some machine learning methods are incapable of 

obtaining good results when the number of features is larger than the sample size. 

To address these problems, feature or gene selection is applied to the BC microarray 

and the microarray of the other types of cancer. Feature selection (FS) methods are cate-

gorized into four groups, namely, (1) filter, (2) wrapper, (3) embedded, and (4) hybrid 

(ensemble) methods. Filter methods use statistical properties to determine each feature 

individually. Wrapper methods use learning methods to identify the optimal subset of 

features. The accuracy is dependent on the specific classifier employed. Wrapper methods 

typically apply metaheuristic or evolutionary methods, and these methods have shown 

superior performance. Embedded methods are typically built-in with the classifier in or-

der to determine the optimal feature subset. Hybrid methods combine both filter and 

wrapper methods, and these methods are popular among researchers. Hybrid methods 

exploit the advantages of the filter and wrapper methods.  

In this paper, we review and compare the latest hybrid methodologies that apply 

optimization or metaheuristic methods as the wrapper approach. In the first step of hybrid 

methods, pre-preprocessing is carried out to remove noise, including redundant noise. In 

the second step, the metaheuristic algorithm-based wrapper method is implemented. Re-

cent progress in microarray gene expression profile technology has revealed that me-

taheuristic algorithm-based FS methods give superior results. The performance of these 

methods is assessed based on the classification accuracy and the number of selected genes. 

Figure 1 shows a schematic representation of the hybrid FS of microarray BC classification 

[14]. The hybrid-based FS approach consists of two stages. The filter-based and wrapper 

FS based on a metaheuristics optimization method. In the classification stage, the selected 

genes from the FS step were used to identify BC features with the highest classification 

accuracy. 

 

Figure 1. Representation of hybrid FS microarray BC classification. 

This work is divided into several sections. In the following section, we briefly discuss 

the methodology of the literature review. In the third section, we present an overview of 

microarray gene expression profiles. In the fourth section, we present a background of FS 

methods, the selection of popular metaheuristic algorithms, and classification methods. 

In the fifth section, we review hybrid methods with an emphasis on BC and other types 

of cancer. Finally, we present an analysis of future trends and the key conclusions of this 

review. 
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2. Review Methodology 

A comprehensive review of hybrid feature selection-related English articles pub-

lished in the last decade (2007–2022) was conducted in August 2022 using Web of Science, 

IEEE Explore, Science Direct, Scopus, and Springer Link. As part of our strategy, we cre-

ated a keyword-based search string. They were: “Microarray Dataset”, “Hybrid Feature 

Selection”, “Bio-inspired meta-heuristic method”, and “Classification”. We incorporated 

original English language publications.  

Inclusion criteria: 

1. Articles on hybrid feature selection, bio-inspired meta-heuristic algorithms, and ma-

chine learning; 

2. Full articles on the outcomes of microarray BC and other cancer. 

Exclusion criteria: 

1. Commentaries, reviews, and articles with no full text and book chapters; 

2. Study on cancer or a certain type of human disease. 

The literature review was carried out in the manner outlined above. For the chosen 

article that met the inclusion requirements, the titles and abstracts, results, and the article 

text were evaluated. Following discussion, the author resolved the issues over eligibility 

for a consensus decision. 

3. Microarray Gene Expression Profiles 

Microarray gene expression profiles are a collection of human cancer data that can 

be used to predict and classify whether the sample is cancerous or non-cancerous. A deep 

understanding of the differentially expressed genes of human cancer data can facilitate 

identifying predictive and prognosis biomarkers. 

The advancement of genomic assessment tests using biomarker arrays enables the 

identification of molecular gene data. These biomarkers are also known as gene tests or 

assays. Genomic tests have changed the standard clinical-pathological tools in selecting 

adjuvant chemotherapy for patients. These data are used for the prognosis analysis of 

cancer recurrence probability and for identifying the potential genes for drug targets [15–

17].  

With the emergence of novel BC classification algorithms and methods, it is im-

portant to evaluate the contribution of these methods in discovering potential biomarkers 

for drug targets and the strategies for implementing them. 

Genes are made up of deoxyribonucleic acid (DNA), which is a heritable substance 

in humans and other organisms. DNA microarray is a good platform to aid scientists in 

monitoring the gene profiles in organisms. The microarray data contain the number of 

gene probes with a number of samples to solve relevant and useful information in the 

gene expression profiles. The microarray data represent the number of genes and samples. 

These data consist of two-dimensional arrays, D, that contain thousands of genes and a 

small sample size. D can be expressed as the following matrix: 

1

1 1 1

1

n

n

p p p

x x c

D

x x c

 
 

=  
 
 

 (1) 

where the row vector mx  in D is described as 
1 , , ,k

m m mx x c    and refers to the gene 

profile expression. Here, k

mx  refers to the level of gene profile expression, 𝑚 represents 

the sample number, 𝑘 is the feature number, and cm is the classification of the m-th sample 

[18]. The subscript p and superscript n represent the row and column of the matrix, respec-

tively. The element 𝑐 is either a binary number or integer depending on the number of 
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classes. It shall be noted that 𝑐 can be binary (cancerous and non-cancerous) or mul-

ticlass. 

4. Feature Selection, Metaheuristics, and Classification Methods for Microarray BC 

Data 

4.1. Feature Selection (FS) 

FS or gene selection has been widely used to deal with a high number of input fea-

tures of the microarray data. The datasets are asymmetrical where the number of samples 

from different classes is not balanced [19]. To deal with this, FS typically takes place prior 

to data classification. Only relevant features are selected and then applied to the classifier, 

which reduces the computational cost of the classification and results in less data noise as 

well as a smaller number of features.  

FS can be described as a process of selecting a small subset of gene features to reduce 

repetition or redundancy and to boost important targets in the classification process. 

There are three objectives of FS: (1) to avoid overfitting and boost model performance, (2) 

to reduce high-dimensional data and select only relevant data, and (3) to provide more 

effective models with good processing costs. FS methods can be categorized into four 

types, namely, (1) filter, (2) wrapper, (3) embedded, and (4) hybrid (ensemble) methods 

[20]. The widely used FS methods are Information Gain (IG) [21], Relief and Fisher Score 

(filter-based methods), and Lasso (embedded-based method) [22]. The details of FS in bi-

oinformatics research have been summarized in previous studies [23,24]. Figure 2 shows 

the categories of FS methods. 

 

Figure 2. Categories of FS methods. 

In the filter method, the classifier is not considered and there are no learning algo-

rithms involved. The features are individually evaluated and ranked to select the features 

with the highest score. There are two types of model search methods, namely, (1) univari-

ate and (2) multivariate. Univariate means that the features are ranked individually and 

independently, and classification performance is not considered. In contrast, multivariate 

means there are relationships among the features, and they are ranked by groups. Hence, 

multivariate methods are more reliable to control the redundant features and improve the 

classification. However, multivariate methods result in higher computational complexity. 

Examples of univariate and multivariate methods are Euclidean distance, IG, and corre-

lation-based feature (CFS). The most popular statistical method is gene ranking. For in-

stance, IG rank uses the conditional distribution of the probability function of the class 

label of the microarray gene feature vector. However, the IG method is incapable of han-

dling redundant features. The Fisher Score considers microarray data and this method is 

also incapable of handling redundant features because the method evaluates features sep-

arately. The Fisher Score method assigns high features to the same class and aims to search 

a subset for the subset of features in order to maximize the lower bound of the conven-

tional Fisher Score and to solve a large amount of data. The Relief method selects features 

randomly from the sample data class and determines the nearest instance with the same 

class label by distinguishing it from the neighbor of a different class. This method can be 

used to handle multi-class problems either from binary or multiclass targets. In brief, most 

of the filter methods are based on statistical tests and gene rank features from which the 

individual feature of the microarray data is determined. 
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The wrapper method creates and builds the FS algorithm with the classifier algo-

rithm. Since the combination of FS and classifier algorithm is compatible, it is possible to 

determine the feature space. This will lead to higher computational complexity and slow 

processing time. To overcome these problems, an evolutionary or optimization algorithm 

can be incorporated so that only the optimum features are selected and processed. For 

example, in [25–27], GA is applied to search for the optimal feature subset from the feature 

pool. A fuzzy inference system has been used to predict the results using the cost function 

wrapper model.  

The embedded method typically combines the FS method and the classifier. The FS 

method performs in the training process and is particularly used for a specific learning 

approach. Compared with the wrapper model, this method is more compliant and effec-

tive. The most popular method is Support Vector Machine-Recursive Feature Elimination 

(SVM-RFE), in which the SVM-RFE algorithm is introduced based on three approaches 

(nonlinear SVM and least absolute shrinkage and selection operator (Lasso)) built-in or 

embedded in the classifier. 

Lastly, the hybrid or ensemble methods comprise combinations or modifications of 

more than one FS and classifier methods such as the combination of filter and wrapper 

methods, where there are more than two types of filter and wrapper methods. The basic 

idea of hybrid methods is that the combination of several FS methods will reduce the fea-

ture variables, and then the exhaustive search model is employed to obtain the remaining 

features within a reasonable time frame. The hybrid method is intensive and computa-

tionally complex because the method combines the filter and wrapper method at two dif-

ferent levels, namely, (1) feature dimensional reduction and (2) optimal subset FS using 

the wrapper method. However, this method may reduce the accuracy because both filter 

and wrapper methods are incorporated in different search areas [27]. To overcome this 

problem, a hybrid with more than one approach can reduce the error rate and increase the 

accuracy of the results. The filter and wrapper methods that use Random Forest (RF) as 

the classifier are among the popular hybrid methods, in which two different FS methods 

are used for gene selection and the gene fitness is determined by the RF classifier. 

Many FS studies have been carried out to propose new methods and approaches and 

find the most relevant and useful genes for a better predictive response. Most of the 

widely used FS is based on the filter method in which a single gene or a subset of genes is 

used based on a statistical concept. Meanwhile, the wrapper methods are computationally 

intensive and may result in overfitting. Thus, many wrapper methods are equipped with 

the latest or new optimization algorithms. The emerging hybrid and embedded methods 

are popular recently and these methods have gained much attention from researchers. 

Optimization algorithms have also become the trend nowadays, where researchers use 

this new concept with other types of FS. The four types of FS methods are summarized in 

Table 1.
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Table 1. Comparison of FS methods. 

Type/ 

Studies 
Benefits Limitations Standard Search Example Performance 

(1) Filter 

(a) Independent 

(b) Low computational cost 

(c) Faster than wrapper 

(d) Ignores classifier 

(e) Fast computational 

time  

(a) No interaction with 

classifier 

(b) Computational complexity 

(c) Redundant  

(d) Ignores useful features 

(a) Univariate 

(b) Multivariate 

Stat test: t-test 

IG 

Fisher Score 

ReliefF 

(a) Faster than other FS 

methods 

(b) Degrades feature 

relevancy 

(2) Wrapper 

(a) Cooperates with classifier 

(b) Feature-dependent 

(c) Computationally intensive 

(d) Has contact with FS and 

classifier 

(a) Risk of overfitting 

(b) Classifier-dependent  

(c) High computation time 

(d) Complex exponential time 

(a) Deterministic 

(b) Stochastic 

AC  

Fuzzy Inference  

GA  

(a) Better than filter 

approach 

(b) High performance 

(3) Embedded 

(a) Combines optimal FS 

method with classifier 

(b) Has contact with classifier 

(c) Low risk of overfitting 

(a) Classifier dependent on 

selection method 

(b) Predisposed to overfitting  

(1) Model classifier preference 

(2) Built-in model 

(3) Simplified model 

SVM-RFE 

Lasso 

(a) Computational cost 

less than wrapper 

(4) Hybrid or Ensemble 
(a) Combines more than one 

FS method. 

(a) High processing time and 

complicated 

(a) Exhaustive search 

(b) Optimum FS 
LR-RF 

(a) Complex 

(b) Less error 
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4.2. Metaheuristic Methods 

Ten prominent metaheuristic methods, namely, (1) the genetic algorithm (GA), (2) 

particle swarm optimization (PSO), (3) the harmony search algorithm (HSA), (4) ant col-

ony optimization (ACO), (5) artificial bee colony (ABC) optimization, (6) the firefly algo-

rithm (FA), (7) cuckoo search (CS), (8) the gravitational search algorithm (GSA), (9) grey 

wolf optimization (GWO), and (10) the whale optimization algorithm (WOA), are pre-

sented in this section. These algorithms have been applied for microarray FS and are pre-

sented in the next section. 

4.2.1. Genetic Algorithm 

GA is a heuristic process inspired by natural selection and biological evolutionary 

theory [28]. The algorithm is composed of three selection operations, namely, (1) natural 

selection, (2) crossover, and (3) mutation. The main objective of the GA is to simulate the 

survival of the fittest of each individual selection in a population. The search space con-

tains a number of individual genes that are combined to form a chromosome. The chro-

mosome comprises solutions that solve the problems before the genes are transferred to 

the next generation. Within the selection operation, the fittest individuals are chosen, and 

consequently, in the crossover selection, two individuals are chosen based on their fitness 

score. From the crossover operation, offspring are created by exchanging themselves from 

within the two individual genes until a random crossover point is achieved. New off-

spring will be produced iteratively to the population after exchanging the gene among the 

individual crossover. However, some of the new offspring are created with either high or 

low random bits, depending on the mutation operation. Mutation is important to sustain 

the difference within the population and to avoid immature convergence. 

4.2.2. Particle Swarm Optimization (PSO) 

PSO is a population-based optimization algorithm inspired by natural behavior (bird 

swarms, fish schooling, and ant colonies) [29]. The main objective of PSO is to search for 

the optimum solution through the stochastic and deterministic elements of the particles’ 

trajectories. These particles are also known as agents, which will move randomly to im-

prove the best solution in a population of particle solutions. The particle solution then 

moves through the search space according to the algorithm settings, including the parti-

cle’s position and velocity. The particle can be identified as agent search (xbest) and group 

search (gbest). Every particle will look for the best position in the search space and the 

position of the particles will be continuously updated and sought by other particles. The 

particle will change its position based on the new velocity substituted by the xbest, gbest, 

and other parameter settings, namely, inertia weight, two positive constant values, and 

two random parameter threshold values (0~1). In order to motivate the search in the pos-

sible location, the inertia weight is typically defined with a higher initial value and lower 

final value before the initial particles are randomly distributed. Implementing PSO is rel-

atively easy and simple compared to other optimization methods because the parameters 

are easily tuned and robust. 

4.2.3. Harmony Search Algorithm (HSA)  

The HSA was first introduced by Geem, Kim, and Loganathan (2001) as s metaheu-

ristic algorithm [30]. Since its appearance in 2001, this algorithm has garnered attention 

from researchers and has demonstrated its effectiveness and advantages for various ap-

plications. The HSA is a metaheuristic optimization algorithm that imitates the musical 

state of harmony. The aim of the HSA is to emulate the perfect sound of harmony in music 

by finding the possible combination of music pitch signals and storing the values into the 

harmony memory (HM). The HM process is slightly similar to the population-based GA 

and swarm intelligence. There are three components in the HSA, namely, (1) initialization, 
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(2) improvisation, and (3) updating. In the first step, the HM is initialized, where the num-

ber of solutions to the optimization problem is randomly generated. In the second step, 

each solution is improvised and obtained based on the Harmony Memory Considering 

Rate (HMCR). The HMCR can be defined as the probability of selecting a solution that 

comes from the HM elements. Lastly, in the third step, the HM updates the best fitness 

value from the second step by replacing and eliminating the worst solution from the HM 

elements. 

4.2.4. Ant Colony Optimization (ACO)  

ACO was introduced in 1996 by Dorigo, Maniezzo, and Colorni. ACO is a metaheu-

ristic optimization that mimics the nature of the ant species and their food-searching be-

havior [31]. ACO was invented based on the ant criteria in finding the shortest path to a 

food source near the colony. Therefore, the objective of the ACO is to seek the best path 

in a weighted graph; namely, the node or edge components of the path to the food source. 

The ants will then randomly look for any food source near their colony. The food quality 

is subsequently evaluated when the ants meet a food source. The ants will return to the 

colony and leave pheromones or markers along the path to lead other ants to follow the 

same path to the food source. Therefore, based on a certain probability, the other ants will 

subsequently follow the same path, where the marks of the pheromones will remain and 

strengthen on the same path. The pheromone imprint on the path will be strongly owing 

to the growing number of ants that follow that path. 

4.2.5. Artificial Bee Colony Optimization (ABC) 

ABC is a swarm-based optimization algorithm invented by Karaboga (2005) [32]. 

Similar to ACO, ABC mimics the foraging behavior of honeybees. A group of bees is called 

a swarm that productively fulfills tasks of social assistance. In the group, there are three 

different roles of bees, namely, (1) worker bees, (2) onlooker bees, and (3) scout bees. All 

of these bees are considered as the number of solutions in the swarm. The worker bees 

will first find any good food source and will share the information about the food source 

with the onlooker bees. The information gathered from the worker bees will subsequently 

be used by the onlooker bees to select the high-quality food source (fitness) and differen-

tiate them from the lower-quality ones. The scout bees produced by some employed bees 

will leave their food sources to find a new food source. 

4.2.6. Firefly Algorithm (FA) 

FA is a bio-inspired optimization algorithm introduced by Yang (2009) [33]. FA mim-

ics the behavior of fireflies and is inspired by their brightness tendencies toward one an-

other. Each firefly attracts one another using its brightness intensity. In FA, there are three 

steps, namely, (1) attractiveness, (2) randomization, and (3) absorption. Like other optimi-

zation concepts, the search for the optimal solution or fitness happens in the FA. In the 

first step (attractiveness), the fireflies are attracted to each other. In the second step, the 

high brightness intensity affects the connection between the fireflies. The fireflies emitting 

lower brightness move toward the fireflies with intense light. The fireflies with strong 

bright light will move randomly. Lastly, the brightness of the fireflies is absorbed or de-

termined by the objective function component. 

4.2.7. Cuckoo Search Algorithm (CS) 

CS is a bio-inspired optimization algorithm inspired by the reproductive component 

of cuckoo birds to increase the population [34]. The aim of the CS is to lay new eggs and 

select the best solution (cuckoo egg) to change the poor solution in the nest. In this case, 

the solution of the swarm is the egg and nest. In the basic concept, the cuckoos normally 

place their eggs in other cuckoos’ nests, hoping that their descendants are raised by the 

substitute parents. There are cases in which some of the eggs do not belong to the cuckoo. 
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Next, eggs with the best quality and the best nests will move forward to the next peers. 

Lastly, the host nest is selected by discovering the egg laid by the cuckoo with a certain 

probability value. In this case, the host bird can build a new nest and lay new eggs, aban-

don the nest, or throw out the eggs. These eggs are called foreign eggs. Foreign eggs are 

discarded from the nest or all of the eggs in the nest are abandoned. 

4.2.8. Gravitational Search Algorithm (GSA) 

GSA was first introduced by Rashedi, Nezamabadi-Pour, and Saryazdi (2009) [35]. 

GSA is an optimization algorithm based on Newton’s law and mass interactions. In this 

algorithm, the individual’s population (known as masses) and their performances are pre-

sented using their masses. GSA follows Newton’s law where all mass is attracted to each 

other. Individuals with good solutions have heavy masses and move slower than lighter 

masses (bad solutions). 

4.2.9. Grey Wolf Optimization (GWO) 

GWO is a bio-inspired optimization algorithm based on grey wolves that hunt prey 

in mutual cooperation. The GWO algorithm was introduced by Mirjalili et al. (2014) to 

simulate the mechanism and behavior of grey wolves through the process of hunting and 

attacking [36]. There are three GWO algorithm steps, namely, (1) surrounding, (2) hunt-

ing, and (3) attacking. When the grey wolves have decided on the prey’s location, they 

start to surround the prey. After surrounding their prey, based on certain parameter set-

tings in the GWO algorithm, the grey wolves hunt the prey and keep updating their new 

distance to the prey and their new positions. Lastly, the grey wolves start to make for 

capture and the results are released. The grey wolves finish the hunt by attacking the prey 

until the prey stops moving. 

4.2.10. Whale Optimization Algorithm (WOA) 

The WOA is a recently introduced bio-inspired meta-heuristic optimization method 

based on the hunting mechanism of humpback whales. The WOA algorithm was devel-

oped by Mirjalili and Lewis in 2016 [37]. This algorithm is inspired by the bubble-net for-

aging mechanism of humpback whales. The strategy contains three basic steps of hunting: 

encircling prey, seeking prey, and attacking the target. It has been demonstrated that this 

approach can outperform other meta-heuristic algorithms in solving diverse and compli-

cated tasks such as feature selection and data clustering. The emerging study trend on 

WOA is predicted to continue in the future [38]. 

4.3. Classification 

Classification is a branch of data mining widely used for class prediction and identi-

fication using a machine learning algorithm. There are three types of machine learning 

algorithms, namely, (1) supervised learning, (2) semi-supervised learning, and (3) unsu-

pervised learning. These algorithms can be chosen based on fully labeled, partially la-

beled, and unlabeled data, respectively, to determine the biological disease configurations 

and gene prediction. Supervised learning uses class-labeled data for classification. The 

class label is defined and known according to a set of training data in the process of as-

signment. Semi-supervised learning combines a small number of labeled data and unla-

beled data, whereas unsupervised learning only involves unlabeled data. Unsupervised 

learning is unbiased when it comes to utilizing any experts or knowledge to classify the 

data. There are two processes involved in the classification steps: testing and training. In 

the following section, the most prevalent classification methods that are widely applied 

in microarray cancer classification will be discussed. 
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4.3.1. Support Vector Machine (SVM) 

SVM is a supervised learning method that can be used to solve classification and 

regression problems [39]. SVM is applied in optimal classifying problems to discover the 

best hyperplane or line that divides the classes from the data boundaries of one or more 

feature vectors. SVM algorithms are popular in classifying problems owing to their prom-

ising results in many applications. The support vector and margin define the hyperplane. 

The term support vector can be best defined as the feature or data points that divide closest 

to the hyperplane (also known as the decision boundary). However, the margin is known 

as the best distance between the hyperplane location and nearby data points. There are 

two typical cases of SVM, namely, linear and non-linear separable data, hence known as 

linear SVM and nonlinear SVM, respectively. In linear separable SVM, the orientation and 

position of the hyperplane will be the best line that separates the data into two different 

categories so that the data will fit into a single class. The maximizing margin can be de-

fined as the distance with the nearby data points or support vector to determine the best 

hyperplane location. However, for nonlinear separable data, the aim is to find nonlinear 

hypersurfaces in which the support vector data points will be taken from the linear data. 

In the context of microarray cancer classification, the disease can be classified according 

to tumor and nontumor classes of separable data. The main advantage of using SVM is 

that it is a powerful method to classify a large number of high-dimensional datasets for 

both linear and nonlinear data. SVM works comparatively well in high-dimensional data 

and it is very efficient because the number of features or genes is larger than the number 

of samples. However, in the context of gene classification, training with SVM involves a 

highly discriminatory algorithm because SVM is computationally complex to represent 

the feature space of gene profiles. 

4.3.2. Random Forest (RF) 

RF classifier is an ensemble learning method that is widely applied to solve classifi-

cation problems based on decision tree structures [40]. The name forest refers to a combi-

nation of a large number of individual trees that work together as an ensemble. RF is orig-

inally based on a combination of decision trees, from which the decision trees ultimately 

merge to build the RF. The class that receives many votes will become the model predic-

tion, which means that there is a chance of generating the correct prediction as the number 

of uncorrelated forests of trees increases in the model. The uncorrelated forest means that 

the models are not diversified between each other. However, a bagging bootstrap aggre-

gation will be utilized in cases where the models are not correlated with each other. Bag-

ging means the RF will allow every tree to pick up a sample randomly from the dataset 

with replacement. Hence, it will result in distinct tree structures. RF can be used for solv-

ing classification problems that involve more than two classes, namely, binary and mul-

ticlass problems. 

4.3.3. K-Nearest Neighbor (KNN) 

KNN is a supervised machine learning algorithm that is primarily used in data pre-

diction and regression [41]. This algorithm is widely used to classify new instances based 

on similarity measures. KNN is also known as a nonparametric learning model that does 

not consider all the data points collectively together, depending on the similarity measure 

of features to predict the data based on closely neighboring points during classification. 

The properties of parameters vary according to the reasonable assumptions in order to 

sort the rank of the sample data by classifying the data with the most voted neighbors for 

the optimal value of K. A KNN classifier will calculate every data point based on the Eu-

clidean (the most frequently used), Manhattan, or Hamming distance between the testing 

and training data. KNN is easy to be implemented and the algorithm needs to adjust the 

parameters of the K value to sort the nearest data points. However, KNN increases in 
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computational complexity as the size of the feature data increases and the algorithm re-

quires high memory storage because it stores all of the training data during classification. 

4.3.4. Naïve Bayes (NB) 

Naïve Bayes is originally based on the Bayes theorem. NB is one of the simplest clas-

sifiers with simple computation to execute new cases between the assumptions of inde-

pendent value to the predictor [42]. NB computes the posterior probability using the input 

for every attribute against every class. The high value of posterior probability will give 

the correct outcomes or predictions. The NB classifier consists of a probabilistic algorithm 

that performs well in many classification problems such as filtering spam emails. The 

basic idea behind the classifier is simple, and it only requires various input data to predict 

the output. For instance, NB will find the most likely output from the condition probabil-

ity involved. The naïve assumption is the assumption where feature values can be deter-

mined involving large data. The NB classifier can also be used for linear, exponential, and 

nonlinear data. However, a few parameters need to be adjusted to avoid the likelihood 

value being zero. The major advantage of the NB classifier is that the classifier can handle 

large dimensional data and perform better in complex models. However, because NB is 

based on assumption, the algorithm suffers from inaccuracy since the estimation proba-

bility is often incorrect. 

4.3.5. Logistic Regression (LR) 

The LR classifier is a supervised classifier used to classify discrete classes based on 

probability theory [43]. Probability theory can be defined as the measure of the possibility 

of any occurrence that will occur in a random measurement. An example of discrete target 

classes is as follows: 1 for true and 0 for false. The LR classifier is also known as a binary 

classifier and it can be used to predict the target class either for categorical or numerical 

variables. 

4.3.6. Fuzzy Logic 

FL classification interpretation is based on linguistic terms to determine the state of 

truth usual to the logical Boolean concept (i.e., true or false). This algorithm involves a 

fuzzy set in which the level of membership is applied to each set of problems to perform 

the computation [44]. Like the human brain, FL works until certain limits are surpassed, 

and then the algorithm will cause additional effects from the motor reaction. The main 

advantage of the FL classifier is that the algorithm is capable of dealing with uncertainty 

and nonlinear applications. FL is easy to be implemented because it is based on the human 

way of thinking. 

4.3.7. Artificial Neural Network (ANN) 

An ANN, also known as a neural network, is a bio-inspired algorithm based on the 

mechanism of the human brain [45]. The human brain contains many complex, intercon-

nected neurons to receive signals before the signals are transferred to the human body. 

The ANN classifier attempts to reconstruct and imitate the computational complexity of 

a biological neural network, although it is not equivalent to the number of neurons that 

work in the human brain. There are three basic topologies in constructing an ANN, 

namely, (1) the input layer, (2) the hidden layer, and (3) the output layer. Each layer is 

interrelated to one another. The ANN uses nonlinear statistical tools to model complex 

connections between the input and output layers to recognize data structures and pat-

terns. Moreover, the ANN receives learning information from the input layer to be passed 

through the network in which the received information acts as an activation value. This 

activation value is processed to flow through the network and the hidden layer until it 

ends up in the output layer. The output layer reforms the activation value of the hidden 

layer into the target output. 
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5. Hybrid Feature Selection Based on Metaheuristic Optimization Methods 

It is challenging and imperative to compute only the most informative genes and the 

most optimum features when dealing with microarray data. Hybrid FS methods for BC 

and other types of cancer data are summarized in Tables 2 and 3. In general, the findings 

reveal that when optimization methods are used as the wrapper method, superior perfor-

mance is achieved, with only a small number of genes being utilized and a small percent-

age of reduced genes from the original genes. The performance of hybrid FS methods is 

dependent on three factors, namely, (1) the number of selected genes, (2) the percentage 

of reduced genes, and (3) the classification accuracy. 

5.1. Hybrid Methods for BC Classification 

Kundu et al. (2022) [46] suggested a novel hybrid (filter-wrapper approach) incorpo-

rating the Pasi Luukka filter method and an improved WOA algorithm. In the first step, 

the Pasi Lukka filter method was performed to identify the top 300 genes from the micro-

array datasets. In the second step, the enhanced WOA algorithm was used to minimize 

the features subset. The purpose of WOA as the wrapper algorithm was to tackle contin-

uous optimization in binary search problems. Binary and multiclass microarray cancer 

datasets were employed, including BC, to evaluate the suggested technique. SVM was 

utilized as a classifier on the training data using the feature subsets obtained from the 

wrapper technique with five-fold cross-validation. Kundu et al. (2022) also tested their 

method on other types of cancer. The findings revealed that the suggested method out-

performed other wrapper methods, and most of the dataset reached 100% classification 

accuracy. 

Tahmouresi et al. (2022) [47] proposed a hybrid FS method that combines gene rank 

and improved BGSA (the combination known as pyramid (PGSA)). Gene rank was used 

as the filter method to limit the number of genes from microarray data. Next, improved 

binary GSA (IBGSA) was utilized as the wrapper method to select the best gene subset. In 

each cycle of gene selection, PGSA works with the classifier to maximize the accuracy. 

SVM was utilized to obtain the fitness value from the proposed method using 10-fold 

cross-validation. The results revealed that the proposed method outperformed other 

wrapper methods, with more than 70% of features reduced from the original feature set. 

Hamim et al. (2021) [48] proposed a hybrid method for gene selection, which com-

bines a Fisher Score-based filter method with the ACO algorithm. The method was termed 

HFACO as the purpose was to reduce the number of genes from the microarray data. 

There are two steps involved. In the first step, a filter approach was employed to reduce 

the number of genes with high scores picked as the informative genes. Following this, the 

gene subsets from the filter step were applied during the wrapper step. ACO optimization 

was implemented for the wrapper method. The ACO algorithm was able to efficiently 

determine the optimal gene subset. The resultant gene subset from the wrapper FS was 

classified using SVM, KNN, and C5.0 models with 10-fold cross-validation. The C5.0 clas-

sifier was based on a decision tree algorithm, where the C5.0 classifier has the ability to 

handle high-dimensional datasets. The combination of HFACO with the C5.0 classifier 

exhibited high classification accuracy compared to other classifiers. 

Afif and Astuti (2021) [49] presented a hybrid (filter-wrapper method) comprising IG 

and GA to forecast BC data using the FLNN classifier. The IG was the filter method 

whereas the GA was the wrapper technique. In the classification step, the gene assessment 

from the wrapper technique was evaluated using FLNN. The proposed method was 

tested utilizing a BC dataset where the microarray BC data had up to 24,481 genes. Two 

distinct learning rate (LR) parameter values, respectively, 0.01 and 0.6, and in various or-

ders, were applied to the classification step. These were applied to examine the effect of 

these parameters’ values. The results indicated that BC tends to have more optimal results 

utilizing an LR of 0.01 compared to the LR of 0.6 with an accuracy of 85.63%. They also 
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evaluated their proposed method for four types of cancer (colon, lung, ovarian, and pros-

tate), and over 90% classification accuracy was achieved 

Loey et al. (2020) [50] proposed a hybrid (filter-wrapper method), comprising IG and 

GWO to predict BC data using an SVM classifier. In the first step, IG was used as the filter 

method to calculate the relevant IG values in ascending order with a certain threshold. 

Next, the highest values from the threshold step were chosen before integrating with 

GWO. The proposed method was found to work only with a certain number of wolves of 

GWO after classification using SVM. 

Han et al. (2019) [51] proposed to integrate BC data using ReliefF and Recursive Bi-

nary GSA (RBGSA) method. The ReliefF is the filter method whereas the RBGSA is the 

wrapper method. In the classification stage, the gene fitness from the FS step was evalu-

ated using Multinomial Naïve Bayes (MNB) classifier. The proposed method was tested 

using a BC dataset where the microarray BC data had up to 24,481 genes. The BC cancer 

data were then tested and compared with the results obtained from the Relief-RBGSA and 

ReliefF-BGSA methods. The results showed that the hybrid ReliefF-RBGSA outperformed 

six other existing algorithms with 100% accuracy and a small number of selected genes 

(31) for the BC data. They also tested their proposed method for five other types of cancer 

(colon cancer, cancer of the central nervous system, leukemia, lung cancer, and ovarian 

cancer), and 100% accuracy was achieved for four out of five datasets. 

Jain et al. (2018) [52] introduced a hybrid gene selection method using a combination 

of filter and wrapper methods, namely CFS with improved-Binary PSO (iBPSO). An NB 

classifier was used in their work. The proposed method was termed CFS-iBPSO-NB. Mul-

tivariate CFS was used in the filter step, whereas iBPSO was applied in the wrapper step 

to select the optimal subset of genes derived from the filter phase. The NB classifier with 

10-fold cross-validation was used to evaluate the proposed method. The objective of using 

iBPSO was to avoid the early convergence of the local optima of the conventional BPSO. 

The results obtained from the CFS-iBPSO-NB using the BC dataset were compared with 

those of seven hybrid FS methods with different classifiers to validate the accuracy and 

number of selected genes attained. The hybrid CFS-iBPSO-NB algorithm achieved more 

than 90% accuracy in the BC dataset. Out of 24,481 original genes, only 32 differentially 

expressed genes were selected, which corresponds to only 0.13% of the number of genes. 

They also tested their proposed method with 10 binary and multiclass benchmark micro-

array datasets. The results showed that seven datasets achieved 100% classification accu-

racy, with less than 1.5% in the number of predictive gene subsets. 

Shukla et al. (2018) [53] introduced a hybrid framework for gene selection, which 

combines conditional mutual information maximization (CMIM) and adaptive GA 

(AGA). The method was called CMIMAGA, as the objective was to determine the number 

of discriminate genes from the microarray cancer data. There were two stages involved. 

In the first stage, the filter method was used to eliminate insignificant features. In the sec-

ond stage, the AGA was used as the wrapper method to further interpret the useful fea-

ture subset produced from the first step. The AGA is a method that enables the GA to 

normalize the possibility of crossover and mutation for the GA convergence. The AGA 

method is used in the search process to find the best fitness chromosome (solution) before 

it is passed to the classifiers. The proposed method was tested using the BC dataset. There 

was an incredible improvement in BC accuracy using the proposed FS method compared 

to the wrapper method. They also tested their proposed method for other types of cancer 

datasets. The results using CMIMAGA with the Extreme Learning Machine (ELM) classi-

fier demonstrated the highest classification accuracy compared to using CMIMAGA with 

SVM and KNN classifiers. 

Dashtban and Balafar (2017) [26] proposed a new optimization method for microar-

ray BC gene selection data using a combination of artificial intelligence and GA methods 

(Intelligent Dynamic GA (IDGA)). The optimization method involved two stages. In the 

first stage, filter methods (Laplacian and Fisher Score) were used independently to select 

the top 500 genes based on score rank. In the second step, IDGA, which was based on 
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reinforcement learning and random restart hill climbing, was used to record the best pre-

dictive genes. SVM, KNN, and NB were applied as the classifiers. The results showed that 

100% classification accuracy was achieved on the BC dataset using SVM and NB classifi-

ers. Dashtban and Balafar (2017) also tested their method on other types of cancer. The 

results showed 100% classification accuracy for other cancer datasets using the SVM clas-

sifier. The IDGA combined with the Fisher Score yielded the best result compared with 

the IDGA with the Laplacian Score. 

Lu et al. (2017) [27] proposed a hybrid FS method, which combines Mutual Infor-

mation Maximization (MIM) and adaptive GA (MIMAGA). The MIM was chosen as the 

filter method to select genes with good dependency on all the other genes. AGA was sub-

sequently combined with MIM after the selected genes were set at 300. ELM was used as 

the classifier. The MIMAGA was then compared with other existing algorithms, such as 

sequential forward selection (SFS), Relief, and MIM with an ELM classifier using the same 

BC data and the same number of genes. The results showed that the MIMAGA yielded 

higher accuracy compared with the other methods. Next, the proposed method was com-

pared to four other classifiers, namely, (1) the backpropagation (BP) algorithm, (2) SVM, 

(3) ELM, and (4) regularized ELM. The proposed method was able to reduce the number 

of genes in the BC data to below 300 from up to 20,000 genes with an average of 80% 

classification accuracy. They also tested their proposed method on five other binary and 

multiclass datasets. The classification accuracy of all classifiers was more than 80%. 

Mohapatra et al. (2016) [54] introduced a new hybrid FS method for microarray data 

based on the modified cat swarm optimization (MCSO) algorithm. In the first phase, the 

max-min method was used for feature scaling and normalization. In the second phase, the 

wrapper method (MCSO) was applied to improve the outcome ability of the best cat’s 

location using 10 feature subsets. Following this, KNN was applied using five-fold cross-

validation to determine the classification accuracy of the feature subset and the optimal 

features. This process was done while deciding the fitness value of the MCSO algorithm. 

Five classifiers were utilized in this method, namely, (1) ridge regression (RR), (2) online 

sequential RR (OSRR), (3) wavelet kernel RR (WKRR), (4) radial basis function kernel RR 

(RKRR), and (5) SVM. The results indicated that WKRR outperformed other classifiers for 

the dataset used in their study. 

Shreem et al. (2016) [55] proposed a hybrid (filter-wrapper) FS method using sym-

metrical uncertainty (SU) with HS (SUHS algorithm). This method consisted of two steps. 

In the first step, the SU filtered out the redundant and irrelevant features in the BC data. 

Every gene was allocated a score to represent the correlation of genes according to the 

class. The genes were ranked from the highest to lowest in the next step. Next, the wrapper 

method was used, which combines the HSA with two different classifiers (IB1 and NB). 

The experiment was repeated 10 times using the BC dataset. The results showed that the 

combination of the SUHS algorithm with the IB1 classifier presented more than 80% clas-

sification accuracy compared to the NB classifier. The proposed method selected fewer 

than 30 genes for BC. Shreem et al. (2016) also tested their proposed method for other 

types of cancer datasets (leukemia, colon cancer, lymphoma, ovarian cancer, and SRBCT). 

The results showed that the proposed method outperformed other existing methods with 

a minimum number of selected genes. 

Lee and Leu (2011) [56] introduced a hybrid method for the gene selection of micro-

array data. The proposed method utilized an X2-test for homogeneity combined with a 

GA and dynamic parameter setting (GADP). The aim of the proposed method was to pro-

duce a number of informative genes. In the first step, the sum of the square ratio between 

groups to within groups was applied in the FS to generate 500 genes from the microarray 

data. The GADP method was then employed to produce the gene subset. The X2-test was 

subsequently used to take a particular number of genes produced by the GADP. The SVM 

classifier was used to validate the efficiency of the selected genes. The results showed 

100% accuracy for the BC dataset. Lee and Leu (2011) also tested their proposed method 
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on five other datasets. The proposed method outperformed the existing method, where 

four datasets achieved 100% accuracy with a minimum number of selected genes. 

Alba et al. (2007) [57] proposed a hybrid FS method for microarray data. In their 

method, Geometric PSO (GPSO) was chosen as the wrapper method and hybridized in 

the FS phase with SVM as the classifier. Hamming space was implemented in the GPSO 

prior to generating the gene selection in binary representation. The fitness of the particle 

from the GPSO was then calculated by applying 10-fold cross-validation using an SVM 

classifier. The experiment was performed 10 times using 10 feature subsets. The wrapper 

approach was applied using the standard PSO and GA methods with the SVM classifier. 

The results showed that the proposed method yielded a classification accuracy of more 

than 90%, where the number of selected genes was four.
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Table 2. Comparison of hybrid-based optimization algorithms for the classification of microarray BC data. The symbol “-“ means no data available. 

No Studies 

Hybrid Based Optimization Method 
Classification 

Method 

No. of Se-

lected Genes 

No. of 

Genes 

Percentage of 

Selected Genes 

(%) 

Classification Ac-

curacy 

Breast Cancer-

Associated  

Filter Method 
Wrapper-Based Optimiza-

tion Method 
(%) /Reference 

1 [46] Pasi Luukka WOA SVM 
35 456 7.68 100 [58] 

44 2905 1.51 94.12 [59] 

2 [47] Gene Rank GSA SVM 73 20,545 0.355 84.5 [60] 

3 [48] Fisher Score ACO C5.0 5 24,481 0.02 95.44 [61] 

4 [49] IG GA FLNN 49 24,481 0.2 85.63 [62] 

5 [50] IG GWO SVM 70 24,481 0.29 94.87 [63] 

6 [51] ReliefF GSA NB 31 24,481 0.13 100 - 

7 [52] CFS PSO NB 32 24,481 0.13 92.75 [64,65] 

8 

 

MIM GA 

ELM 6 

24,481 

0.02 94.29 

[61] [53] SVM - - 87.06 
 KNN - - 85.17 

9 [26] 
Laplacian and Fisher 

Scores 
GA 

KNN - - - 95.5 

[66] SVM 2 3226 0.06 100 

NB -   - 100 

10 [27] MIM GA ELM 216 24,482 0.88 95.21 - 

11 [54] 
Max-min scal-

ing/normalization 
CSO KRR - 24,481 - 97 [67]  

12 [55] SU  HS 
NB 14 

24,481 
0.06 75.97 

[65] 
IB1 24 0.09 83.39 

13 [56] 
Statistical  

GA SVM 5 3226 0.15 100 [66] 
X2-test 

14 [57] Hamming space 
GA 

SVM 
4 

24,481 
0.02 90.72 

[68] 
PSO 4 0.02 100 
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5.2. Hybrid Methods for Classification of Other Types of Cancer 

Abasabadi et al. (2022) [69] proposed a hybrid method consisting of SLI (sorted label 

interference) and enhanced GA. The aim of the proposed SLI filter method was to sort and 

rank features based on their ability. GA was then utilized to determine the features at the 

top of feature ranking in order to look for the optimal feature subset. The fitness value 

was obtained using two distinct classifiers, notably KNN and ANN. Eleven datasets from 

Wisconsin and high dimensional microarray datasets were employed to examine the effi-

ciency of this method. KNN and ANN classifiers were employed in their work. The pro-

posed method was evaluated 100 times using 10-fold cross-validation with and without 

feature selection methods. The proposed method showed outstanding classification accu-

racy utilizing hybrid FS with a KNN classifier compared to other current methods with a 

small number of selected genes. 

Kowsari et al. (2022) [70] introduced a combination of signal-to-noise ratio (SNR) and 

multi-objective PSO to classify microarray data. The aim of the proposed method employ-

ing the SNR filter method was to filter out the unimportant features and sort the top 100 

features that had performed effectively. The findings from the filter approach were ap-

plied in the multi-objective PSO in order to optimize the accuracy with the smallest num-

ber of selected features. An adaptive KNN classifier was implemented on the selected 

genes and was tested 10 times. The results showed that the proposed method obtained 

great classification accuracy, with two datasets obtaining 100% accuracy. 

Sazzed (2021) [71] developed a hybrid approach consisting of ANOVA-SRC, and bi-

nary PSO to categorize high dimensional microarray data (ANOVA-SRC-BPSO). The pro-

posed FS method was completed in three steps (ANOVA test, followed by Spearman cor-

relation, and the wrapper method). In the first step, the ANOVA test procedure was em-

ployed to separate the correlated and highly significant genes. In the second step, the SRC 

was applied to delete redundant and insignificant features. In the third step, the wrapper-

based method, namely BPSO, was applied based on the obtained features from the second 

step. BPSO was applied to select the best feature subset. The proposed method was eval-

uated on seven datasets using an SVM classifier with the aim of obtaining the highest 

classification accuracy. The proposed results were compared to the benchmark methods 

in the literature review, with four datasets attaining 100% accuracy. 

Zhang et al. (2020) [72] proposed a novel gene selection hybrid method, which com-

bines IG and a modified binary krill herd (MBKH) algorithm. In their work, the KH algo-

rithm was for the first time utilized in high-dimensional microarray datasets. The pro-

posed method was applied in two steps. In the first step, the IG filter method was per-

formed to rank all features. Next, the highly discriminating features that have higher IG 

weight were selected. In the second step, the MBKH algorithm was subsequently applied 

to select the best position of the gene subset acquired from the filter method. The proposed 

method was tested on nine datasets using KNN, SVM, and NB classifiers with the aim of 

comparing and achieving the highest classification accuracy. The proposed results were 

compared to the three classifiers, with four datasets attaining 100% accuracy using the 

KNN classifier. 

Pragadeesh et al. (2019) [73] proposed a hybrid method comprising IG and an im-

proved GA algorithm in order to select genes from the microarray dataset. The purpose 

of the study was to apply a bio-inspired method to determine the optimal feature subset 

using a systematic random search and to identify the reduced selected features. In the first 

step, the IG filter approach was used to select the most informative genes. The selected 

genes acquired from the filter method were then employed in the second step (wrapper 

method). Next, the improved GA algorithm was used to minimize the selected genes. The 

proposed method was tested on three datasets using SVM. The findings revealed that high 

classification accuracy was attained in the three datasets. 

Almugren and Alshamlan (2019) [74] proposed a new hybrid bio-inspired (filter-

wrapper) method for the FS of microarray cancer data, which was given the name F-Score 
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Firefly (ZXFFF-SVM) algorithm. This method involved two steps. In the first step, the F-

Score was used as the filter method to minimize the dimensionality of the cancer data and 

reduce the search space by selecting five different filtered data with an interval of 100. 

Next, the accuracy of the filtered data was classified using leave-one-out cross-validation 

(LOOCV) to generate the highest accuracy with a small number of selected features. The 

selected genes from the filter stage were further applied in the FA to determine the best 

firefly in order to generate the fitness value to be classified using the classifier. The fitness 

values obtained from the FA were classified using an SVM classifier to increase the clas-

sification accuracy while generating the minimum number of chosen genes. Five different 

microarray data were used, and most of them had between 2000 and 7200 genes. The pro-

posed method was compared to other existing methods in the literature review, and the 

results of three out of five datasets demonstrated that the proposed method had 100% 

classification accuracy. 

Baliarsingh, et al. (2019) [75] proposed a novel FS method for microarray cancer data 

based on a bio-inspired optimization algorithm (Salp Swarm algorithm (SSA)) with a ker-

nel ELM (KELM) classifier. In the first stage, a Fisher Score was used as the filter method 

to select the highly relevant genes of the data. The proposed method introduced a new 

parameter for SSA, namely weightage and chaotic (WCSSA) strategies with the aim to 

progress the salp position value. Following this, the WCSSA algorithm was used to select 

the optimal gene values before the values were passed to the KELM classifier to maximize 

the classification accuracy and determine the most discriminated feature subset. The pro-

posed WCSSA-KELM method was repeated 10 times using 10 cross-validation methods 

using binary and multiclass cancer data. The performance was compared to the standard 

SSA and other conventional methods. The findings showed that the proposed method 

outperformed the SSA-KELM method and other existing methods, with the majority of 

the test achieving more than 95% classification accuracy with a minimum number of se-

lected genes. 

Musheer, et al. (2019) [76] proposed a hybrid gene selection method comprising In-

dependent Component Analysis (ICA) and ABC (ICA-ABC). In the first step, ICA was 

used as the filter method to select an average of 50–180 features from each gene microarray 

data. The ABC algorithm was subsequently applied to choose the gene subset obtained 

from the filter method. The proposed method was further tested with an NB classifier to 

maximize the classification accuracy. The proposed method was compared with other sto-

chastic wrapper methods (PSO and GA) with an SVM classifier using six binary class mi-

croarray data. The results demonstrated that the proposed method attained the highest 

classification accuracy using the NB classifier. 

Baliarsingh et al. (2019) [77] developed a hybrid FS method (ANOVA-EJFOA). The 

ANOVA statistical test was chosen as the filter method to select the relevant features from 

seven microarray datasets. Next, the Forest Optimization Algorithm (FOA) was used as 

the wrapper method to select the best gene subset using the Enhanced Jaya (EJ) algorithm. 

The aim of embedding the EJ method into the proposed method was to tune the two pa-

rameters of FOA, namely, the local and global seeding parameters, in order to enhance 

the optimum gene subset and avoid local optima of the randomness error. SVM was used 

to compute the fitness value from the proposed method using 10-fold cross-validation and 

the experiment was repeated 10 times. Seven microarray datasets were used, from which 

three of them were binary class and the others were multiclass. The results demonstrated 

that the proposed method outperformed other benchmark algorithms, with more than 

99% of features reduced from the original feature set. 

Baliarsingh et al. (2019) [78] proposed a hybrid method consisting of the Fisher Score 

and the ReliefF method with an emperor penguin optimizer (EPO) algorithm in order to 

select genes from the microarray dataset. The aim of this study was to apply a bio-inspired 

method to simulate a balance exploration within FS with predictive parameter values by 

applying a local search algorithm (EPO algorithm). In the first phase, two filter methods, 

(Fisher Score and ReliefF methods) were used to select 500 important genes, and SVM was 
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used to classify the important genes. The Fisher Score method demonstrated better results 

compared with the ReliefF method. The selected genes obtained from the Fisher Score 

method were then used in the second phase (wrapper step). Next, the EPO algorithm, 

with the aid of a local search strategy, was used to enhance the optimal genes. The pro-

posed method was classified using SVM on seven binary and multiclass microarray da-

tasets. The proposed method obtained the highest classification accuracy compared with 

other methods. However, the proposed method is computationally expensive and com-

plex. 

Vijay and GaneshKumar (2018) [79] developed a Hybrid Stem Cell (HSC) method for 

Fuzzy classification based on microarray cancer data. AC optimization and novel adap-

tive stem cell optimization (ASCO) were proposed. In the initial step, the mutual infor-

mation (MI) approach was employed to select the useful and relevant genes. Five micro-

array datasets were used to analyze the performance of the proposed method. The classi-

fication accuracy was compared to other fuzzy classification methods. The hybrid colony 

algorithm (HCA) accuracy was compared with other fuzzy-based classification systems 

(e.g., HCA), and the fuzzy classification was combined with bio-inspired systems such as 

PSO and GA. The findings showed that high classification accuracy was achieved com-

pared with other methods. 

Alshamlan (2018) [80] proposed a new hybrid bio-inspired FS algorithm for microar-

ray data classification. The proposed method combined a CFS filter and the ABC algo-

rithm. This hybrid method was named Co-ABC. In the initial step, the CFS filter method 

was used to remove fussy and unnecessary data from the high dimensional features of 

the microarray data. The resulting filtered gene subset was then classified using an SVM 

classifier for use in the wrapper method (ABC). The objective was to minimize the com-

putational cost to be applied in the ABC algorithm by selecting a high number of informa-

tive genes. Six binary and multiclass microarray data were evaluated using the proposed 

method. The experiment was repeated 30 times and the proposed method was compared 

to PSO and GA with the same classifier. The proposed method outperformed other meth-

ods, where five datasets achieved 100% accuracy with a minimum number of selected 

genes. 

Motieghader et al. (2017) [81] proposed a hybrid comprising Learning Automata 

(LA) and GA (GALA). The proposed LA filter method was based on penalty and reward 

learning rules. The gene selection was determined based on the rewards and penalties. 

GA was then used to determine the best gene subset. Six binary and multiclass datasets 

were applied to evaluate the efficiency of this method. An SVM classifier was used in their 

study. The proposed method was tested 40 times independently. The proposed method 

yielded remarkable classification accuracy compared to other existing methods with a 

minimum number of selected genes. 

Aziz et al. (2017) [82] proposed a hybrid method comprising an independent ICA 

filter with an ABC wrapper approach to select genes from the microarray cancer data. In 

the first stage, the ICA filter method was used to reduce the feature vector of the microar-

ray data. In the second stage, the ABC search algorithm was used to determine the optimal 

gene subset. The aim of the hybrid ICA-ABC approach was to optimize the feature vectors 

of the microarray data. Six microarray datasets were used to evaluate the proposed 

method. The proposed method was compared with the minimum Redundancy Maximum 

Relevance (mRMR) filter method and other bio-inspired optimizers such as GA and PSO. 

The fitness of the selected genes obtained from the hybrid method was evaluated using 

an NB classifier and LOOCV. The results demonstrated that the hybrid ICA-ABC FS 

method was able to produce a small gene subset compared to other methods in the liter-

ature. 

Mohamed et al. (2017) [83] proposed a combination of enhanced mRMR and CS to 

classify microarray drug response and cancer data (mRMR-CS). The objective of the pro-

posed method was to select the best gene rank by dividing the dataset into training and 

testing data and to reduce the high dimensional space of the microarray data. The results 
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from the filter score were applied in the following bio-inspired methods: PSO, CS, and 

ABC. The SVM and KNN classifiers were implemented on the selected genes using 10-

fold cross-validation. Four binary microarray cancer data were used to evaluate the pro-

posed method. The findings indicated that the hybrid of the mRMR-CS FS method out-

performed other methods with a minimum number of selected genes. 

Salem et al. (2017) [84] proposed a hybrid method comprising IG and standard GA 

(IG-SGA) for the selection of genes in the microarray cancer data. The IG filter method 

was initiated to choose the significant genes from the microarray data. The IG threshold 

was introduced to control the classification accuracy and set the number of relevant genes. 

Next, SGA was employed to reduce the number of features (genes) attained from the filter 

method. The proposed method was applied to seven binary microarray datasets using a 

genetic programming (GP) classifier and a 10-fold cross-validation process. The results 

showed that the proposed method achieved high classification accuracy, with two da-

tasets achieving 100% accuracy. 

Alshamlan et al. (2015) [85] proposed a novel hybrid method of gene selection, 

namely, mRMR-Genetic Bee Colony (GBC). The GBC algorithm was a hybrid of GA and 

the ABC algorithm. In the proposed GBC, GA operations were hybridized with ABC for 

the onlooker bee (crossover operation) phase and the scout bee (mutation operation) 

phase. During the wrapper phase (gene selection), the GA parameters were combined 

with the ABC algorithm based on the crossover operation (onlooker bee) and the mutation 

operation (scout bee). For the filter method, the mRMR method was used in conjunction 

with the SVM classifier [86] to select a set of computed genes, demonstrating 100% accu-

racy. The performance of the proposed algorithm was validated on six binary and mul-

ticlass microarray datasets. The classification accuracy of each dataset was examined us-

ing the SVM classifier. The proposed algorithm was compared with other bio-inspired 

methods using similar filter methods, namely, mRMR-ABC, mRMR-GA, and mRMR-

PSO. The results showed that five datasets achieved 100% accuracy. 

In another work, Alshamlan et al. (2015) [87] proposed a hybrid FS algorithm based 

on mRMR with the ABC algorithm (mRMR-ABC). The mRMR filter method was applied 

during the initial step to reduce the irrelevant and redundant genes. Next, the mRMR was 

applied in the SVM classifier to produce a gene set that generated an accuracy of 100%. 

Most of the informative genes were notified by the development of the ABC algorithm on 

the dataset produced from the filter step. The classification accuracy of the proposed al-

gorithm was validated using the SVM classifier. The proposed algorithm was bench-

marked with a similar filter method and two different bio-inspired algorithms, namely, 

mRMR-GA and mRMR-PSO. The results indicated that the mRMR-ABC methodology 

achieved 100% accuracy in five datasets. 

Chuang et al. (2011) [88] developed a novel gene selection hybrid method, which 

combines CFS and Taguchi GA (CFS-TGA). The proposed FS method was conducted in 

two steps (filter method, followed by the wrapper method). In the first step, the CFS filter 

method was applied to remove the insignificant features. In the second step, the TGA 

procedure was applied to the resulting features to select only the best gene subset. The 

TGA was a hybridization of the Taguchi method and GA, where the Taguchi method was 

included during the crossover and mutation process of the GA procedure. GA was used 

as a local search algorithm to choose features for the crossover operation. The classifica-

tion accuracy of the proposed method was tested using the KNN classifier on the binary 

and multiclass datasets. The proposed results were compared to the benchmark methods 

in this literature review. The results of the proposed method showed high classification 

accuracy compared to other methods. 

Sharbaf et al. (2016) [89] proposed a hybrid (filter-wrapper) FS method (CLA-ACO). 

During the filter step, the genes were ranked using the Fisher Criterion as the filter method 

to reduce the complexity of the search region in the microarray data space. Following this, 

the best genes obtained from the filter step were applied during the wrapper step. Cellular 

LA and AC optimization were used for the wrapper method. CLA is a learning algorithm 
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based on the penalty and reward concept. Both parameters were conducted to progress 

the CLA-ACO framework in attaining the best target features and interacting with one 

another. The resulting gene subset from the wrapper FS was classified using SVM, NB, 

and KNN. Four binary and multiclass microarray datasets were used to evaluate the per-

formance of the proposed method. Moreover, the proposed method was compared to four 

different methods, namely, T-test, IG, Fisher Score, and Z-score. The proposed method 

outperformed other existing methods with a small number of selected genes.
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Table 3. Comparison of hybrid-based optimization algorithms for the classification of the other types of cancer. The symbol “-“ means no data available. 

Item Studies 

Hybrid Based Optimization 

Method 
Classification 

Method 

No of Selected 

Genes 

Percentage of 

Selected Genes 

(%) 

No of Genes 

Classification  

Accuracy Dataset Associated 

with Cancer for 

Possible Diagnosis Filter Method 

Wrapper-Based 

Optimization 

Method 

(%) 

1 [46] Pasi Luukka WOA SVM 

21 1.05 2000 100 Colon 

25 1.08 2308 100 SRBCT 

30 0.421 7129 100 Leukemia 

37 0.295 12,534 100 11_Tumors 

22 0.402 5470 100 DLBCL 

2 [69] SLI GA KNN 

29 0.407 7129 99.97 CNS 

11 0.55 2000 100 Colon 

29 0.407 7129 99.99 Leukemia 

3 [70] SNR PSO KNN 

- - 7070 99.47 DLBCL 

- - 8280 94.62 Leukemia 

- - 12,533 100 Prostate 

- - 12,625 100 CML 

- - 2000 98.81 Colon 

4 [71] 
Spearman Cor-

relation 
PSO SVM 

18 0.9 2000 92 Colon 

44 0.617 7129 97 CNS 

6 0.084 7128 100 DLBCL 

23 0.323 7129 100 Leukemia 

3 0.024 12,533 100 Lung 

9 0.086 10,509 97 Prostate 

6 0.26 2308 100 SRBCT 

5 [72] IG KH 

  17 0.85 2000 96.47 Colon 

  14 0.196 7129 90.34 CNS 

  4 0.056 7129 100 ALL-AML 

  23 0.183 12,601 96.12 Lung 

  3 0.0198 15,154 100 Ovarian 
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  8 0.112 7129 100 ALL-MLL3 

KNN 15 0.21 7129 99.44 ALL-MLL4 

  11 0.087 12,582 99.72 MLL 

  6 0.26 2308 100 SRBCT 

  12 0.6 2000 96.06 Colon 

  16 0.224 7129 92.78 CNS 

  4 0.056 7129 100 ALL-AML 

  20 0.159 12,601 95.98 Lung 

  4 0.026 15,154 100 Ovarian 

  8 0.112 7129 98.89 ALL-MLL3 

SVM 15 0.21 7129 97.53 ALL-MLL4 

  13 0.103 12,582 99.31 MLL 

  7 0.303 2308 98.65 SRBCT 

  12 0.6 2000 90.97 Colon 

  12 0.168 7129 82.5 CNS 

  14 0.196 7129 98.94 ALL-AML 

  3 0.024 12,601 73.58 Lung 

NB 10 0.066 15,154 99.82 Ovarian 

  12 0.168 7129 92.31 ALL-MLL3 

  3 0.042 7129 77.33 ALL-MLL4 

  20 0.159 12,582 90.97 MLL 

  21 0.91 2308 93.15 SRBCT 

6 [73] IG GA SVM 

1706 13.61 12,533 100 Lung 

2844 18.77 15,154 95.05 Ovarian 

29 0.407 7129 92.86 CNS 

7 

  

F-Score FA SVM 

15 0.75 2000 94.3 Colon 

[74] 2 0.03 7129 100 Lung 

  5 0.07 7129 100 Leukemia-1 

  8 0.35 2308 100 SRBCT 

  10 0.14 7129 97.8 Leukemia-2 

8 [75] Fisher Score SSA KELM 

3 0.04 7129 99 Leukemia 

5 0.25 2000 95.5 Colon 

4 0.03 15,154 100 Ovarian 
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4 0.06 7129 99.38 ALL-AML-3 

3 0.07 4026 99.71 Lymphoma-3 

7 0.3 2308 100 SRBCT 

5 0.04 12,600 98.9 Lung 

9 

  

ICA ABC 

NB 

16 0.8 2000 98.17 Colon 

[76] 12 0.17 7129 98.18 Acute 

  16 0.13 12,600 98.38 Prostate 

  9 0.07 12,625 94.39 High-grade glioma 

  24 0.19 12,533 92.76 Lung Cancer II 

  15 0.21 7129 97.12 Leukemia-2 

  

SVM 

15 0.75 2000 97.09 Colon 

  13 0.18 7129 96.72 Acute 

  13 0.103 12,600 97.2 Prostate 

  14 0.11 12,625 93.21 High-grade glioma 

  22 0.18 12,533 95.23 Lung Cancer II 

  19 0.27 7129 96.43 Leukemia-2 

10 

 

ANOVA FOA SVM 

4 0.06 7129 98.57 Leukemia-2 

[77] 3 0.15 2000 96.9 Colon 
 4 0.03 15,154 100 Ovarian 
 4 0.06 7129 98.55 Leukemia-3 
 3 0.07 4026 99.87 Lymphoma-3 
 5 0.22 2308 97.77 SRBCT 
 4 0.03 12,600 94.56 Lung cancer-5 

11 

  

Fisher Score 

and ReliefF 
EPO SVM 

7 0.1 7129 98.82 Leukemia 

[78] 8 0.4 2000 96.44 Colon 

  5 0.03 15,154 100 Ovarian 

  8 0.11 7129 97.66 ALL-AML-3 

  6 0.15 4026 99 Lymphoma-3 

  6 0.26 2308 98.91 SRBCT 

  5 0.04 12,600 92.45 Lung-5 

12  [51] ReliefF GSA NB 

5 0.25 2000 95.02 Colon 

9 0.13 7129 100 
Central Nervous 

System 
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5 0.07 7129 100 ALL-AML 

9 0.07 12,533 100 Lung 

4 0.03 15,154 100 Ovarian 

13 [53] MIM GA 

  9 0.45 2000 98.89 Colon 

ELM 7 0.17 4026 99.07 DLBCL 

  8 0.11 7129 99.14 Leukemia 

  7 0.3 2308 100 SRBCT 

  13 0.1 12,600 96.34 Lung 

SVM 

- - 2000 89.31 Colon 

- - 4026 97.07 DLBCL 

- - 7129 92.67 Leukemia 

- - 2308 96.79 SRBCT 

- - 12,600 85.96 Lung 

  - - 2000 85.97 Colon 

KNN - - 4026 95.3 DLBCL 

  - - 7129 89.79 Leukemia 

  - - 2308 95.23 SRBCT 

  - - 12,600 87.78 Lung 

14 [52] CFS PSO NB 

4 0.2 2000 94.89 Colon 

10 0.14 7129 95.84 
Central nervous sys-

tem 

4 0.06 7129 100 ALL-AML 

10 0.08 12,533 100 Lung 

3 0.02 15,154 100 Ovarian 

6 0.08 7129 100 ALL-AML-3 

20 0.28 7129 97.63 ALL-AML-4 

24 0.6 4026 100 Lymphoma 

30 0.24 12,582 100 MLL 

34 1.47 2308 100 SRBCT 

15 [79] 
Mutual Infor-

mation 
AC 

Fuzzy - - 2000 100 Colon 

System - - 7129 100 Leukemia 

  - - 12,600 90.85 Prostate 

16 [80]  ABC  9 0.45 2000 96.77 Colon 



Symmetry 2022, 14, 1955 26 of 36 
 

 

CFS SVM 3 0.04 7129 100 Leukemia1 
  2 0.03 7129 100 Lung 
  4 0.17 2308 100 SRBCT 
  2 0.05 4026 100 Lymphoma 
  6 0.08 7129 100 Leukemia2 
 

GA 

 8 0.4 2000 90.32 Colon 
  24 0.34 7129 100 Leukemia1 
  20 0.28 7129 100 Lung 
  38 1.65 2308 100 SRBCT 
  17 0.42 4026 100 Lymphoma 
  36 0.5 7129 100 Leukemia2 
 

PSO 

 7 0.35 2000 91.94 Colon 
  15 0.21 7129 100 Leukemia1 
  5 0.07 7129 100 Lung 
  35 1.52 2308 100 SRBCT 
  - - 4026 - Lymphoma 
  - - 7129 - Leukemia2 

17 

  

MIM GA ELM 

7 0.1 7130 97.62 Leukemia 

[27] 19 0.95 2000 89.09 Colon 

  93 0.74 12,600 97.69 Prostate 

  3 0.02 12,535 97.8 Lung 

  30 1.3 2309 95.8 SRBCT 

18 [81] LA GA SVM 

8 0.4 2000 100 Colon 

2 0.03 7129 100 ALL_AML 

6 0.26 2308 99.94 SRBCT 

3 0.02 12,582 95.71 MLL 

10 0.17 5727 89.15 Tumors_9 

10 0.08 12,534 85.23 Tumors_11 

19 [82] ICA ABC NB 

16 0.8 2000 98.14 Colon 

12 0.17 7129 98.68 Leukemia 

16 0.13 12,600 98.88 Prostate 

12 0.1 12,625 94.22 Glioma 

24 0.19 12,533 92.45 Lung 
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15 0.21 7129 97.33 Leukemia-2 

PSO 

20 1 2000 91.17 Colon 

19 0.27 7129 95.81 Leukemia 

32 0.26 12,600 93.21 Prostate 

23 0.18 12,625 91.11 Glioma 

41 0.33 12,533 89.19 Lung 

40 0.56 7129 97.13 Leukaemia-2 

GA 

18 0.9 2000 93.38 Colon 

17 0.24 7129 96.76 Leukemia 

27 0.21 12,600 95.32 Prostate 

18 0.14 12,625 95.23 Glioma 

27 0.22 12,533 91.68 Lung 

35 0.49 7129 94.12 Leukemia-2 

20 [83] mRMR CS 

KNN 

8 0.11 7129 71.43 Central Nervous 

82 4.1 2000 85.48 Colon 

206 2.89 7129 100 Lung 

8 0.06 12,600 71.43 Prostate 
 8 0.11 7129 71.43 Central Nervous 

SVM 335 16.75 2000 87.1 Colon 
 333 4.67 7129 100 Lung 
 8 0.06 12,600 71.43 Prostate 

21 [26] 
Laplacian or 

Fisher Score 
GA 

KNN 

- - 2308 91.6 SRBCT 

- - 4026 97.9 DLBCL 

- - 7129 97.2 Leukemia 

- - 12,600 95.6 Prostate 

SVM 

18 0.78 2308 100 SRBCT 

9 0.22 4026 100 DLBCL 

15 0.21 7129 100 Leukemia 

14 0.11 12,600 96.3 Prostate 

NB 

- - 2308 89.2 SRBCT 

- - 4026 95.8 DLBCL 

- - 7129 93.1 Leukemia 

- - 12,600 93.4 Prostate 
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22 [84] IG GA GP 

3 0.04 7129 97.06 Leukemia 

60 3 2000 85.48 Colon 

38 0.53 7120 86.67 Central nervous sys 

11 0.38 2880 74.4 Lung-Ontario 

9 0.13 7129 100 Lung-Michigan 

110 1.54 7129 94.8 DLBCL 

26 0.21 12,600 100 Prostate 

23 [55] SU HS NB 

26 0.36 7129 100 ALL-AML 

9 0.45 2000 87.53 Colon 

17 0.24 7129 81.42 CNS 

9 0.22 4026 100 Lymphoma 

12 0.08 15,154 99.65 Ovarian 

37 1.6 2308 99.89 SRBCT 

24 

 

mRMR GBC SVM 

10 0.5 2000 98.38 Colon 
 4 0.06 7129 100 Leukemia-1 

[85] 4 0.06 7129 100 Lung 
 6 0.26 2308 100 SRBCT 
 4 0.1 4026 100 Lymphoma 
 8 0.11 7129 100 Leukemia-2 

25 [87] mRMR ABC SVM 

15 0.75 2000 96.77 Colon 

14 0.19 7129 100 Leukemia-1 

8 0.11 7129 100 Lung 

10 0.43 2308 100 SRBCT 

5 0.12 4026 100 Lymphoma 

20 0.28 7129 100 Leukemia-2 

26 [56] 

Statistical 

GA SVM 

8 0.4 2000 100 Colon 

X2 test 8 0.35 2308 100 SRBCT 
 5 0.07 7129 100 ALL/AML 
 6 0.15 4026 100 DLBCL 
 26 0.16 16,306 87.04 GCM 

27 [88] CFS GA KNN 

24 0.42 5726 90.5 9_Tumors 

137 1.09 12,533 100 11_Tumors 

53 0.35 15,009 74.39 14_Tumors 
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44 0.74 5920 99.45 Brain_1 

33 0.32 10,367 100 Brain_2 

22 0.41 5327 100 Leukemia-1 

35 0.31 11,225 100 Leukemia-2 

195 1.55 12,600 98.42 Lung 

29 1.26 2308 100 SRBCT 

24 0.23 10,509 99.22 Prostate 

17 0.31 5469 100 DLBCL 

28 

 

Fisher Criterion AC 

NB 

5 0.07 7129 97.6 
ALL-AML Leuke-

mia 

[89] 6 0.05 12,600 99.1 Prostate 
 12 0.1 12,582 98.95 MLL 
 12 0.17 7129 86.3 ALL-AML-4 

 

SVM 

2 0.03 7129 95.95 
ALL-AML Leuke-

mia 
 14 0.11 12,600 98.35 Prostate 
 - - 12,582 - MLL 
 - - 7129 - ALL-AML-4 

 

KNN 

3 0.04 7129 95.95 
ALL-AML Leuke-

mia 
 9 0.07 12,600 99.4 Prostate 
 18 0.14 12,582 97.55 MLL 

  15 0.21 7129 80.99 ALL-AML-4 
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6. Analysis and Discussion 

The key works reviewed in this literature review are tabulated in Tables 2 and 3. In 

summary, the number of microarray features is significantly large with a small sample 

size. The pre-processing step is essential prior to the feature selection and classification 

process. The pre-processing method will help eliminate noisy, nonessential features. The 

hybrid filter-wrapper methods are discussed using several machine learning approaches. 

Based on the results, only the fittest genes are selected to be classified from the thousands 

of differentially expressed genes. 

Based on this literature review, GA and SVM are the most widely applied wrapper 

and classifier, respectively. Furthermore, both methods have demonstrated excellent per-

formance by yielding a small number of selected genes when used for microarray classi-

fication problems. 

Figure 3 shows the accuracy and number of selected genes obtained from the hybrid 

(filter-wrapper) methods on the BC data reviewed here. The hybrid methods are observed 

to be able to achieve good accuracy within the range of 80–100% and significantly reduce 

the number of features used for classification. 

 

Figure 3. Performance of hybrid (filter-wrapper) methods for BC classification. 

Figure 4 shows the metaheuristic algorithm used in the hybrid method reviewed. 

Based on this literature review, GA is the most widely applied wrapper method in this 

literature review, followed by both GSA and PSO. The works using GA, GSA, and PSO 

have reported accuracies of 100%, with a very small number of genes selected. 
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Figure 4. Frequency of use of wrapper-based metaheuristic methods. 

Moreover, SVM is the most popular and widely applied classifier, as shown in Figure 

5. This is followed by NB and KNN. SVM is useful and works well in supervised classifi-

cation problems [86], giving high accuracy when solving linear and nonlinear problems 

of large datasets. 

 

Figure 5. Frequently used classifiers in BC classification. 

7. Future Trends 

In this section, we discuss the prospective trends of human genome analysis and its 

significance in machine learning research. 

7.1. Understanding the Biological Associated Genes Using Intelligent Systems 

To date, intelligent systems play an important role in assisting advanced applications 

of medical data diagnosis beyond patient stratification. For instance, the prediction of BC 

survival using biological-associated genes can aid in identifying gene mutations with bet-

ter classification accuracy. The BC-related genes can be used for drug treatment and, in-

directly, this will help to recover patients’ health and reduce the possibility of relapse. 
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7.2. Genome Data Will Exponentially Increase 

Currently, the major challenge of intelligence systems in microarray classification is 

the small number of samples. On the other hand, the number of genes varies according to 

their traits and characteristics produced, and the number of genes is exponentially increas-

ing and constantly evolving. However, it has been reported that by 2026, the genome da-

tabase will generate and analyze up to two million genome sequences, including data 

from the clinical trials of hundreds of thousands of patients [90]. This brings enormous 

possibilities and advancements for both intelligent systems and machine learning ap-

proaches. Therefore, if handled properly, the problem with the framework and dealing 

with large datasets can be solved. 

7.3. Comprehensive and Delicate Approaches for the Discovery of Potentially Clinically Relevant 

Genes 

Genomic research is conducted to discover and develop new potential drugs and tar-

geted therapies [91]. Intelligent systems are considerably useful, and these systems can be 

used to deal with large-scale databases because they will speed up the time they receive 

from knowledge or learning into human insight. Eventually, the progression of intelligent 

systems can be used to acknowledge the data used to gain knowledge or understanding 

of the disease. The advancement of intelligent systems and the wide range of applications 

in this area have proven that the human genome database can be analyzed to discover 

new genetic variants. Hence, intelligent methods can help us understand genetic varia-

tions to diagnose diseases (benign or malignant cancer) and their clinical significance. This 

indicates that there are always opportunities to search for new methods as well as com-

bining the genome data produced from the genomic analysis, including differentially ex-

pressed genes of human or animal phenotypes to discover novel, potential target genes 

based on the findings of state-of-the-art methods. 

7.4. Stratifying the Studies Related to the Transcription of Genetic Codes into Messenger RNA 

Intelligent systems can be extended across various -omics studies, such as tran-

scriptomics, genomics, and other biological terms that end with the suffix -omics. Tran-

scriptomics, for instance, transfers gene codes into messenger RNA (mRNA) with a 

unique identifier and name that can be used to discover and map the gene network and 

its relationship for better prognosis and treatment. 

7.5. RNA-Seq, Leading to Extensive and More Complex Bioinformatic Analysis 

The latest approach to gauge microarray gene expression that is slowly replacing mi-

croarrays uses fast technology that results in highly intensive computational analysis with 

longer analysis times. However, RNA-Seq technology has its own limitations such as less 

standardized protocols, and the file sizes are larger than the microarray data. However, 

the drawbacks of RNA-Seq technology are being gradually being improved, especially for 

cancer research and gene expression profiling. 

These five prospective areas can benefit from intelligent FS techniques. Therefore, 

studies pertaining to the enhancement of FS methods, including hybrid-based FS, are a 

relevant and important research domain. 

8. Conclusions 

There are numerous advantages to using microarray data for gene expression profile 

research. Cancer classification is one of the most important uses of microarray data anal-

ysis. The large dimensionality of gene expression data and, additionally, the datasets often 

being asymmetrical, where the number of samples from different classes are not balanced, 

make it difficult to perform analysis. A feature selection method is the best way to deal 

with these issues. Based on the literature review, many extensive experiments have been 

conducted over the years to automate the analysis of microarray data. In this paper, we 
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have reviewed studies pertaining to the feature selection of microarray data, with an em-

phasis on metaheuristic-based hybrid methods. Hybrid methods combine two or more 

feature selection methods such as filter and wrapper methods to achieve better feature 

selection. In microarray data processing, many hybrid algorithms using metaheuristic 

methods as a wrapper methodology have been employed for gene selection and cancer 

classification [92]. We may conclude that the genetic algorithm GA is the most commonly 

used wrapper approach in the literature, whereas SVM is the most frequently used in this 

review. 

The latest and highly cited WOA algorithm was used as the wrapper method in FS 

for microarray data classification. The emerging study trend on WOA is predicted to con-

tinue in the future. Therefore, in future work, we intend to apply a hybrid FS algorithm 

based on WOA and GA (most widely applied) as the wrapper method to identify the most 

significant genes in various high-dimensional BC microarray datasets. 

The outcome of a robust FS method will benefit and help in screening and diagnosing 

human disease classification by providing accurate and high classification accuracy with 

a small number of selected genes. With this review, we hope that this will aid other re-

searchers to identify suitable FS techniques for their work or to identify gaps in this field 

as well as areas for further improvement. 
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