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Remote health monitoring frameworks gained significant attention due to their real intervention and treatment standards. 
Most conventional works object to developing remote monitoring frameworks for identifying the disease at the earlier stages 
for an appropriate diagnosis. Still, it faced the problems with complexity in operations, increased cost of resources, 
misprediction results, which requires more time consumption for data gathering, and reduced convergence rate. Hence, the 
proposed work intends to design a machine learning based remote health monitoring framework for predicting heart disease 
and diabetes from the given medical datasets. In this framework, the Industry based smart devices are used to gather the 
health information of patients, and the obtained information is integrated together by using different nodes that includes the 
detecting node, visualization node, and prognostic node. Then, the medical dataset preprocessing is performed to normalize 
the attributes by identifying the missing values and eliminating the irrelevant qualities. Consequently, the Unified Levy 
Modeled Crow Search Optimization (U-CSO) algorithm is employed to select the optimal features based on the global 
fitness function, which helps increase the accuracy and reduce the training time of the classifier. Finally, the Most 
Probabilistic Guided Naïve Distribution (MP-ND) based classification model is utilized for predicting the label as to 
whether normal or disease affected. During an evaluation, two different datasets, such as PIMA and Hungarian, are used to 
validate and compare the results of the proposed model by using various performance measures. A Patients' health status can 
be monitored remotely for disease detection and proper diagnosis. 
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Introduction 
In order to keep people safe from health threats, 

public health monitoring is one of the most important 
and fundamental concerns.1 Heart disease and 
diabetes, which impact the nervous system and 
kidneys as well as the heart and kidneys, are now 
considered life-threatening disorders in the modern 
world. Most healthcare systems could benefit from 
using decision making tools for disease prediction and 
diagnosis because of poor quality treatments and 
inefficient clinical diagnosis.2,3 Because early disease 
detection helps to prevent people from contracting 
serious illnesses. Health gadgets, smart watches, 
smart mobile phones, and other devices can be 
used to monitor patients' health status4,5 via remote 
monitoring systems. There is a new remote health 
monitoring framework that uses advanced machine 
learning methods to predict different diseases. 
Patients' health status can be monitored remotely for 
disease detection and proper diagnosis in this paper.  

The major goal of the remote monitoring system is 
to ensure that patients receive the best possible care in 
the event of an emergency. In this study, an intelligent 
machine learning-based smart health framework is 
built, which helps to consolidate the patient data from 
smart devices for early detection of hazards and to 
keep healthcare practitioners updated with the current 
health information of the patient.6,7 In this structure, 
the patient's health data is gathered through the 
detection, visualization, and prognostic nodes to 
provide an alarm for healthcare personnel. Data 
imputation, optimization, and categorization can all 
be used in this workflow. In this case, data imputation 
is used to scale the data from medical datasets, which 
aids in the improvement of pattern quality. Once the 
data has been reduced in dimensionality, the feature 
selection can be carried out utilizing the innovative 
optimization technique. Finally, an advanced AI-
based machine learning technique can be used to 
accurately classify the given data.  

To obtain the health information of patients from 
the smart devices, three different nodes such as 
detecting node, visualization node, and prognostic 
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node have been utilized in this framework. To tune 
the given input datasets by eliminating the noise and 
normalizing the attributes, the dataset preprocessing is 
performed initially. 

The study is different from the existing ones in the 
following manner: 
 This system makes use of three separate nodes, 

such as a detection node, a visualization node, and 
a prognosis node, to gather patient health data 
from smart devices. 

 In the beginning, dataset preprocessing is used to 
refine the input datasets by removing noise and 
standardizing their properties. 

 Based on the global fitness, the features are 
selected using an algorithm called Unified Levy 
Modeled Crow Search Optimization (U-CSO). 

 It is possible to classify the output as normal or 
disease-affected using the Probabilistic Guided 
Nave Distribution (MP-ND). 

 Two prominent datasets, Hungarian and PIMA, 
are used to test the effectiveness of these 
techniques. 

 

Related Works 
In order to create a remote healthcare monitoring 

system for a variety of ailments, this part examines 
some of the usual research on data clustering, 
optimization, machine learning, and deep learning. 
According to their major features and functioning 
principles, the existing techniques are analyzed for 
their merits and drawbacks. 

Using machine learning, Gondalia et al.8 developed 
an IoT-based health monitoring system for soldiers in 
the military. The primary goal of this study was to 
locate soldiers who had been injured on the battlefield 
so that their health could be monitored. The GPS 
control and sensors like heart rate monitors were used 
to keep tabs on the soldiers' well-being (heartbeat and 
temperature). In addition, this study made use of the 
k-means clustering algorithm to examine the sensor 
data. Using sensor data, the clustering of features 
correctly predicted different types of movements like 
sitting, walking, or running in the event of wound or 
blast. For this reason, k-means clustering was not 
more suitable because of its lower efficiency, global 
clustering, and fluctuating starting partitions than any 
other method. It was Malasinghe et al.9 who presented 
a detailed survey for identifying the best method to 
construct a remote patient health tracking system.  
E-health systems' security challenges were also 
addressed, along with the relevant solutions. A better 

machine learning technique was used10 to design a 
new remote patient monitoring system. This system 
analyses the pilot data to see if wearable technology 
can be used to keep tabs on patients' health. A smart 
home health monitoring framework was created by 
Chatrati et al.11 to monitor patients with diabetes and 
high blood pressure remotely.  

In order to automate the transfer of patients' 
medical information to doctors, however, this project 
necessitates the creation of an appropriate graphical 
user interface. Based on data of heart rate and 
Electronic reports as well as chest sounds, Vitabile  
et al.12 used a smart health monitoring system to 
analyze psychological circumstances and health status 
of patients. In this case, medical data has been  
kept private and secure using the block chain 
methodology. This system's key selling point was its 
faster processing of large-dimensional data. Patients' 
health state could be predicted remotely using a 
machine learning method developed by Nair et al.13 In 
this case, the disease was predicted using the dataset's 
properties and a decision tree classification process. 
In addition, the division of feature models made it 
more capable of managing large datasets. It also has 
the ability to lessen generalization errors and over 
fitting errors. Still, this study relies on a series of 
computer procedures to forecast the classification 
labels. 

Older adults can now be monitored from afar using 
a multi-stationary technique developed by Li and 
colleagues.14 There are two different types of sensors 
employed to make the diagnosis in this framework: 
radar and sensors that can be worn by the patient. 
Filtering methods, wrapper methods, and embedded 
methods have all been used in this study to improve 
classification accuracy and speed up the process. In 
addition, the disease was predicted using KNN and 
SVM classification methodologies and the outcomes 
of these techniques were compared in terms of 
accuracy and processing time. It was determined 
through validation that the SVM model outperforms 
the KNN model in terms of performance. Patients' 
health status can be monitored remotely using the 
random forest classification technique developed by 
Kaur et al.15 At the time of medical crisis, the IoT-
based healthcare system was built to predict chronic 
diseases, such as diabetes. Classes such as KNN, 
linear SVM, decision tree and multilayer perception 
were evaluated and compared based on their 
performance in classifying different types of diseases 
using criteria such as accuracy, AUC, precision, and 
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recall. According to the findings, the random forest 
method surpasses the other methods in terms of 
improved detection precision.16  

An IoT-enabled architecture for remotely monitoring 
healthcare data via smart gateways was developed by 
Verma et al.17 The temporal health index can be used 
to analyze the patient's health data using the event-
triggering data transmission mechanism. Azimi  
et al.18 developed a hierarchical healthcare monitoring 
architecture using an edge-based deep learning 
methodology. The primary goal of this research is to 
increase the availability and accuracy of classification 
while monitoring real-time events. The healthcare 
provider could access the cloud server's medical data 
through the sensors attached to the network under this 
framework.20  

 

Proposed Methodology 
An advanced optimization and classification model 

for a remote health monitoring system is discussed in 
this section. It is the primary goal of this research to 
design an electronic health monitoring framework that 
can be used to link medical data collected from 
patients via their personal smart devices. Using this 
medical data, diabetes and heart disease risk can be 
anticipated in advance for patients to receive medical 
updates.21 In Fig. 1, we can see the suggested smart 
healthcare monitoring framework and its parts.  

IoT technology implements a patch-based real-time 
healthcare monitoring system. As the primary 
objective, we sought out a highly reliable eHealth 
architecture that would save both time and money. 
Data transmission could be established with a lower 
bit error rate using low power radio frequency 
technology in this case.22  

An analysis of the existing works shows that they are 
heavily focused on the development of remote 
healthcare systems for monitoring the health condition 
of patients using smart devices such as sensors, smart 
watches, and other intelligent gadgets. Nevertheless, the 
following drawbacks were encountered: 

System performance is reduced due to inefficient  
data transfer between sensors and storage components, 
as well as a high bit error rate and complexity in 
classification. 

The various sorts of nodes that can be found in this 
architecture are: 
1 Detecting node - The primary role of this node is to 

collect patient data from smart devices. Medical 
data is collected from multiple sources and 
combined into a single web portal for easy access.  

2 Visualization node - The machine learning 
classifier is used to predict the disease based on a 
subset of attributes derived from the patient data 
in the third node, the prognostic node. 

3 Prognostic node - preprocessing and standardization 
of data Features selected using  

• U-CSO (Unified Levy Modeled Crow Search 
Optimization). 

• MP-ND (Probabilistic Guided Naive Distribution) 
To begin, data pretreatment and normalization are 

carried out in order to enhance the dataset's quality by 
locating and removing any missing values and 
extraneous data. Because the outcomes of illness 
prediction are strongly dependent on dataset features, 
it is necessary to fine-tune the dataset to accurately 
detect and classify diseases. After that, a process 
known as feature scaling is used to uniformly scale 
the values of the dataset's properties. It is therefore 
necessary to use the U-CSO algorithm in order to 
reduce the number of features and improve 
classification accuracy. As a result, a classifier is 
trained with the specified attributes to better detect 
disease in patients with less computing complexity. 
Implementation: Integration is the key topic on this 
viewpoint. It presents the communication schemes, 
technologies, lifecycles to coordinate activities  
(usage viewpoint) and supportive of system 
capabilities (business viewpoint). i.e. technical 
representation. Standardization: a standard permit share 
of information across various enterprise levels – being 
that vertically or horizontally. Information share is 
possible between machines once there is a standard. 
Across employees the information standardization is 
important because every person cannot deliver the 
data as they want. The suggested methodology's flow 

 
 

Fig. 1 — Smart remote healthcare framework 
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of work, its related architecture and components is 
portrayed in Fig. 2. 

 
Dataset Normalization and preprocessing 

To begin, missing values are identified and 
unnecessary attributes are removed using dataset 
preparation and normalization techniques. Preprocessing 
a dataset includes replacing missing data and 
removing background noise, both of which contribute 
to an enhanced detection rate. The input dataset is 
first analyzed for the amount of data points in order to 
detect the missing attributes using the median value. 
To arrive at the median value, the data are sorted in 
ascending order. The approximated median value 
replaces the irrelevant qualities and missing values. 
Once the data has been cleaned up, it is time to 
execute data normalization, which involves 
converting all of the numbers to a 0–1 scale. The 
regression model is used to estimate the standard 
deviation for data standardization as in Eqs (1 & 2): 
 

𝑃  𝜌 𝜌 𝐷 𝜀  for 𝑖 1, 2 …𝑛 … (1) 
 

𝑃  𝜌 𝜌 𝐷 𝜀∗ … (2) 
 

By using these mathematical models, the residual 
value is computed. Where, P indicates the pair of 
data, 𝜌  and 𝜌  are defined as the least square values, 
D is the input data, and 𝜀  denotes the error value.  
The average values are estimated for the sample  
data by using the standard deviation as in Eq. (3): 
 

𝜇
∑

 … (3) 
 

where, 𝜎 indicates the standard deviation, 𝑇  
represents the input data and 𝐻  is the frequency of 
data. Consequently, the data normalization is performed 
as in Eqs (4 & 5): 

 

𝑀
∗

 … (4) 

𝑀
∗

 … (5) 
 

where, 𝑁  indicates the normalized data, 𝜀∗ is the 
residual value, and 𝜎  defines the variance. Then, this 
preprocessed data can be used for the optimization 
and classification processes.  
 

U-CSO based Feature Selection 
The suggested U-CSO algorithm is used to pick the 

best number of features from the dataset after 
preprocessing, which reduces the dimensionality of 
features. The primary goal of employing the U-CSO 
technique is to maximize the number of features used in 
training the classifier's database. Predictive and 
classification systems typically use feature selection 
techniques to improve overall prediction performance. 
The Levy flight and CSO mechanisms are incorporated 
into the optimization process here. Meta-heuristic 
optimization techniques such as the proposed U-CSO 
can be used to discover the best fitness function for 
picking the most appropriate features.22–26 The following 
are the primary advantages of utilizing this strategy: 
 Convergence speed has been increased Reduced 

dimensionality of features Training and testing a 
classifier takes only a few minutes.  

 Accuracy in classification Crows are often 
regarded as intelligent birds because of their 
propensity for food storage and concealment, as 
well as their large brains and long memories.  

 CSO optimization is also widely used in a variety 
of systems to deal with the complexities of multi-
objective optimization tasks. Reduced convergence 
rate of the CSO approach is a limitation of the 
technique due to its inadequate search capability 
and insufficient search space.  

 For this reason, the levy flight technique is added 
into the CSO algorithm in order to improve the 
overall convergence speed and accuracy. Because 
of this, less iterations are required to find the 
optimal fitness value when using U-CSO. A 
random number of crows are chosen to populate 
the first population Fn. The maximum number of 
iterations is m k, and the position of the crow with 
the dimensional searching space d and the 
iteration t is obtained by applying Eq. (6): 
 

𝐸𝑟 , 𝐸𝑟 , ,𝐸𝑟 , … 𝐸𝑟 ,  … (6) 
 

where, c = 1, 2 … 𝐹  and t = 1, 2 …𝑚 . In this 
model, each crow has the ability to evoke the location 
or position for hiding the food source, which 

 
 

Fig. 2 — Industry Architecture model for healthcare 
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accomplished before starting the next iteration as in 
Eq. (7): 
 

𝐾 , 𝑘 , ,𝑘 , … 𝑘 ,  … (7) 
 

Moreover, the crow can use the random path for 
safeguarding the food source from the other crow, 
which is represented the random path selection of 
optimization. In this integrated algorithm, the random 
path is identified by using the levy flight algorithm, 
where the searching probability is predicted for 
analyzing the behavior of crow. Let, consider that the 
random number 𝑊  is uniformly distributed between 
the range of 0 to 1, which is represented as in Eq. (8): 

 

𝑥 𝐿𝑒𝑣𝑦~𝑥 𝑎 , Where 1 𝜆 3 … (8) 
 

This operation is explained by using the following 
model: 
 

𝐷𝑟 ,
𝐷𝑟 , 𝑊 ∙ 𝐴𝑚 , ∙ 𝐵𝑒 , 𝐷𝑟 , 𝑊 𝐴𝑃

𝑅𝑎𝑛𝑑𝑜𝑚 𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 … (9) 

 
 

where, in Eq. (9), 𝐴𝑚 ,  defines the amplitude of crow 
c, 𝐵𝑒 ,  denotes the identified best possible solution of 
crow v, and 𝑊  is the random number. Finally, the 
memory vector is updated by using Eq. (10): 
 

𝐷𝑟 ,
𝐷𝑟 , 𝑖𝑓 𝑂 𝐷𝑟 ,  𝑖𝑓 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝐵𝑒 ,

𝐵𝑒 , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

 … (10) 
 

where, 𝑂 .  indicates the objective function. By using 
this value, the best optimal function is identified for 
selecting the features to train the classifier.  

 

Algorithm 1 — Unified Levy Modeled Crow 
Search Optimization (U-CSO) 

Input: Preprocessed Dataset; 
Output: Optimal selection of features; 
Step 1: Initialize the set of populations F , Number  
of crows N, maximum count for iteration m , 
dimensional searching space d and iteration t; 
Step 2: The population initialization with n number 
of crows with t iteration Cr , is represented in Eq. (1); 
Step 3: Then, the location or position of hiding food 
source by the crow c is estimated by using the Eq. (7); 
Step 4: Generate the random number between the 
range of [0, 1] by using the levy flight modeling as in 
Eq. (8); 
Step 5: Then, its random placement Cr ,  is updated 
by using Eq. (9); 

Step 6: Update the memory function according to the 
amplitude Am , , best possible solution Be , , and 
random number W . 
Step 7: Based on the objective function O . , the 
best optimal solution is computed for optimally 
selecting the number of features; 
 
MP-ND Classification 

Using the ideal collection of characteristics, the 
classifier is trained to enhance its accuracy and reduce 
processing time. To detect the disease from the given 
datasets, the MP-ND classification process is 
developed utilizing the optimal amount of selected 
features. Probabilistic mixture model based on 
Gaussian distribution used for labeling datasets. 
Maximized likelihood functions are used in this 
approach to pick the model parameters. In order to 
better forecast the class, the sample mean and 
covariance values are calculated during this step. 
Using this method, the data overtraining problem is 
effectively avoided while increasing robustness. 
Large dimensional datasets can be handled more 
quickly and with less error with this approach. This is 
due to the fact that the hyper parameter tweaking is 
done using zero mean and unit variance measurements. 
An initial calculation is made by using T Gaussian 
distributions, as in Eq. (11): 
 

𝑝 𝑜𝑝𝑡 |𝑐ℎ 𝑡 𝑁 𝑀𝑒 , Co  … (11) 
 

where, 𝑜𝑝𝑡  is the optimized dataset, 𝑐ℎ  indicates the 
current operating condition, 𝑀𝑒  is the mean value, 
and Co  defines the covariance. Also, there are T 
number of parameters used to define the feature space 
model of 𝑀𝑒 , Co , 𝑀𝑒 , Co … . 𝑀𝑒 , Co . 
Consequently, the statistical model of mixing 
properties is estimated by using Eq. (12): 
 

Θ 𝑀𝑒 , Co ,Γ , 𝑀𝑒 , Co ,Γ … 𝑀𝑒 , Co ,Γ   
 … (12) 
 

where, Γ  indicates the mixing proportions of class 
𝑡 ∈ 𝑆, Γ Γ ,Γ …Γ . Then, the normal inverse 
wischart distribution 𝑁𝐼𝑊 is computed based on the 
conjugate of distribution as shown in below Eq. (13): 
 

𝑝 𝑁𝑒 ,𝐶𝑜 𝑁𝐼𝑊 𝑛𝑘 , 𝑟 , 𝑞 ,𝑀𝑉  … (13) 
 

where, 𝑛𝑘  is the prior mean of 𝑁𝑒 , 𝑀𝑉  is the prior 
mean of 𝐶𝑜 , 𝑟  and 𝑞  indicates the strength of prior. 
Consequently, the identity matrix is constructed [ID  
ID] with the d dimensional vector, and the distribution 
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over the labelled space is denoted by using the model 
Eq. (14): 
 

𝑝 Γ 𝐷𝑖𝑟 𝜔 𝜔∏ Γ  … (14) 
 

where, the hyper parameters 𝜔 𝜔 , …𝜔  that is 
used to integrate the posterior probability of each 
class. Then, its equally weighted factor 𝜔 ,∀𝑡 is 

computed for each class, and the generative statistical 
model 𝑝 𝑐ℎ , 𝑜𝑝𝑡 ,Θ is also determined. Consequently, 
the labelled data 𝐿𝐷  is used to generate the initial 
number of classes 𝑇, where the model parameters are 
estimated by using the Bayesian function. Moreover, 
the posteriori probability is estimated and updated 
with the model parameters as shown in Eqs (15−19): 
 

𝑝 𝑁𝑒 ,𝐶𝑜 |𝑐ℎ 𝑡, 𝐿𝐷 𝑁𝐼𝑊 𝑛𝑘 , 𝑟 , 𝑞 ,𝑀𝑉   
 … (15) 
 

The parameters 𝑚𝑘 , 𝑟 , 𝑞 ,𝑀𝑉  are computed as 
follows: 
 

𝑗𝑘 𝑗𝑘 𝑜𝑝𝑡  … (16) 
 

𝑟 𝑟 𝑛 ℎ … (17) 
 

𝑞 𝑞 𝑛  … (18) 
 

𝐽𝑉 𝐽𝑉 𝐽𝑉 𝑟 𝑗𝑘 𝑗𝑘 𝑟 𝑗𝑘 𝑗𝑘  … (19) 
 

where, 𝑛  indicates the number of observations in the 
labelled data 𝐿𝐷 , and 𝑜𝑝𝑡  defines the sample mean 
with the label t. Then, the sum of square matrix 
computed for each class t is shown in Eq. (20): 

 

𝑁𝑉 ∑ 𝑜𝑝𝑡 𝑜𝑝𝑡ℎ  … (20) 
 

The posterior probability is estimated based on the 
categorical distribution of the dirichlet function as 
shown in Eq. (21): 
 

𝑝 Γ|𝐿𝐷 ∝ ∏ Γ ℎ
ℎ ℎ

ℎ  … (21) 
 

According to the posteriori distribution function, 
the Bayes rule is applied to predict the classified label 
from the given data as in Eq. (22): 

 

𝑝 𝑐ℎ 𝑡 𝑜𝑝𝑡 , 𝐿𝐷
| ℎ , ℎ |

|
 … (22) 

 

By using this model, the classified label is 
predicted as whether normal or disease affected. The 
major benefits of using this mechanism are as 
follows: 

 Requires minimum amount of time for training 
and testing the models. 

 Minimized computational complexity. 
 Increased detection efficiency and accuracy. 
 Ensured reliability and scalability. 
 
Results and Discussion 

This section validates the results of both existing 
and proposed remote disease detection methodologies 
by using various evaluation metrics, where the 
MATLAB simulation tool is utilized to obtain the 
results. For this analysis, the diabetics and heart 
disease detection datasets are used, which includes 
Hungarian and PIMA (Indian Diabetes Database) 
(Indian Diabetes Database). The Hungarian dataset 
comprises 76 attributes, in which some of the 
essential attributes are listed in Table 1. The Fig. 3 
shows the confusion matrix of the heart disease 
dataset with respect to the classes of 0 and 1. Based 
on the results, it is analyzed that the proposed 
mechanism accurately predicts the classes with 
increased TPR.  

 
 

Fig. 3 — Confusion matrix for Hungarian dataset, Training and 
Testing 
 

Table 1 — Hungarian dataset description 

Attributes Description 

Age Young, medium, old or very old 
Gender Male and female 
Maximum Heart Rate (MHR) Low, medium, high or very high 
Chest Pain (CPT) Type 1- typical 

Type 2 – Atypical 
Type 3 – Non-anginal 

Type 4 – Asymptomatic 
Resting Blood Pressure (RBP) Low, medium, high or very high 
Blood sugar (FBS) BS > 120 mg/dl 
Serum Cholesterol (SCH)  Low, medium, high or very high 
Major vessels (VCA) Major vessels (0 to 3) 
Thallium scan (TCA) Normal, fixed defect, and 

reversible defect 
Exercise Induced Angina (EIA) Yes – 1 

No – 0 
Depression Induced by 
Exercise (OPK) 

Low, Risk or Terrible 
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Similarly, the PIMA dataset is obtained from the 
machine learning repository, which holds 768 number 
of samples with 9 different feature attributes. Also, it 
comprises the patient information aging from 21 to 
81, and its attribute information are listed in Table 2. 

The existing and proposed classification techniques 
are compared in Table 3 based on the measures of 
precision, recall, accuracy, and f-measure. These 
parameters are extensively used in many detection/ 
classification application systems for analyzing the 
efficiency of methodologies. Also, the overall 
performance of classifier is highly depending on the 
improved values of these measures, which are 
calculated using Eqs (23−26): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  
 

 … (23) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
 

 … (24) 
 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑜𝑟 𝑇𝑃𝑅  
 

 … (25) 
 

𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒  
 

 … (26) 
 

where, PP – True Positives, NN – True Negatives, FF 
– False Positives, and NF – False Negatives. Based on 
the estimated results, it is analyzed that the proposed 
U-CSO-MP-ND outperforms the other approaches 
with increased precision, recall, accuracy, and f-
measure values.  

The Root Mean Squared Error (RMSE) and Mean 
Absolute Error (MAE) value of both existing and 
proposed classification techniques using the Hungarian 
dataset are compared in Table 4. These are the error 
measures calculated as shown in Eqs (27 & 28): 
 

𝑅𝑀𝑆𝐸  ∑ 𝑥 𝑥  … (27) 
 

𝑀𝐴𝐸  ∑ |𝑥 𝑥 | … (28) 
 

For example, x i is the actual value, and predicted 
value x I is the total number of observations. In 
comparison to the other methods, the proposed U-
CSO-MP-ND technique yields lower error outputs, as 
shown by the results. Therefore, by reducing error 
values through the use of normalization and feature 
selection processes, it is possible to train a classifier 
with the optimal features.27  

As shown in Table 5 the overall accuracy of 
existing and proposed classification techniques  
can be evaluated using the dataset from Hungary.  
The detection mechanism's overall efficiency and 
improved performance are typically evaluated by 
estimating the accuracy of the detection mechanism as 
a whole. There appears to be a clear advantage to the 
proposed method over the others in terms of accuracy 

Table 2 — PIMA dataset description 

Attributes Description 
No of pregnancies Numerical attribute 
Blood Pressure (BP) mmHg 
Age Young, middle, old or very old 

(in terms of years) 
BMI Body mass index 
Insulin mU/mL 
Glucose level Estimated in terms of mg/dL 
Skin type Mm 
Diabetes Pedigree Yes – 1; No – 0 
 

Table 3 — Accuracy, sensitivity, and specificity analysis using 
the Hungarian dataset 

Methods Precision  
(%) 

Recall  
(%) 

Accuracy  
(%) 

F-Measure 
(%) 

SVM 87.5 81.5 84.4 84.5 
LR 89.2 95.2 92.2 92.2 
MLP 93.3 85.3 89.3 89.3 
RF 87.4 87.4 87.3 87.4 
DT 84.6 77.7 77.6 77.6 
NB 88.8 78.5 83.4 83.4 
Ensemble DL 98.2 96.4 98.5 97.2 
Proposed 98 98.5 98.5 98 
 

Table 4 — RMSE and MAE using the Hungarian dataset 

Methods RMSE MAE 

SVM 0.39 0.15 
LR 0.22 0.11 

MLP 0.27 0.10 
RF 0.34 0.13 
DT 0.39 0.31 
NB 0.38 0.36 

Ensemble DL 0.21 0.12 
Proposed 0.13 0.9 

 

Table 5 — Overall accuracy analysis using Hungarian dataset 

Methods Overall accuracy 

GFLS 78.7 
Ensemble classifier 85.4 

Type 2 - FL 86 
Hybrid ML 88.4 

DL 89 
ANN 91 

Kernal RF 91 
MLP 92 

Fuzzy Diagnosis system 92.3 
DT 92.8 

ANFIS 94.1 
Ensemble DL 98.5 

Proposed 99 
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in this evaluation. The training model of the classifier 
is improved as a result of the optimal feature 
selection, resulting in an increased accuracy value. 

Using the PIMA dataset, Table 6 and compare the 
detection accuracy of the existing28 and proposed 
classification techniques. As shown by these results, 
the proposed PSND technique has a higher level of 
accuracy than the other techniques. 

On the basis of accuracy, precision, and recall, 
existing and proposed classification methods are 
compared in Table 6. With fewer iterations and higher 
convergence rates, a hybrid U-CSO algorithm is used 
in the proposed mechanism to find the best optimal 
solution and to select the most appropriate set of 
features. This information is used to train the 
classifier, which improves the system's accuracy, 
precision, and recall values, by a significant margin. 
 
Conclusions 

There is a new remote health monitoring framework 
that uses advanced machine learning methods to predict 
different diseases. Patients' health status can be 
monitored remotely for disease detection and proper 
diagnosis in this paper. For fusing medical data from 
sensors, a one-time authentication is used in this industry 
ready framework. As a result, the mobile application can 
directly access the cloud platforms to obtain the data it 
needs, thus eliminating the need for the user to enter 
their information. Patients' medical data obtained via 
mobile devices is stored in the Google Fit cloud for this 
purpose. In Google Fit, these different nodes are also 
used to incorporate medical information from various 
sources such as the visualization of node and the 
prognostication of node. Medical datasets are 
preprocessed and normalized at the beginning of disease 
prediction to improve the classifier's performance. In 
order to reduce the dimensionality and improve the 
classifier's accuracy, we then use the U-CSO algorithm. 
To detect the disease from the datasets, the MP-ND 

classification mechanism is implemented, which  
uses the optimal number of selected features, after 
optimization. Data sets such as PIMA and Hungarian are 
used to test the performance of the proposed model in 
order to validate results. As a result, the results are 
compared to the most recent state-of-the-art in terms of 
memory, accuracy, and precision; f-measure; error rate. 
Proposed outperforms other techniques in terms of 
performance, according to an evaluation. 
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