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Direct numerical simulations (DNS) are performed to study acoustic radiation in a quasi-two-dimensional nozzle

with two independent spatially evolving turbulent boundary layers with an edge Mach number of 6. The emphasis

of this work is to compare the radiated pressure fluctuations in a geometrically confined environment with those

radiated from a single wall in an unconfined setting. The boundary-layer profile of the rms pressure fluctuation

scaled by the mean shear stress at the wall is found to be in good agreement with prior flat-plate calculations at

similar conditions. However, the normalized rms pressure fluctuation within the freestream region is significantly

higher than that in the unconfined case, by a factor that is approximately equal to
���

2
p

. The application of two

different compressibility transformations to the computedmean velocity profiles indicates that, in comparisonwith

the van Driest transformation, the Trettel and Larsson transformation provides a better collapse with flat-plate

simulations over a broad range of Mach numbers. The DNS data also reveal that, in spite of displaying a strongly

non-Gaussian behavior inside the boundary layer, the radiated acoustic fluctuations in all thermodynamic

variables have a skewness of approximately 0.3, indicating a minor deviation with respect to Gaussian behavior.

Surface pressure fluctuations along the nozzle walls are not significantly impacted by the acoustic waves radiating

from the opposite wall.

Nomenclature

a = speed of sound, m∕s
Cf = skin-friction coefficient, dimensionless

Cpp = two-point correlation coefficient field, dimension-
less

cp = coefficient of specific heat at constant pressure,
J∕�K ⋅ kg�

H = shape factor defined as δ�∕θ, dimensionless
L = length of domain, m
M = Mach number, dimensionless
N = number of grid points, dimensionless
Pr = Prandtl number, dimensionless
p = pressure, Pa
R = ideal gas constant, J∕�K ⋅ kg�
Reδ� = Reynolds number based on displacement thickness

defined as ρ∞U∞δ
�∕μ∞, dimensionless

Reθ = Reynolds number based on momentum thickness
defined as ρ∞U∞θ∕μ∞, dimensionless

Reτ = Reynolds number based on shear velocity and wall
viscosity defined as ρwuτδ∕μw, dimensionless

T = temperature, K
Tr = recovery temperature defined as T∞�1�0.45�γ−1�

M2
∞�, K

Ts = Sutherland’s temperature, K
t = time, s
unit Re = unit Reynolds number defined as ρ∞U∞∕μ∞, 1∕m
�u; v;w� = streamwise, spanwise, and wall-normal velocity

components, m∕s
�x; y; z� = Cartesian coordinates, m
zn = wall-normal distance, m
zτ = viscous length defined as νw∕uτ, m
γ = specific-heat ratio defined as cp∕cv, dimensionless
δ = boundary-layer thickness, m
δ� = boundary-layer displacement thickness, m
θ = boundary-layer momentum thickness, m
κ = coefficient of thermal conductivity,W∕�m ⋅ K�
μ = dynamic viscosity, kg∕�m ⋅ s�
ρ = density, kg∕m3

Φ = power spectral density amplitude, Pa2∕Hz

Subscripts

M = Morkovin transform
rms = root mean square
TL = Trettel and Larsson transform
VD = van Driest transform
w = wall variable
∞ = freestream variable

Superscripts

0 0 = fluctuations arounddensity-weighted (Favre) averages
0 = fluctuations around standard (Reynolds) averages
� = semilocal unit
� = viscous unit based on conditions at streamwise loca-

tion of interest
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I. Introduction

T RANSITION from laminar to turbulent flow in a high-speed
boundary layer results in a sizable increase of the skin-friction

drag and heat flux. Uncertainties in transition prediction can have a
substantial impact on the design and performance of a hypersonic
vehicle, including weight, structure, and engine operability [1]. At
flight altitudes, transition is often initiated by linear instabilities of the
boundary-layer flow,which are excited via the receptivity of this flow
to its disturbance environment. Aerothermodynamic testing of high-
speed vehicles usually occurs in conventional or noisy wind-tunnel
facilities even though experimental measurements show these wind
tunnels produce an earlier onset of transition when compared to a
flight environment [2]. Low-disturbance (i.e., quiet) wind tunnels
mimic the in-flight transition characteristics, but they are limited in
size, Mach number, maximum freestream enthalpy, and quiet-flow
Reynolds number. Therefore, we need to better understand the dis-
turbance environment in a noisy high-speed wind tunnel, which
consists of acoustic, vortical, and entropy waves, along with partic-
ulates from the incoming flow.
Acoustic disturbances arise from turbulent eddies in the high-

speed boundary layers that develop along the wind-tunnel nozzle
walls [3], and as the freestreamMach number increases, the intensity
of these acoustic disturbances becomes much stronger. Therefore,
acoustic disturbances usually dominate the overall disturbance envi-
ronment (as opposed to vorticity or entropy disturbances) at Mach
numbers of 2.5 or higher [4–7]. We focus our attention on modeling
and understanding these acoustic disturbances to allow for a better
use of the high-speed transition data from conventional or noisy
facilities. Also, with an increased knowledge base of the different
receptivity mechanisms in high-speed boundary layers [8,9], it
becomes more important to characterize the details of this acoustic
field so that the receptivity theories may be applied to transition
prediction in conventional wind tunnels. This characterization would
also help with the process of extrapolating wind-tunnel measure-
ments to flight tests.
Direct numerical simulations (DNS) provide access to flow vari-

ables that cannot be easily measured [2,10] and can either solve or
bypass many other difficulties associated with experiments. Recent
work [11–14] has successfully used DNS to capture acoustic disturb-
ances radiating from high-speed turbulent boundary layers (TBLs)
over a flat plate at Mach numbers ranging from 2.5 to 14. These
simulations isolated the acoustic radiation from a single surface,
hence facilitating a comprehensive understanding of the overall dis-
turbance environment and its dependence on certain boundary-layer
parameters (such as edge Mach number, wall temperature, and local
Reynolds number). Direct numerical simulation has also been used to
investigate acoustic radiation from TBLs developing along the inner
walls of an axisymmetric nozzle [15] and a two-dimensional (2-D)
channel [16,17]. A more recent study [18] used DNS to assess the
impact of favorable pressure gradients due to streamline curvature on
a Mach 4.9 TBL.
There are several conventional hypersonic wind-tunnel facilities

that have a rectangular test section. One such facility is theNASA20-
Inch Mach 6 Wind Tunnel [19]. It is important to point out that
nonaxisymmetric wind tunnels have freestream disturbances that
represent the net effect of acoustic radiation from the boundary layers
along the four nozzlewalls and the corner flows in between them. The
spatiotemporal characteristics of freestream disturbances in a rectan-
gular test section are determined by the outcome of acoustic rever-
beration within the confined environment, and the nature of this
reverberation in a nonaxisymmetric nozzle is expected to be different
from that inside an axisymmetric wind tunnel. Our current research
effort summarizes and expands on the earlier works by Deegan et al.
[20] and Hildebrand et al. [21], which presented simulations of the
acoustic radiation in a quasi-2-D nozzle (similar to the convergent–
divergent nozzle from the NASA 20-Inch Mach 6 Wind Tunnel, but
without the two spanwise end walls). The current work will charac-
terize the hydrodynamic statistics in a hypersonic TBL over a tunnel
wall with mild streamwise curvature, investigate the dependence of
intensity and power spectral density of the freestream noise on the

number of TBLs, examine the influence of freestream noise on the
wall pressure fluctuations, and describe the spatial structures.
By diminishing the significant impact of the spanwise end walls

and the corners in between them on the acoustic noise generation and
reverberation processes, the simpler quasi-2-D flow configuration
provides a useful reference toward characterizing the effects of the
individual wind-tunnel nozzle walls on the disturbance environment.
From a strictly numerical standpoint, it provides a less expensive
means of fine-tuning the simulation process for the eventual fully
three-dimensional (3-D) simulation that includes the nozzle end
walls, and hence will enable comparisons with the experiments
performed in the NASA 20-Inch Mach 6 Wind Tunnel [19].
This paper is structured in the following manner. Section II dis-

cusses the flow configuration in detail. The governing equations
and numerical methods are described in Sec. III. Results from the
DNS are presented in Sec. IV, which includes comparisons with past
simulations while addressing the relative effects of having one or two
spatially evolving turbulent nozzle-wall boundary layers that radiate
noise.We conclude this paper in Sec. Vwith remarks and the outlook
for future research directions, including the fully 3-D simulation with
nozzle end walls.

II. Flow Configuration

In this work, we simulate turbulent high-speed flow in a quasi-2-D
configuration of a rectangular nozzle test section. Quasi-2-D refers to
the fact that instead ofmodeling the spanwise endwalls, we employ a
finite width spanwise domain with periodic boundary conditions.
Reynolds-averaged Navier–Stokes (RANS) equations are used to
simulate the converging and diverging nozzle test sections (refer to
Ref. [20] for details), whereas DNS is used only to simulate the
diverging section of thewind-tunnel nozzle. Because the nozzle cross
section is rectangular, there is no curvature in the spanwise direction,
and hence, it is nonaxisymmetric. Figure 1 depicts a slice along the
midspan location from the DNS solution, indicating the contours of
time-averaged Mach number and temperature. The computational
domain for the DNS starts at x � 0.305 m (i.e., slightly downstream
of the nozzle throat) and extends to the nozzle exit at x � 3.67 m.
This domain size captures the acoustic sources responsible for gen-
erating the freestream noise inside the nozzle test section. Additional
runs were performedwith the inflow at a farther downstream location
of x � 0.436 m, and the resulting statistics were practically the same
as those based on the current inflow location of x � 0.305 m, con-
firming the insensitivity of our DNS results to the selected inflow
location (refer to Hildebrand et al. [21]).
The flow conditions in this work are based on the operating range

of the NASA 20-Inch Mach 6 Wind Tunnel. We set the unit Rey-
nolds number in this simulation to 7.3 × 106 (1∕m). The freestream
Mach number, velocity, temperature, and density are M∞ � 5.97,

u∞ � 948 m∕s, T∞ � 64.3 K, and ρ∞ � 0.033 kg∕m3, respecti-
vely. These freestream values are the exact same as those reported in
our two prior studies [20,21]. In these two prior studies [20,21], we

misreported the unitReynolds number as2 × 106 (1∕m),which should

be 7.3 × 106 (1∕m) based on the specified freestream values. Here,
freestream refers to the center or z � 0 m of the outflow station at
x � 3.67 m. The wall temperature is 300 K, which corresponds to a
wall-to-recovery-temperature ratio of Tw∕Tr ≈ 0.63. Refer to Table 1
for the boundary-layer properties of the different simulations. The first
row in Table 1 corresponds to results from Pate’s correlation [6]. We
use Cartesian coordinates with x, y, and z denoting the streamwise,
spanwise, and wall-normal directions, respectively.
Two different grids are used for the DNS to show convergence

of the computed acoustic characteristics. One is denoted as the base-
line grid [20], whereas the other is denoted as the refined grid [21]
for simplicity. Table 2 shows the various grid properties. The refined
grid has much smaller values of x� and z� than the baseline grid,
particularly from x � 0.5 m to x � 2.5 m (refer to Ref. [21]). Be-
cause a portion of the acoustic fluctuations in the downstream region
of interestmay have been generated in the upstream regionswhere the
boundary layer is relatively thinner, it is important to assess the effect
of a finer wall-normal spacing on the acoustic fluctuations in the test
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section. In the spanwise direction, we employ a constant grid spacing
with a value of y� � 5.39. A total of Nx � 5630, Ny � 400, and

Nz � 1199 grid points resolve the computational domain in the
streamwise, spanwise, and wall-normal directions, respectively, for
the refined grid. We append a fringe zone to the outflow boundary
with a mesh that becomes more stretched in the streamwise direction
to minimize acoustic reflections from the downstream boundary.
Moreover, the spanwise domain width is 0.1485 m. This value is
approximately 30% of the actual tunnel width. It is also more than
twice the boundary-layer thickness at x � 3.3 m (i.e., the region of
interest where the various statistics have been calculated).

III. Governing Equations and Numerical Methods

The computational domain for the DNS extends across a majority
of the diverging section of the tunnel nozzle. The inflow conditions
for the DNS are based on the solution to the RANS equations that
models one quarter of the rectangular nozzle geometry along both
converging and diverging segments of the nozzle contour. To solve
the RANS equations, we employ the Viscous Upwind Algorithm for
Complex Flow Analysis software [22], which is based on Menter’s
shear stress transport turbulence model [23]. This software numeri-
cally solves the unsteady conservation equations for calorically or
thermally perfect gases with a spatially second-order-accurate cell-
centered finite volume method. The inviscid fluxes are constructed
using the MUSCL κ � 0 scheme in conjunction with the low-
dissipation flux-split scheme of Edwards [24]. No gradient limiter
is used in these computations. Furthermore, the cell–face gradients
required to construct theviscous fluxes are obtainedusingan auxiliary
control-volume approach that results in a compact viscous stencil,
which produces a second-order-accurate approximation of the full
Navier–Stokes viscous fluxes. Further, the solutions are relaxed in
pseudotime to steady state using the 3-D ILU(0) scheme [22] with a
constant Courant–Friedrichs–Lewy number on the order of 25.

For the DNS, the compressible three-dimensional Navier–Stokes

equations in conservative form are solved numerically in curvilinear

coordinates. They describe the spatiotemporal evolution of the sys-

tem state and can be written in the form

∂U
∂t

� ∂F
∂ξ

� ∂G
∂η

� ∂H
∂ζ

� 0 (1)

where U � �ρ; ρu; ρv; ρw; ρe�T is the vector of conserved solution

variables, and F � Fc � Fv is the flux vector consisting of both

inviscid and viscous components (G and H are similar to F). The
inviscid fluxes are computed using a seventh-order weighted essen-

tially nonoscillatory (WENO) scheme with limiters [25] to reduce

numerical dissipation. The WENO adaption is limited to the boun-

dary-layer region to maintain numerical stability. The optimal stencil

of the WENO scheme is employed outside the boundary layer to

achieve a higher resolution of the radiated acoustic field. We dis-

cretize the viscous fluxes using a central fourth-order finite difference

scheme. Time integration is performedwith a third-order low-storage

Runge–Kutta scheme [26]. Refer to Wu and Martín [27] for more

details regarding the governing equations.
We assume the fluid is a perfect gas and the usual constitutive

relations for aNewtonian fluid hold: theviscous-stress tensor is linearly

related to the rate-of-strain tensor, and the heat-flux vector is linearly

related to the temperature gradient through Fourier’s law. The density ρ
and temperature T are related to the pressure p through the equation of

state p � ρRT, where R � 287.15 J∕�kg ⋅ K� is the specific gas

constant for air.We compute the dynamic viscosityμ fromSutherland’s

law as such μ�T� � c1T
1.5∕�T � Ts�. The constants in Sutherland’s

law are set to the values of c1 � 1.458 × 10−6 kg∕�ms ⋅
����
K

p �
and Ts � 110.4 K. Furthermore, the Prandtl number is set to

Pr � μcp∕κ � 0.71, where cp and κ are the coefficients of specific

heat at constant pressure and thermal conductivity, respectively. We

Table 1 Boundary-layer properties at the nozzle exit (x � 3.67 m)

Case M∞ Unit Re, 1∕m Tw, K Tw∕Tr Reτ δ, mm δ�, mm H zτ , μm Cf; 10
−3

Pate 5.97 7.3 × 106 300 0.63 1343 70.8 37.0 12.0 52.7 1.13

RANS 5.98 7.3 × 106 300 0.63 995.4 68.4 32.1 7.7 68.8 0.79

DNS 5.97 7.3 × 106 300 0.63 990.5 68.9 27.3 6.7 69.5 0.78

Table 2 Domain and grid resolution parameters for the baseline [20] and refined [21]

simulations

Grid xin, m xout, m Lx, m Nx Ny Nz x�min y� z�w z�∞ Lx∕δr
Baseline 0.305 3.67 3.27 4000 400 1199 11.61 5.39 1.07 7.44 47.8
Refined 0.305 3.67 3.27 5630 400 1199 10.43 5.39 0.98 3.27 47.8

Fig. 1 Contours of time-averaged a)Machnumber andb) temperature from theDNSofMach6 flow in a rectangular nozzle test section; due to sensitivity
of the nozzle geometry, for the purpose of this illustration, the nozzle shape has been nonuniformly distorted from its actual contour.
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define theMach number asM � U∕a, wherea � �����������
γp∕ρ

p
is the speed

of sound. Further, the constant ratio of specific heats is set to a constant
value of γ � 1.4.
For the inflow boundary condition of the DNS, a digital-filter-based

synthetic turbulence injection method is applied that generates corre-
lated random fluctuations on nonuniform curvilinear meshes [28,29].
The digital filtering method has previously been validated against the
recycling method and other reference data [30]. The mean profiles,
integral lengths, and Reynolds-stress tensor required for the digital
filter are obtained from the precursor RANS computation that simu-
lates the full wind-tunnel geometry [20]. No-slip boundary conditions
are enforced for the three velocity components (streamwise, wall
normal, and spanwise) along the walls. Note that no symmetry con-
dition is being imposed along the nozzle centerline, and the simulation
is capable of capturing the reverberating character of the acoustic
disturbance environment within the quasi-2-D nozzle. An isothermal
wall boundary condition is used for the temperature. An unsteady
nonreflecting boundary condition based on Thompson [31] is used at
the outflow boundary of the computational domain, in conjunction
with a fringe zone to minimize acoustic reflections from the down-
stream boundary. Lastly, periodic boundary conditions are employed
in the spanwise direction.

IV. Results

The simpler quasi-2-D flow configuration allows for a characteri-
zation of the most rudimentary effects of the individual wind-tunnel
walls on the overall acoustic disturbance fieldwithin thewind tunnel.
It also provides a less expensiveway to refine and tune the simulation
process for the eventual fully 3-D simulation that includes the end
walls. In this section, we compare the DNS results on two different
grids, employ two different velocity transformations, examine the
high-order turbulent statistics, characterize the various pressure spec-
tra, show instantaneous snapshots from the DNS, and plot bidirec-
tional correlation coefficients. We also compare results from our
quasi-2-D flow configuration to published data for turbulent flat-
plate boundary layers in an unconfined environment away from
the plate.

A. Hydrodynamic Characteristics

To help establish the accuracy of our DNS data, we begin with a
comparison of the DNS results obtained for two separate grids with
differentmesh resolutions, as described inRefs. [20,21], respectively.
The time-averaged DNS solution for the refined grid is computed
by using 150 instantaneous snapshots with a time interval of 5.3 ×
10−5 s between each successive pair of snapshots. Figure 2 shows the
Mach-number distribution along the nozzle axis for the RANS
solution, for computations based on a one-dimensional (1-D) isen-
tropic approximation, and for the two DNS solutions with different
grids. There is excellent agreement between the RANS and both

DNS solutions in terms of centerline Mach number. Both the RANS

and time-averaged DNS solutions depart from the 1-D isentropic

approximation after x � 0.75 m. Figure 3 depicts a comparison of

the streamwise variation in boundary-layer thickness along the bot-

tomwall for theDNS solutions obtainedwith the baseline and refined

grids. One may observe that the boundary-layer thickness distribu-

tions for the two DNS solutions match very well with each other.
Figure 4 shows a comparison between the Mach-number profiles

from RANS and DNS solutions at three selected streamwise loca-

tions (x � 1, x � 2, and x � 3 m). At each streamwise location,

the two DNS profiles are nearly identical and also agree well with

the RANS solution that shows some small but nonzero deviation

with respect to the DNS profiles. Analogous comparisons of the

Reynolds-stress profiles obtained from the two nozzle DNS solutions

and a previously published flat-plate DNS are depicted in Fig. 5.

The flat-plate DNS solution is from Zhang et al. [32] with M∞ �
5.86 and Tw∕Tr � 0.76. We normalize the Reynolds stresses by the

Morkovin transformed velocity scale [33], which is given by

uM � uτ
�����������
ρw∕ρ

p
. There is relatively good agreement for all of the

Reynolds stresses between the two nozzle DNS solutions with differ-

ent grids and the flat-plate DNS solution. We computed the L2 error

between the flat-plate solution and our refined nozzle DNS solution,

and we found it to be less than 20% for every Reynolds-stress

component (similar result with baseline grid). Figures 2–5 show that

the hydrodynamic characteristics of the TBLs remain unchanged

between the baseline and refined DNS solutions.
After confirming that the basic flow characteristics based on the

twoDNS solutionsmatch each other and theRANSdata, as well as in

some cases with previously published DNS of a flat-plate boundary

layer at a similar Mach number, we performed a few more analyses

that allow us to evaluate the effects of the pressure gradient, wall

temperature, and freestream density. In addition to the Reynolds

stresses that are shown in Fig. 5, we computed the Favre-averaged

stresses. Figure 6 depicts comparisons between the wall-normal

profiles of Reynolds- and Favre-averaged stresses at three selected

streamwise locations (x � 1.5, x � 2.5, and x � 3.5 m).We see that

the Reynolds- and Favre-averaged stresses are similar to one another,

both in the boundary layer and in the freestream region. The largest

differences between the boundary-layer profiles based on the two

types of averaging are observedwithin the boundary-layer region and

for the Reynolds shear stresses. These differences become much

smaller with increasing distance from the bottom nozzle wall at

zn∕δ � 0.
Next, we plot the van Driest transformed mean velocity u�VD vs z�

in Fig. 7 from a quasi-2-D nozzle DNS solution with the refined grid

described in Sec. II and several flat-plate calculations [13,14,34] at

similar freestreamMach numbers. The van Driest transformed mean

velocity is defined as the following:

u�VD �
Z

u�

0

�ρ∕ρw�1∕2 du� (2)

0 1 2 3 4
3.5

4

4.5

5

5.5

6

6.5

Fig. 2 Comparison of the centerline Mach number (at z � 0 m)
obtained from the RANS solution, 1-D isentropic approximation, and
two DNS solutions with different grids.

0 1 2 3 4
0

0.02

0.04

0.06

0.08

Fig. 3 Comparison between two DNS solutions with different grid
resolutions in terms of the streamwise evolution of boundary-layer thick-
ness along the bottom wall.
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Fig. 4 Boundary-layer profile comparisons at a) x � 1, b) x � 2, and c) x � 3 m in terms of Mach number for one RANS and two DNS solutions with
different grids.
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Fig. 5 Comparisons of theReynolds stresses in thewall-normal direction at x � 3.3 m for aM∞ � 5.86 and Tw∕Tr � 0.76 flat-plateDNS solution from
Zhang et al. [32] and two nozzle DNS solutions with different grids.
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Fig. 6 Comparisons of the Favre-averaged q 0 0 and Reynolds-averaged q 0 profiles of the normal and shear stresses at x � 1.5, x � 2.5, and x � 3.5 m;
results are based on the refined quasi-2-D nozzle DNS solution.

3456 HILDEBRAND ETAL.

D
ow

nl
oa

de
d 

by
 M

IS
SO

U
R

I 
U

N
IV

 O
F 

SC
IE

N
C

E
 &

 T
E

C
H

 o
n 

Fe
br

ua
ry

 2
2,

 2
02

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
10

53
 



whereu� � �u∕uτ from [35].We see that in Fig. 7, the different slopes

of the u�VD profiles for the tunnel nozzle and flat-plate cases agree

quitewell in the linear viscous sublayer and in the log layer.However,

the values of u�VD in the boundary-layer region are larger for the

nozzle simulations than for the various flat-plate cases. This is
because the Reynolds number based on the shear velocity and the
wall viscosity, Reτ, is greater in our nozzle simulation than in the
other cases that are considered in Fig. 7.

In addition to the van Driest transformation, we perform an alter-
native transformation of themeanvelocity, as proposed byTrettel and
Larsson [36], wherein the velocity scaling is defined below

u�TL �
Z

u�

0

�
ρ

ρw

�
1∕2�

1� 1

2ρ

dρ

dz
z −

1

μ

dμ

dz
z

�
du� (3)

We plot u�TL vs z� in Fig. 8, where z� � ρz�τw∕ρ�1∕2∕μ from [37].
Figure 8 includes results from a quasi-2-D nozzle DNS solution with
the refined grid described in Sec. II and several flat-plate calculations
[13,14,34] at similar freestreamMach numbers. The flat-plate data in
both Figs. 7 and 8 have been adapted from an earlier work by Zhang
et al. [32]. When compared to the van Driest transformation consid-
ered earlier, the transformation by Trettel and Larsson [36] shows an
improved collapse of the nozzle and flat-plate data within the viscous
sublayer region. This improved collapse is expected because the
Trettel and Larsson transformation is designed to satisfy the stress-
balance condition within the inner layer. Notice that the collapse
within the log region is not as good as that in the near-wall region, and
the extent of agreement between the profiles transformed with the
Trettel and Larsson transformation is comparable to that obtained
with the van Driest transformation. Figures 5, 7, and 8 all depict
generally decent comparisons between the nozzle and flat-plate data
when the appropriate transformation has been applied.
High-order statistics of the fluctuating flow are considered next to

analyze the spatial structure of the radiated acoustic field. While the
fourth-order moments were not adequately converged within the
current duration of the DNS, statistically converged results were
obtained for the third-order moments (i.e., the skewness profiles).
Figures 9a–9c depict the temperature, pressure, and density skewness
profiles from theDNS solution of the quasi-2-D nozzle obtainedwith
the refined grid described in Sec. II. These calculations are performed
at x � 3.3 m by using 150 instantaneous snapshots. The temperature

skewness is defined as hT 03i∕hT2i3∕2, the pressure skewness is de-
fined as hp 03i∕hp2i3∕2, and the density skewness is defined as hρ 03i∕
hρ2i3∕2. All three skewness profiles in Fig. 9 are quite smooth and
symmetric with respect to the nozzle centerline, indicating good
convergence of the third-order statistical moments. Similar predic-
tions obtained with two-thirds of the sampling interval indicated
good agreement with the data shown here, providing further con-
fidence that the results are statistically converged (see Ref. [21]).
The wall-normal profile of the temperature skewness in Fig. 9a

exhibits two large positive peaks, one each near the boundary-layer
edge along either wall. The skewness is nearly uniform within the
freestream region, with a relatively small but positive value of
approximately 0.3 within the nozzle core. Figure 9b shows that the
skewness profiles for the fluctuations in all three thermodynamic
variables are nearly uniform within the freestream region and, fur-
thermore, nearly overlap with each other. This finding further sup-
ports the spatial homogeneity of the radiated acoustic field in spite of
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Fig. 7 van Driest transformation [35] applied to mean velocity profiles
from the refined nozzle DNS and various flat-plate calculations
[13,14,34], adapted from Zhang et al. [32].
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Fig. 8 Trettel andLarsson transformation [36] applied tomean velocity
profiles from the refined nozzle DNS and various flat-plate calculations
[13,14,34], adapted from Zhang et al. [32].
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Fig. 9 Skewness of the temperature, pressure, and density fluctuations at x � 3.3 m from the refined quasi-2-D DNS; the red and green dashed lines in
the middle plot are the temperature and density skewness, respectively. The black line represents the skewness range from experiments [19].
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the nozzlewall at either end of thewall-normal domain.We also show

the skewness from experimental measurements of the pitot pressure

fluctuations made in the NASA 20-InchMach 6Wind Tunnel [19] at

unit Re � 6.4 × 106 �1∕m� in Fig. 9b. Note that unit Re � 6.4 ×
106 �1∕m� is slightly different than unit Re � 7.3 × 106 �1∕m� for
our simulations. Figure 9c indicates that the density skewness has two

large negative peaks near the boundary-layer edges that approxi-

mately coincidewith the positive peaks in the skewness profile of the

temperature fluctuations. On the other hand, negative peaks in the

pressure skewness profiles occur relatively close to the nozzle walls.

The inverse relation between the temperature and density fluctuations

is anticipated because of the equation of state for a perfect gas,

because the pressure fluctuations are not expected to become large

enough to support fluctuations of the same sign in both the temper-

ature and density.

Figure 10 shows that despite the presence ofmore visible oscillations

in the kurtosis profile (defined as hp 04i∕hp2i2) for pressure fluctuations
within the freestream region, the mean kurtosis indicates a relatively

small deviation from the Gaussian behavior (i.e., change of 0.2 from

roughly 3.2). Thus, the single-point statistics up to fourth-order mo-

ments are strongly suggestive of nearly Gaussian acoustic pressure

fluctuations within the nozzle core. This finding has significant impli-

cations for reduced-order modeling (i.e., synthesis) of the radiated

acoustic field, as the Gaussian behavior would imply that the more

easily computable or measurable statistics up to second order is

nearly sufficient for a complete characterization of the stochastic

radiation field. We also show the kurtosis from experimental mea-

surements of the pitot pressure fluctuations made in the NASA

20-Inch Mach 6 Wind Tunnel [19] at unit Re � 6.4 × 106 �1∕m�
in Fig. 10. Even though our simulation is quasi-2-D (not fully 3-D)

and at a slightly different Reynolds number, we obtain relatively
good agreement with experiments.

B. Pressure Fluctuations

Because we have established that the hydrodynamic character-
istics of the TBL remain virtually unchanged between the two DNS
solutions with different grids, we now compare the associated pres-

sure fluctuations, both within the boundary layer and inside the
nozzle core (i.e., freestream) regions. Figure 11 shows the wall-
normal variation of the rms pressure fluctuation field divided by
the freestream pressure for two quasi-2-D nozzle DNS solutions with
different grids at three streamwise locations.We see from Fig. 11 that

the baseline and refined DNS solutions have small oscillations in the
pressure fluctuation profiles, but the overall trends of the profiles are
quite similar. In general, the pressure fluctuation profile is nearly
uniform beyond a distance of approximately 2δ away from each

tunnel nozzle wall.
Figure 12 depicts the power spectral density (PSD) of the free-

stream acoustic fluctuations vs the frequency taken from a circular-

nozzle DNS [14] of the Hypersonic Ludwieg Tube Braunschweig
(HLB), a flat-plate DNS [34] of the Purdue Boeing/U.S. Air Force
Office of Scientific Research Mach-6 Quiet Tunnel (BAM6QT),
and two rectangular-nozzle quasi-2-D DNS with different grids.

For the quasi-2-D nozzle cases, the PSD is computed about z � 0
and x � 3.3 m. There is relatively good agreement between all of the
DNS solutions. All of the nozzle cases have oscillations at smaller
frequencies, while the flat-plate case is very smooth. This is most

likely due to the overall run time of the simulations. We can see in
Fig. 12 that the rectangular-nozzle PSD and the circular-nozzle PSD
agree well at larger frequencies.
The frequency content of the freestream fluctuations in Fig. 12 is

similar for every case. We plot the bulk propagation speed Ub of the
pressure fluctuations as a function of wall-normal distance at x �
3.3 m in Fig. 13. The minimum value of the real-time evolution of

p�x; t� subtracted by a frozen wave approximated by p�x −Ubt� is
generally defined as the bulk propagation speed. We use the follow-
ing expression to calculate the bulk propagation speed in terms of
time-averaged partial derivatives of the pressure:

Ub � −
�∂p∕∂t��∂p∕∂x�

�∂p∕∂x�2
(4)

The wall-normal variation in Ub is similar for every configuration
in Fig. 13. However, the advection speeds in the flat-plate and
circular-nozzle cases reach larger values within the outer part of the

boundary layer than those estimated for the quasi-2-D nozzle. Each
case levels out to Ub ≈ 0.7U∞ in the freestream. Both of the quasi-
2-D nozzle cases agree with each other, but the refined grid yields a
smoother distribution. The bulk propagation speed of Ub ≈ 0.7U∞
corresponds to slow acoustic disturbances that propagate at a relative
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Fig. 10 Kurtosis of the pressure fluctuations at x � 3.3 m from the
refined quasi-2-DDNS; the black line represents the kurtosis range from
experiments [19].
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Fig. 11 Comparisons of thewall-normal variationof the rmspressure fluctuations at a)x � 3.3, b)x � 3.4, and c)x � 3.5 mbetween twoquasi-2-DDNS
solutions with different grids.
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Mach number of nearly 1.8 with respect to the mean centerline
velocity. Earlier DNS of a Mach 5.86 TBL over a flat plate by Duan
et al. [13] had shown that disturbances with slow phase speeds
dominate the radiated acoustic field. They used multiple techniques
to characterize the bulk propagation speed, and they all indicated the
dominance of slow acoustic disturbances with phase speeds less than
the local freestream speed. The data retained from the present sim-
ulationwere not sufficient to provide a reliable characterization of the
phase velocity distribution in a rectangular-nozzle test section; how-
ever, similar results as the flat-plate casemay be expected on the basis
of the other similarities in acoustic radiation with the simulations
fromRef. [13] (Figs. 12 and 13). Itmay be noted that the estimation of
bulk propagation speed does not preclude the existence of fast
acoustic disturbances within a limited range of frequencies, and a
more in-depth analysis of the spatiotemporal spectrum would be
necessary to establish that no significant fast acoustic disturbances
are likely to be encountered within the nozzle core. This exercise is
deferred to a future investigation.
To visualize the 3-D flowfield of the rectangular tunnel nozzle

DNS solution with two spatially evolving TBLs, we plot an instanta-
neous snapshot with color contours of Q-criterion isosurfaces and
grayscale contours of density gradient magnitude (DGM) in Fig. 14.
The spatial development of the two boundary layers can be seen in the
Q-criterion isosurfaces. Notice that both TBLs grow at approxi-
mately the same rate. Grayscale contours of the DGM on an xz plane
from the DNS with two TBLs are shown in Fig. 15a. Acoustic
fluctuations radiating frombothTBLs at angles ranging from roughly

30 to 35 deg can be seen in the grayscale contours of the DGM

(see also Deegan et al. [20]). Figure 15b shows grayscale contours of

the DGM on a yz plane from the DNS with two TBLs at x � 1.6 m.

Notice in Fig. 15b that both TBLs are radiating acoustics in the

spanwise direction.
Along with running quasi-2-D nozzle simulations that have two

spatially developing TBLs, we also performed a simulation that has

just one TBL developing on the bottomwall. This simulationwill be

used to compare against the DNS with both TBLs to isolate the

influence of individual TBLs on freestream acoustic disturbances.

Moreover, the simulationwith one TBL on the bottomwall employs

a turbulent RANS solution that has no correlation random fluctua-

tions added from the digital-filter-based synthetic injection method

for the top boundary layer at the inflow station. We use a no-slip
boundary condition along the upper nozzle wall. Hence, the top

boundary layer does not represent a laminar solution over a tunnel

wall, but mainly a flow that does not propagate noise unless and

until it transitions (much farther downstream of the inflow region)

due to the excitation of instabilities via the acoustic radiation from

the bottom wall. Grayscale contours of the DGM on a streamwise

wall-normal plane from the DNS with a single TBL are depicted in

Fig. 16a. Notice in Fig. 16a that acoustic waves radiate from the
bottom wall and not the top wall. This differs from Fig. 15a, which

shows acoustic fluctuations radiating from both walls due to the

turbulence that is generated by the top and bottomTBLs. Hence, the

acousticwaves form a symmetric cross shape in Fig. 15a, whereas in

Fig. 16a the acoustic waves only propagate in one direction. We

show grayscale contours of the DGM on a yz plane from the DNS

with a single TBL at x � 1.6 m in Fig. 16b so that one can see that

the spanwise distribution of the acoustics upstream for this case is
only near the bottom wall.
The rms pressure fluctuation field divided by the wall shear stress

induced by the TBL over the bottom nozzle wall is plotted in Fig. 17

for three quasi-2-D nozzle simulations, two separate flat-plate DNS

solutions [34], and a circular-nozzle solution [14] at similar free-

stream Mach numbers. We see that the values of prms∕τw vs zn from
the nozzle DNS that has just one TBL agree better with the flat-plate

calculations [13,34]. This result is expected because the flat-plate

simulations have just one TBL by definition. The nozzle simulation

with two TBLs and the refined grid is similar to the corresponding

result with the baseline grid, indicating the insensitivity of noise

characteristics in the test section to themesh resolution. Furthermore,

the value of p 0
rms∕τw in the freestream is larger by a factor of

approximately 1.3 for the case with TBLs developing along both
nozzle walls than in an unconfined acoustic environment. The fact

that this ratio is relatively close to
���
2

p
suggests the acoustic intensity

at x � 3.3 m is nearly equivalent to the superposition of acoustic

radiation from two identical but statistically independent source

fields near the top and bottom walls, respectively. In other words,

the effects of acoustic reverberation appear to be relatively weak at

this location.

10 2 10 3 10 4 10 5

10 -7

10 -6

10 -5

10 -4

Fig. 12 PSDof acoustic fluctuations vs frequency taken from a circular-
nozzle DNS [14], a flat-plate DNS [34], and two rectangular-nozzle quasi-
2-D DNS with different grids (computed about z � 0 and x � 3.3 m).
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Fig. 13 Bulk propagation speed of freestream acoustic fluctuations
taken from a circular-nozzle DNS [14], two flat-plate DNS [34], and
two rectangular-nozzle quasi-2-D DNS with different grids (computed
about x � 3.3 m).

Fig. 14 Instantaneous snapshot with color contours of Q-criterion iso-
surfaces and grayscale contours of DGM from the refined quasi-2-D
DNS; the nozzle shape has been nonuniformly distorted.
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We define the two-point correlation coefficient in the xz plane as
the following:

Cpp�Δx; z; zref� �
p 0�x; y; zref ; t�p 0�x� Δx; y; z; t�

�p 02�x; y; zref ; t��1∕2�p 02�x� Δx; y; z; t��1∕2
(5)

where Δx represents the spatial separation in the streamwise direc-

tion, and zref is the reference wall-normal location at which the

correlation is computed. Figure 18a shows the two-point correlation

coefficient of the pressure signal at fourwall-normal positions, which

include zref � −0.251;−0.138;−0.0689, and 0 m, from the refined

quasi-2-D DNS solution with two TBLs. Here, the four wall-normal

positions also correspond to z∕δ � −3.64;−2;−1; and 0. The cor-

relation coefficients in Fig. 18 are computed at a streamwise location

of x � 3.3 m. Figure 18b depicts the two-point correlation coeffi-

cient of the pressure signal at the same four wall-normal positions in

Fig. 18a, but from the refined quasi-2-D DNS solution with a single

TBL instead of two.

Fig. 15 Instantaneous snapshot with grayscale contours of DGM on both an a) xz plane and a b) yz plane from the refined quasi-2-D DNS with both
TBLs; the nozzle shape has been nonuniformly distorted.

Fig. 16 Instantaneous snapshotwith grayscale contours of DGMonboth an a) xz plane and a b) yz plane from the refined quasi-2-DDNSwith oneTBL;
the nozzle shape has been nonuniformly distorted.
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Fig. 17 Comparison of p 0
rms∕τw induced by the lower TBL between

three rectangular-nozzle quasi-2-D DNS at x � 3.3 m, a circular-nozzle
DNS [14], and two flat-plate DNS [34].

3460 HILDEBRAND ETAL.

D
ow

nl
oa

de
d 

by
 M

IS
SO

U
R

I 
U

N
IV

 O
F 

SC
IE

N
C

E
 &

 T
E

C
H

 o
n 

Fe
br

ua
ry

 2
2,

 2
02

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
10

53
 



At the bottom nozzle wall (zref � −0.251 m), the correlation

contours have a structure that is almost perpendicular to the wall.

Notice that the overall shape of the near-wall correlation contours is

similar for a single TBL (Fig. 18b) and for the case with two TBLs

(Fig. 18a). However, differences between the correlation contours in

these two cases become apparent for reference locations within the

local freestream region (zref � −0.0689 and 0 m). The correlation

contours for the case with a single TBL are inclined upward for

Δx > 0, analogous to the previous computations for a flat-plate

boundary layer [32]. The correlation contours for the case with

both TBLs are inclined similarly for zref � −0.138 m (z∕δ � −2)
(i.e., approximately where the rms pressure fluctuations asymptote to

their freestream value in Fig. 17). The presence of upward inclined

contours in this case indicates a dominance of the acoustic field

radiation from the bottom wall in the lower half of the nozzle, which

is corroborated by the DGM contours in Fig. 15a. Acoustic disturb-

ances arise from turbulent eddies in a high-speed boundary layer. The

radiation of acoustic waves in our simulation is explained via the

classic theory of Mach wave radiation and experimental measure-

ments by Laufer [5].Machwaves are defined as shocks caused by the

supersonicmovement of turbulent eddies with respect to the surround-

ing flow that radiate noise. Farther beyond thewall-normal location of

z∕δ � −2, the correlation contours in Fig. 18a begin to show a weak

but visible component that corresponds todownward inclinedcontours

for Δx > 0. As a result of the superposition of comparable contribu-

tions from the acoustic sources in both TBLs, the correlation contours

tend to flatten as zref approaches the nozzle centerline. Indeed, as a

result of the statistical symmetry in this configuration, the correlation

contours along the centerline (zref � 0) are roughly symmetric with
respect to the wall-normal coordinate, with minor deviations from a
symmetric behavior indicating the lack of full statistical convergence.
To further characterize the impact of an additional fully TBLon the

nozzle acoustics, we compare the pressure fluctuations along the
bottomwall between the one and two turbulent boundary-layer cases
in Fig. 19. Oscillations in the PSD are more apparent in the one TBL
case because it has a slightly smaller run time. However, the PSD of
surface pressure fluctuations happens to be fairly similar along the
bottom wall between the two different cases, which signifies that the
incoming freestream disturbances from the opposite wall have a
negligible influence on the intensity of surface pressure fluctuations
along the nozzle walls. This can also be seen in Fig. 18 by comparing
the two-point correlation coefficient of the pressure signal between
the two different cases at zref � −0.251 m.

V. Conclusions

With the goal of contributing to an improved understanding of the
wind-tunnel acoustic environment in nonaxisymmetric test sections,
the preliminary computations by Deegan et al. [20] and Hildebrand
et al. [21] have been extended to report on the DNS of acoustic
radiation from the TBLs on the walls of a quasi-2-D rectangular
nozzle. Comparisons of the centerlineMach number, boundary-layer
thickness, Reynolds stresses, boundary-layer profiles, and rms pres-
sure fluctuation fields between the simulations based on two different
mesh resolutions indicated good agreement, confirming that the
computed turbulence and noise characteristics are practically insen-
sitive to the mesh resolution used in this work. The Reynolds- and
Favre-averaged stresses at three different streamwise locations along
the nozzle were also compared, indicating a similar flow behavior
among these stations, both inside and outside the boundary layer.
Furthermore, an application of the compressibility transformations
by van Driest [35] along with Trettel and Larsson [36] enabled a
successful comparison between the present nozzle computation and
previous flat-plate data for different Mach numbers and wall-cooling
ratios.
By suppressing the effects of the spanwise end walls and the

corners on the acoustic noise generation, the simpler quasi-2-D flow
configuration proved useful in characterizing the effects of the indi-
vidual wind-tunnel walls on the acoustic disturbance field inside the
test section. Themost notable findings of thiswork are enumerated as
follows:
1) Freestream fluctuations in all thermodynamic variables have a

skewness of approximately 0.3, and the kurtosis of the pressure
fluctuations is approximately 3.2, indicating small deviations with
respect to the corresponding moments of a Gaussian field.
2) The normalized frequency spectra of the freestream acoustic

disturbances in the different nozzle and flat-plate cases agree well
with each other, except at very low frequencies.
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a) DNS with two turbulent boundary layers
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b) DNS with one turbulent boundary layer

Fig. 18 Contours ofCpp�Δx;z;zref� about the pressure signal at x � 3.3 m andmultiple wall-normal positions from the refined quasi-2-DDNS; contour
levels vary from 0.2 (blue) to 0.9 (red) with increments of 0.1.
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Fig. 19 PSD of surface pressure fluctuations at the bottom wall com-
puted about x � 3.3 m vs nondimensional frequency taken from two
quasi-2-D DNS with either one TBL or two.
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3) The scaled value of the freestream acoustic pressure fluctuation,
p 0
rms∕τw, for the 2-D nozzle with TBLs along both walls is signifi-

cantly higher than that in an unconfined acoustic environment,
with the relative increase in p 0

rms∕τw corresponding to a factor of

nearly
���
2

p
.

4) Pressure correlation contours in the streamwise wall-normal
plane clearly indicate the dual origin of the acoustic field within a
given cross section of the nozzle with TBLs along each wall.
5) The surface pressure fluctuations along the nozzle walls are not

significantly influenced by the presence of the opposite nozzlewall or
the acoustic disturbances emanating from that wall.
Future work will focus on the effects that both spanwise end walls

and corners have on the acoustic noise generation and reverberation
processes in a rectangular nozzle test section. This will include
comparisons with the present DNS and experimental measurements
performed in the NASA 20-Inch Mach 6 Wind Tunnel.
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