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A B S T R A C T   

Variation in the local thermal history during the Laser Powder Bed Fusion (LPBF) process in Additive 
Manufacturing (AM) can cause micropore defects, which add to the uncertainty of the mechanical properties (e. 
g., fatigue life, tensile strength) of the built materials. In-situ sensing has been proposed for monitoring the AM 
process to minimize defects, but successful minimization requires establishing a quantitative relationship be
tween the sensing data and the porosity, which is particularly challenging with a large number of variables (e.g., 
laser speed, power, scan path, powder property). Physics-based modeling can simulate such an in-situ sensing- 
porosity relationship, but it is computationally costly. In this work, we develop Machine Learning (ML) 
models that can use in-situ thermographic data to predict the micropore of LPBF stainless steel materials. This 
work considers two identified key features from the thermal histories: the time above the apparent melting 
threshold (τ) and the maximum radiance (Tmax). These features are computed, stored for each voxel in the built 
material, and then used as inputs. The binary state of each voxel, either defective or normal, is the output. 
Different ML models are trained and tested for the binary classification task. In addition to using the thermal 
features of each voxel to predict its own state, the thermal features of neighboring voxels are also included as 
inputs. This is shown to improve the prediction accuracy, which is consistent with thermal transport physics 
around each voxel contributing to its final state. Among the models trained, the F1 scores on test sets reach above 
0.96 for Random Forests. Feature importance analysis based on the ML models shows that Tmax is more important 
to the voxel state than τ. The analysis also finds that the thermal history of the voxels above the present voxel is 
more influential than those beneath it. Our study significantly extends the capability of using in-situ thermo
graphic data to predict porosity in LPBF materials. Since ML models are fast, they may play integral roles in the 
optimization and control of such AM technologies.   

1. Introduction 

Additive Manufacturing (AM) is recognized as a new paradigm for 
the manufacturing industry. It stands out due to its capability of creating 
complex, multi-material, and multi-functional designs and its unique 
position in advancing manufacturing through data and machine intel
ligence [1–8]. Recently, data-driven machine learning (ML) techniques 
are being applied to various AM applications to monitor building pro
cesses, detect defects or anomalies, and enhance decision-making 
leveraging data collected through different sensors [9–18]. Jin et al. 

reviewed different ML methods that are used to systematically optimize 
different stages of AM processes, ranging from geometrical design and 
process parameter configuration to in-situ anomaly detection [1]. Wang 
et al. also provided a comprehensive review on the state-of-the-art of ML 
applications in a variety of AM domains [19]. 

Detection of the defects due to variation in process conditions is of 
prime importance for quality control of AM. Kadam et al. used different 
ML algorithms in combination with pre-trained convolutional neural 
networks (CNNs) for fault detection in a fused deposition modeling- 
based 3D printing process utilizing a layer-by-layer manner, where 
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layers were treated as images [20]. Li et al. proposed a ML scheme to 
detect bumps on the surfaces of AM samples by describing them using 
point clouds and detecting anomalies in the distances among the points 
[21]. Jin et al. used layer-by-layer optical images and CNNs to distin
guish imperfections for transparent hydrogel-based bio-printed mate
rials [22]. These prior studies focused on obvious defects that are visible 
in optical images where the optical images are also inputs for the ML 
models. However, in some other AM techniques, like Laser Powder Bed 
Fusion (LPBF), defects like lack of fusion pores can be in the microscale 
which in-situ optical sensors cannot detect easily. In addition, using 
images for defect detection does not directly reveal what process vari
ables are causing the defect and thus cannot be used for informing 
process optimization or feedback control. 

Micropores in LPBF materials are usually detected using high- 
resolution micro-Computed Tomography (μ-CT) [23], but each scan 
can take hours, making μ-CT infeasible for in-situ defect detection. More 
advanced techniques such as the synchrotron radiation imaging [24,25] 
are capable of high-resolution imaging of pores in LPBF materials, but 
they require highly specialized facilities that are not easily applicable to 
wide-spread development. High-speed x-ray [26,27] can image pore 
dynamics in-situ during the LPBF process, but it also needs specialized 
facilities and can only monitor a relatively small volume of a few hun
dreds of micrometers in size. 

The origin of the micropores is rooted in the thermal history the 
material has experienced during the LPBF process [24,28]. Using ther
mal features that can be monitored in-situ to predict micropore is thus 
attractive [3], and several studies have explored their relationships. 
Scime and Beuth monitored the melt-pool using a high-speed camera in 
the LPBF of stainless steel and used unsupervised learning and computer 
vision techniques to distinguish normal and abnormal melt-pools from 
the optical images [29]. It is desirable to further establish quantitative 
models to link the melt-pool information to porosity. Gobert et al. 
established such a relation using the support vector machine ML model 
to classify if a printed region is defective or nominal by training the 
model against in-situ optical images with ex-situ CT data. They achieved 
a defect detection accuracy, defined as (true positive + true neg
ative)/total population, greater than 80 % as demonstrated using 
cross-validation [30]. However, since the number of defective regions is 
usually much smaller than that of normal regions in common LPBF 
materials, ~80 % accuracy is not particularly high. This was indicated 
by the true positive and true negative rates, which were both ~60 % at 
best. That is to say, their model had high probability to predict false 
positive and false negative labels. 

Using visible optical cameras to monitor melt-pool is convenient; 
however, it offers indirect information of the thermal history of the LPBF 
process. Directly sensing the thermal features may provide more direct 
information for defect prediction. Baumgartl et al. used in-situ thermo
graphic imaging to detect printing defects by training CNN ML models, 
achieving an overall accuracy of 97.9 % and true positive and true 
negative rates both above 96.8 %. However, the detected defects were 
delamination and spatter, which are much larger defects than micro
pores and easier to detect in nature [31]. Paulson et al. monitored the 
surface temperature histories of a Ti64 LPBF process in-situ by an 
infrared (IR) camera and used statistical ML models to correlate the 
thermal history to the keyhole porosity formation in the subsurface [28]. 
They extracted different features from the temperature histories and 
formulated the problem into a binary classification task to determine if 
subsurface pores would form or not. In this study, the pores were 
identified in the melt pool as circular regions with lighter intensity than 
the other solid regions using high-speed x-ray in-situ imaging. From the 
x-ray images, they were able to distinguish small pores from large pores, 
which can have different origins of temperature history, but they found 
that ML models perform better when not distinguishing between small 
and large pores. Trained by 112 temperature histories, the 
cross-validation accuracy using the leave-one-out scheme was shown to 
be 83.9–89.3 % depending on the different ML models and features used. 

On the test set, which contained 8 temperature histories and the corre
sponding porosity information, the ML model accuracy was 87.5–100.0 
% for different models and features used. However, in-situ high-speed 
x-ray is a very specialized tool not widely accessible, and the overall 
data size was relatively small for ML. Around the same time, Lough et al. 
used Short-Wave Infrared (SWIR) imaging to monitor the spatial and 
temporal thermal features of the whole LPBF process of stainless steel, 
voxel by voxel [32]. They showed that various thermal features 
extracted from the SWIR data for each voxel could be indicative of 
whether the voxel contains pore defects, which were characterized by 
ex-situ μ-CT. In a follow-up study, Lough et al. found that two thermal 
features are most influential for defect detection, including the time 
above the apparent melting threshold and the maximum radiance [33]. 
In this study, they used linear regression to correlate these two thermal 
features to the porosity in a voxel-by-voxel manner and obtained area 
under curve (AUC) scores up to ~0.86 of the receiver operating char
acteristic (ROC) curve [33]. However, as shown by Paulson et al. [28], 
pores can form in the subsurface of the present top layer, and thus 
including thermal features surrounding a voxel, instead of only those of 
itself, may be needed to accurately predict the existence of pores. 

In this work, we reduce thermal time histories recorded by an in-situ 
short-wave camera to take the two proven important thermographic 
features extracted from our previous work [33], including the time 
above apparent melting threshold (τ) and the maximum radiance (Tmax). 
We then develop supervised ML models to predict the micropore of LPBF 
stainless steel materials in a voxel-by-voxel manner. The micropore is 
characterized using ex-situ μ-CT, and voxels are labeled as either 
defective or healthy, depending on the density of micropores in each 
voxel. Different supervised ML models, including K-nearest neighbors 
(KNN), Random Forests (RF), Decision Trees (DT), Multi-Layer Percep
tron (MLP), Logistic Regression (LR) and AdaBoost, are trained and 
tested for this binary classification task. Besides using the thermal fea
tures of each voxel to predict its own state, those of neighboring voxels 
are also included, which is shown to improve the prediction accuracy. 
Such a finding suggests that the thermal history around a voxel can also 
impact its state due to heat transfer. Among the models trained, the F1 
score on the hold-out test sets reaches above 0.96 for Random Forest 
(RF) model. Feature importance analysis based on the ML models shows 
that Tmax is more important to the voxel state than τ. The analysis also 
finds that the thermal features of the voxels above the present voxel are 
more influential than those beneath it, correctly reflecting the influence 
of thermal history. Our study demonstrates the viability to use in-situ 
thermographic data to predict porosity in LPBF materials in high pre
cision. Since ML models are fast, they may play integral roles in the 
optimization and control of such AM technologies. 

2. Methodology 

2.1. Experimental procedure and data registration 

A 304 L stainless steel cylindrical part with a diameter of 4 mm and a 
height of 20 mm is fabricated on a Renishaw AM250 selective laser 
melting machine. A point-to-point exposure strategy is used to process 
the part by scanning an SPI fiber laser with a maximum power of 200 W 
and a wavelength of 1070 nm. In this process, the laser spot moves 
discretely in a fixed step size of 60 µm along a hatch line. The Renishaw 
AM250 system uses a step and dwell scan strategy as opposed to 
continuous scanning. This is motivated by stabilizing the melt pool. The 
laser and scan stages are coordinated and dwell at a point for an expo
sure time. The laser is turned off and the galvo scanners rapidly repo
sition to the next point. A detailed discussion of the effects of the AM250 
scan strategy can be found in Ref. [34]. The exposure time at each spot 
varies from 50 to 125 μs and the laser power varies between 100 and 
200 W. These parameters were selected to target different process re
gimes to enable nominal states and pore defects. The process of laser 
scanning is repeated with a rotation (67◦) of the laser raster pattern from 
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layer-to-layer with a hatch spacing of 85 µm [32]. The commanded 
powder elevator step size is 50 µm. It should be noted that the true 
powder layer thickness may be greater due to consolidation over the first 
few layers. This does not affect the voxelized registration because the 
layer height is still the commanded 50 µm. 

For the SWIR imaging measurements, a FLIR SC6201 camera (sen
sitive: 0.9–1.7 µm, filtered: 1.45 ± 0.05 µm) is installed in a staring 
configuration above the build chamber to observe the build plate 
through a custom window. A high frame rate with a frequency of 
2500 Hz is enabled through dimension reduction from 640 × 512 
camera pixel array to an 80 × 80 pixel window. The x- and y-direction 
instantaneous fields of view of the SWIR camera are ~ 130 µm/pixel and 
~ 135 µm/pixel, respectively. The observation angle of the SWIR cam
era (θ) is 15◦. 

Based on the SWIR data, thermal features are extracted. Meaningful 
quantitative relationships can be developed with the information cor
responding to the qualitative differences that are observed in the time 
series radiance data and the LPBF part properties through thermal fea
tures extraction [32]. The feature extraction allows the multi-frame 
recording SWIR raw data to reduce to a single image representation of 
each layer, with information stored in each pixel in the layer. Then, 2D 
thermal feature data of each layer are concatenated to build the 3D 
reconstruction of the feature space. Values of the voxel thermal feature 
retain information directly related to the local thermal history for the 
development of thermal feature-porosity correlations with a signifi
cantly smaller amount of feature data [32]. The two proven important 
thermal features (i.e., τ and Tmax) [33] for each voxel of the built ma
terial are used as inputs for the supervised ML models. 

The binary labels characterizing whether the voxel is defective (i.e., 
porous) or normal (i.e., fully dense) are used as outputs for the ML 
models. The state of the voxel (defective or normal) is determined by 
processing the μ-CT scanning data, which establishes the ground truth 
data for our ML model training and testing. The sliced x-ray images from 
the μ-CT were collected as a stack of .tiff files, which offer gray scale 
intensities due to beam attenuation, and pores in the sample reduce the 
x-ray attenuation, providing information of a relative density decrease. 
These slices are reconstructed using a home-built Matlab code to form 
the complete 3D voxel data for the sample. We note that there were edge 
effects that produce grayscale features on the boundaries, which were 
corrected using a non-uniformity beam hardening. The resolution of our 
μ-CT data is 15 µm/pixel perpendicular to the build direction and 
10 µm/pixel in the build direction. 

Since there is a resolution mismatch between the voxels from the 
thermal feature data and the μ-CT data, proper registration needs to be 

performed before they can be used for ML model training. The voxel- 
wise binary state labels are obtained by registering the part’s thermal 
feature voxel reconstruction with its post-processed μ-CT data. In the 
post-processing, the μ-CT data is first down-sampled from 
15 × 15 × 10 µm3 per voxel to the thermal features’ 
130 × 135 × 50 µm3 voxel size. The down-sampling is performed by 
defining a grid with the larger voxel size and then using the grayscale 
intensity values of the smaller voxels encompassed by a larger voxel. 
This determines both a new grayscale voxel value by averaging and a 
binary state by the percentage of porosity present. Such a process pro
duces both a grayscale intensity μ-CT-based reconstruction and a binary 
μ-CT-based reconstruction for the part, where the binary states are 
defective and normal. A binary voxel is considered as porosity if more 
than 5 % of the original smaller voxels within the new voxel volume 
correspond to porosity. This small percentage allows the lower resolu
tion binary map to capture the smaller porosity features contained in the 
full resolution μ-CT data. Specifically, the 5 % threshold is set to allow us 
to retain a flag for the fine keyholing porosity features in the down- 
sampled μ-CT data. We have run the down-sampling at several thresh
olds and the values around 5 % yield the best results in capturing the fine 
porosity features. Setting too high a threshold will lead to less defective 
voxels, preventing the ML models from capturing fine defects. Next, the 
down-sampled grayscale μ-CT reconstruction is registered with the 
thermal feature reconstruction. Image space registration was performed 
using a home-built Matlab code using the imregistar function (intensity 
based multimodal based registration). The data sets are registered in the 
z-direction (i.e., build direction) by a manual translation and then 
registered automatically in the x-y plane by translations determined 
through a multimodal intensity-based algorithm. Fiducial features were 
included for registration and the change between zones processed with 
different parameters provided additional references for registration in 
the z-direction. The translations from the registration step are then 
applied to the binary μ-CT-based reconstructions. This finally provides 
the binary labels for the thermal feature voxels because the porosity 
state is now known from the corresponding point in the binary recon
struction for a given (x, y, z) coordinate. Fig. 1 shows the workflow of the 
SWIR thermal feature and μ-CT data processing procedure for voxeli
zation and registration. 

2.2. Data preparation and different ML models 

There are a total of 398 layers with each layer consisting of around 
465 voxels arranged in a cylindrical shape (Fig. 2a). In total, there are 
165517 voxels. For each voxel, we use the thermal features of itself and 

Fig. 1. A schematic flowchart for voxelization and registration of SWIR thermal feature and the μ-CT data. In the binary image in the upper right corner, black and 
white colors correspond to nominal and defective voxels, respectively. 
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Fig. 2. (a) Illustration of the voxelated built volume (for clarification, only five layers are illustrated). (b) An example of the neighboring voxels (white) for a central 
voxel (black), and the indexing convention used. (c) Illustration of using sliding window kernels with different dimensions to extract the neighbors for each voxel, 
and how the surface voxels are detected (right panel), which are excluded in the ML tasks. This was realized by assigning different labels to voxels with “-1” cor
responding to exclusion and [“0”, “1”] corresponding to inclusion. (d) The thermal features of neighboring voxels are put into a one-dimensional vector as inputs for 
ML models to predict the state (defective – 1; normal – 0) of each voxel. 
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those of its neighbors as inputs to predict its binary state. Fig. 2b shows 
an example schematic of including the 1st nearest neighbors for the 
voxel state prediction and how the neighboring voxels are indexed. In 
this example, the total number of voxels involved in predicting the state 
of the central voxel is 3 × 3 × 3, and since the neighbor information is 
processed using sliding window kernels, we call this case K3 (i.e., kernel 
3 ×3 × 3). Fig. 2c shows a two-dimensional illustration of the win
dowing kernel. We have also tested 1 × 1 × 1 (no neighbors), 5 × 5 × 5 
(up to 2nd nearest neighbors) and 7 × 7 × 7 (up to 3rd nearest neigh
bors) kernel cases in this study, and they are respectively called K1, K5 
and K7 cases. Voxels near the top, bottom and side surfaces of the built 
volume are excluded from the data if they do not have the complete set 
of neighbors (see right panel in Fig. 2c). This was realized by assigning 
different labels to voxels with “− 1” corresponding to exclusion and [“0”, 
“1”] corresponding to inclusion. Excluding these boundary voxels leads 
the total numbers of voxels used in the ML studies to be 115541, 76551 
and 47287 for the K3, K5 and K7 cases, respectively. The thermal fea
tures are then put into a one-dimensional vector with the first half of the 
elements including τ of voxels and the second half containing Tmax 
(Fig. 2d). The inputs are scaled according to: 

x′

=
x − xmin

xmax − xmin
(1)  

where xmin and xmax are the min and max of each feature in Eq. (1). It is 
noted that the current data is highly imbalanced with 92 % of all the 
voxels being normal (labeled as 0) and only 8 % defective (labeled as 1). 
To improve the ML model accuracy, we employ the Borderline-Synthetic 
Minority Oversampling (Borderline-SMOTE) technique [35] to dupli
cate samples in the minority class so that the positive and negative labels 
are balanced to 1:1 for the training process. Although oversampling is 
used for training, we note that all the model accuracies reported are 
quantified on the imbalanced data. 

Six different supervised ML classification models, including K-near
est neighbors (KNN), Random Forests (RF), Decision Trees (DT), Multi- 
Layer Perceptron (MLP), Logistic Regression (LR) and AdaBoost, are 
trained and tested to find the best model for more extensive analysis. 
Certain percentages (7 %, 10 %, 20 %, 30 % and 40 %) of data are held 
out for testing to evaluate the predictivity of the models. Fig. S1 in 
Section S1 of the Supporting information (SI) shows the flowchart that 
includes all the steps from data preparation, training and testing (final 
evaluation). The hyperparameters used for each model are optimized via 
five-fold cross-validation (CV) using the balanced data, and they can be 
found in Section S1 of the SI. The results of five-fold CV using the 
balanced data for RF based on two metrics including ROC-AUC and 
accuracy are available in Section S1 of the SI. The fact that the perfor
mance metrics in the five-fold CV are close to one another (see Section 
S1 in SI) suggests that our models are statistically reliable. The receiver 
operating characteristic (ROC) curve, confusion matrix, ROC-area under 
curve (AUC), Precision, Recall, F1 and accuracy scores are employed to 
evaluate the performance of the models. Each of these metrics are 
explained in Section 2.3. We also visually compare the model pre
dictions with the ground truth of the processed μ-CT data for the test set. 
The Gini importance [36,37] is examined based on the RF model to 
assess the feature importance for investigating how the neighboring 
voxels influence the state of a central voxel. MLP is implemented in 
PyTorch [38], and all the other models are implemented in scikit-learn 
[39]. 

2.3. Evaluation metrics for ML classification models 

In this section, we present all metrics used to evaluate the ML model 
performance. 

2.3.1. ROC curve 
It is a performance plot of the binary classifier when its discrimina

tive threshold is varied. In the ROC plots of this study, the x-axis is the 
fraction of false positives out of the negatives (i.e., the false positive rate, 
FPR), and the y-axis is the fraction of true positives out of the positives (i. 
e., the true positive rate, TPR). The definitions of the FPR and TPR are: 

FPR =
FP

FP + TN
(2)  

TPR =
TP

TP + FN
(3)  

where TP is true positive, FN is false negative, FP is false positive, and 
TN is true negative. 

2.3.2. ROC-AUC 
It is the value of the area under the ROC curve, and it is referred to as 

the ROC-AUC score in this study. The more ROC curve is towards the top 
left corner of the plot, the area under it is larger, depicting more accurate 
classification. 

2.3.3. Confusion matrix 
The confusion matrix evaluates classification accuracy by computing 

the matrix with each row and each column corresponding to the true 
class and prediction, respectively (Fig. 3). 

2.3.4. Accuracy score 
The accuracy score for our binary classification models is defined as 

[39]: 

Accuracy score =
TP + TN

TP + FP + TN + FN
(4)  

2.3.5. Precision, recall and F1 scores 
When the binary labels are very imbalanced, precision-recall is a 

useful measure of the success of prediction. In information retrieval, 
precision is a measure of result relevancy, while recall is a measure of 
how many truly relevant results are returned. Precision (Pr) is defined 
as: 

Pr =
TP

TP + FP
(5) 

Recall (Re) is defined as: 

Re =
TP

TP + FN
(6) 

Note that Re equals to TPR (Eq. (3) and Eq. (6)). The precision-recall 
curve can show the tradeoff between precision and recall for different 
thresholds. A large area under the curve represents both high recall and 
high precision, where high precision relates to a low FPR, and high recall 
relates to a low false negative rate. High scores for both show that the 
classifier is returning accurate results (high precision), as well as 

Fig. 3. Confusion matrix with TN, FN, TP and FP quads. 0 and 1 respectively 
correspond to the normal and defective states of voxels. 
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returning a majority of all positive results (high recall) [39]. Pr and Re 
are related to the F1 score which is defined as the harmonic mean of Pr 
and Re: 

F1 = 2 ×
Pr × Re
Pr + Re

(7)  

3. Result and discussion 

3.1. Results overview 

We first compared the ROC-AUC scores of all six ML models and 

Fig. 4. ROC-AUC score versus different kernel sizes using six ML models for (a) 7 %, (b) 20 % and (c) 40 % hold-out data as unseen test set.  
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found that the RF model showed the best prediction performance on the 
reserved test dataset (Section 3.2.1). We then focused on the RF model to 
perform more detailed analysis. When using the confusion matrix as the 
metric, results showed that the RF models predict more FP than FN in
cidences (Section 3.2.2), meaning that these models were more likely to 
predict normal voxels as defective ones when they were wrong in pre
diction, but were less likely to miss defective voxels. Further comparison 
of Pr, Re, F1 and accuracy scores (Section 3.2.3) and the Pr-Re curves 
(Section 3.2.4) for the RF models with different kernel sizes (i.e., 
different neighboring voxel ranges) showed that model performance 
improved as more neighbors were included but mostly converged at a 
kernel size of 5, corresponding to including the 2nd nearest neighbors. 
Image comparison between the RF-predicted voxel states and those 
derived from the μ-CT demonstrated good model prediction perfor
mance (Section 3.3). Based on the RF model, input feature importance 
was analyzed (Section 3.4). It was found that thermal features of voxels 
further away from the present voxel were less important than those of 
the closer ones. It was found that voxels above the present voxel were 
more influential than those below. These results are discussed in detail 
in the following sections. 

3.2. Detailed results 

3.2.1. ROC-AUC analysis and comparison 
In Fig. 4, bar plots of the ROC-AUC scores for all ML models are 

presented for 7 %, 20 % and 40 % of the hold-out test data sizes. The 
specific values of the ROC-AUC scores for all models and all hold-out 
data sizes can be found in Table S3. The number of defective voxels in 
the test set and that predicted from the models are also shown in 

Table S3. Among all the models tested, KNN and RF consistently out- 
perform other models regardless of the percentage of the hold-out 
data for testing and kernel size. The DT model is a close follower as 
reflected by the ROC-AUC scores, while the MLP, LR and AdaBoost 
models show inferior accuracies. Comparing different test data per
centages shows that by decreasing the number of test data, the ROC-AUC 
generally increases for all ML models, because more data are used for 
training. For almost all models, by increasing the kernel size, which 
includes more neighboring voxel thermal features as inputs for predic
tion, the ROC-AUC scores increase (Fig. 4). For KNN, RF and DT models, 
which have high ROC-AUC scores, when the percentage of the hold-out 
test data becomes larger (e.g., 30 % and 40 %), the increasing trend in 
ROC-AUC as kernel size increases is more obvious (Fig. 4c and Table S3). 
For the hold-out test data size less than 20 %, the ROC-AUC scores for 
these three models are seen weakly increasing or fluctuating around a 
high value. For the rest of the models, the increasing trend is evident 
regardless of the hold-out test data size. 

Overall, these findings suggest that neighboring voxels contain use
ful information that can help determine the state of the voxel of interest. 
This improvement in ROC-AUC is achieved despite the fact that 
increasing the kernel size decreases the available data for training and 
testing since more voxels are considered surface voxels and are excluded 
(see Fig. 2c). Since RF turns out to be the best performing model, we will 
focus on analyzing the RF model in the rest of the paper. We note that 
the RF models do not only show the best ROC-AUC scores but also other 
performance metrics (e.g., the confusion matrix in Fig. 5, S6 and S7, and 
Precision-Recall curve in Fig. S9). 

Fig. 5. Confusion matrices for the RF models on different hold-out test data sizes using different kernels.  
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3.2.2. Confusion matrix analysis and comparison 
Fig. 5 shows the confusion matrices of the RF model as the highest 

performing ML model with different kernel sizes and different hold-out 
test data sizes. The confusion matrices show that the RF models predict 
more FP (upper right quad in the matrix) than false negative (FN, lower 
left quad) incidences. This means that models tend to predict normal 
voxels as defective ones when they are wrong in prediction but are less 
likely to miss defective voxels. This suggests that the models are “safe” 
but “conservative”, which are favorable for practical AM applications by 
providing a larger margin of safety. The same observation can be made 
for the other two high-performance ML models (i.e., KNN and DT), see 
Section S3 of the SI. 

3.2.3. Pr, Re, F1 and accuracy scores analysis 
Fig. 6a-d show the Precision, Recall, F1 and accuracy scores, 

respectively, for the RF models using different kernels for all percentages 
of the hold-out test data. As shown in Fig. 6, by increasing the size of 
hold-out test data, Pr, Re, F1 and accuracy scores all decrease. This is 
because less data is used for training when the hold-out test set size 
increases. By increasing the kernel size, the Pr score generally increases 
from K1 to K5, but it sees a slight decrease in some cases when changing 
from K5 to K7 (Fig. 6a). The Re score generally increases when the 
kernel size increases and this increase is more significant for the larger 
hold-out test set. One exception is the 10 % hold-out case where the Re 
score fluctuates without a monotonic trend. The Re scores are uniformly 
higher than their Pr counterparts because the model predicts more FP 
than FN as discussed previously (Fig. 6b). The F1 score, which is a 
combined description of Pr and Re, almost always increases from K1 to 
K5, but it stagnates or decreases slightly when the kernel size increases 
to K7 (Fig. 6c). A similar trend can be found in the accuracy score 
(Fig. 6d). From these quantifications, it can be inferred that there is a 
gain of useful information by including thermal features from more 

neighboring voxels up to K5 (i.e., the 2nd nearest neighbors), which 
leads to the increase in the model quality. However, using the K7 kernel 
no longer improves model accuracy, suggesting that the thermal history 
of the 3rd nearest neighboring voxels has little impact on the state of the 
present voxel. Table S4 in section S4 of the SI shows the values of Pr, Re, 
F1 and accuracy scores using RF model for different kernel sizes and all 
percentages of the hold-out test data. Furthermore, Fig. S8 compares the 
F1 scores of six ML models for 10 % hold-out test data with kernel K5, 
and RF has the best F1 score. 

3.2.4. Precision-Recall (Pr-Re) curves analysis 
Fig. 7 further demonstrates Precision-Recall curves for hold-out test 

data percentages of 10 %, 20 %, 30 % and 40 % to provide a visual 
comparison between the RF model and a dummy classifier (DC) as a 
baseline for different kernel sizes. DC makes predictions without 
considering the input features, and thus it is essentially a random guess 
[39]. The curve stretched towards the upper right corner in the 
Precision-Recall indicates better model prediction quality and this is the 
case for all hold-out test data percentages when the kernel size increases 
from K1 to K7. However, there is a small difference between curves of K5 
and K7 for all percentages and this difference is negligible for 10 % and 
20 % hold-out test data. 

3.3. ML model prediction and comparison with μ-CT data 

Fig. 8 visually compares the predictions from the RF model and the 
ground truth for the 30 % hold-out test data case in the 3D view and 
from randomly selected layers. The RF model shown uses the K5 kernel 
and the dots shown are the test data, i.e., training data is not shown. As 
can be seen, both the 3D view (Figs. 8a and b) and the randomly selected 
layers (Fig. 8c) show good agreement between ground truth and RF 
prediction with a relatively small number of false predictions (circled). 

Fig. 6. (a) Precision, (b) Recall, (c) F1 and (d) Accuracy scores versus kernel size for the RF models with different percentages of hold-out data as unseen test set.  
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More visual comparisons are shown in Section S6 in the SI. 

3.4. Feature importance analysis 

Lastly, we study the feature importance from the RF model with the 
K5 kernel to access the impact of the thermal feature of the neighboring 
voxels on the state of the central voxel. Fig. 9 shows the mean Gini 
feature importance score plot for the case with 30 % hold-out test data. 
The training data is used to obtain the scores of the features based on the 
Gini impurity. For computing this, the feature score values corre
sponding to 100 random splits of 70 %− 30 % train-test data for all 250 
features in the K5 kernel are calculated and then the average of these 
scores are taken and shown. We note that the first and second 125 
feature scores are corresponding to the time-above threshold (τ) and the 
peak radiance (Tmax), respectively. The Tmax feature score values are 
much higher than the τ feature score values, suggesting that Tmax is a 
more important feature, which is consistent with a recent study [33]. We 
have further colored the features from voxels belonging to different 
layers in Fig. 9 as L+2, L+1, L0, L-1 and L-2, where L0 is the present 
layer, and “+” indicates layers above the present while “-” indicates 
those below it. The average feature scores of each layer are also shown in 
Fig. 9. It is understandable that L0 has the highest average feature score 
of 0.032, L+2 has the second highest of 0.024, while L+1 has the third 
highest of 0.021. The features in L-1 and L-2, which are layers below the 
present layer, are not as important as those above it. These findings 
suggest that the RF model correctly captures the heat transfer nature 
involved in the LPBF process, where thermal energy in the top layer 
transferring downwards can impact the micropore of layers beneath it. 
This is because when pores are formed due to lack of fusion in a region, 
its thermal conductivity is lower than normal regions, which will in turn 
raise the temperature of layers above it when the laser scans. For 

keyhole mode, the higher temperature in a layer generates pores below 
the current surface. Both scenarios suggest that one would see a much 
greater effect of the thermal process in layers above the present layer 
than in those below. In addition, it has been found that pore healing, 
migration or coalescence can happen as subsequent layers are deposited 
[40]. Including thermal features of layers above the current layer to 
predict its voxel states can also take these phenomena into consider
ation, which may also have contributed to the improved prediction ac
curacy of our models. 

3.5. Perspective on the established ML model 

While the pores in the present study were created by varying laser 
power and exposure time, we believe the model should be generally 
applicable to detecting defects created by other process conditions (e.g., 
laser speed) since the model’s input is the SWIR signal, which tracks the 
thermal history of different voxels. It is our belief that it is the thermal 
history that determines the state of the voxel. Additionally, since we 
found that the influence of the thermal history is up to the 2nd nearest 
neighboring voxels, approximately within a range of ~338 µm, the ef
fect is relatively localized. As a result, we believe the model is also 
applicable to different bulk geometries, although the regions near the 
surface of the built may need special treatment. 

Finally, we note that processing the SWIR data for each layer takes a 
few seconds, which will allow us to extract the two thermal features (i.e., 
maximum radiance and time above threshold). To predict the state of all 
the voxels in a layer, the RF model takes about three seconds using the 
K5 kernel. If this process can be shortened to within one second via 
means like parallel programming, feedback loop control for in-situ 
correction may be possible since we have a chance to correct the defects 
in the present layer by changing the process conditions in the next few 

Fig. 7. Precision-Recall curves comparison for the DC as the classification baseline and RF ML model for all kernel sizes (a) 10 % hold-out test data (b) 20 % hold-out 
test data (c) 30 % hold-out test data and (d) 40 % hold-out test data. 
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layers. 
Additionally, our results showed the maximum radiance was more 

important than time above threshold for determining the defects. There 
is a significant potential benefit to being able to take only the maximum 
radiance rather than time above threshold experimentally. Specifically, 
the data used in this paper was collected with the thermal camera in a 
staring configuration. The field of view is limited in order to maintain a 
high frame rate. If the camera is placed in a co-axial configuration, 

following the beam spot, similar spatial resolution can be achieved at the 
expense of capturing the full temperature history of the voxels. The 
ability to make high quality classifications with only the maximum 
radiance data for the pixel, including the nearest neighbors, will allow 
these techniques to be scaled to much larger parts and builds without 
sacrificing temporal resolution (maximum temperature accuracy). 

Fig. 8. Visual comparison between the ground truth and RF prediction on the state of the test data set: the 3D view (coordinates in the unit of mm) of (a) the ground 
truth, and (b) the RF prediction, and (c) the side-by-side comparison of randomly selected layers. GT is representative of the ground truth. The yellow and purple 
spheres correspond to normal and defective, respectively. The blue circles indicate false predictions. 
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4. Conclusions 

In this work, we have developed machine learning models that can 
use in-situ thermographic data to predict the voxel state of LPBF stainless 
steel materials. Two features from the thermograph, including the time 
above the apparent melting threshold (τ) and the maximum radiance 
(Tmax) of each voxel, are used as inputs, and the binary state of each 
voxel, either defective or normal, is the output. Six different ML models 
are trained and tested for the binary classification task, with RF showing 
the highest predictive performance with the highest F1 score reaching 
0.966. Besides using the thermal features of each voxel to predict its own 
state, those of neighboring voxels are also included, which is shown to 
improve prediction accuracy. Such a finding suggests that the thermal 
history around a voxel can also impact its state due to heat transfer. 
Results also show that useful information can be collected from up to the 
2nd nearest neighbor to improve model accuracy, but including scope 
beyond the 2nd nearest neighbor shows limited effect. Feature impor
tance analysis based on the RF model shows that Tmax is more important 
to the voxel state than τ. The analysis also finds that the thermal history 
of the voxels above the present voxel is more influential than those 
beneath it, which agrees with the heat transfer nature in the LPBF pro
cess. Our study demonstrates the viability to use in-situ thermographic 
data to predict porosity in LPBF materials. Since ML models are fast, they 
may play integral roles in the optimization and control of such AM 
technologies. 
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