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Abstract
The performance of a deep neural network (deep NN) is dependent upon a significant number of weight parameters that

need to be trained which is a computational bottleneck. The growing trend of deeper architectures poses a restriction on the

training and inference scheme on resource-constrained devices. Pruning is an important method for removing the deep

NN’s unimportant parameters and making their deployment easier on resource-constrained devices for practical appli-

cations. In this paper, we proposed a heuristics-based novel filter pruning method to automatically identify and prune the

unimportant filters and make the inference process faster on devices with limited resource availability. The selection of the

unimportant filters is made by a novel pruning estimator (c). The proposed method is tested on various convolutional

architectures AlexNet, VGG16, ResNet34, and datasets CIFAR10, CIFAR100, and ImageNet. The experimental results on

a large-scale ImageNet dataset show that the FLOPs of the VGG16 can be reduced up to 77.47%, achieving � 5x inference

speedup. The FLOPs of a more popular ResNet34 model are reduced by 41.94% while retaining competitive performance

compared to other state-of-the-art methods.

Keywords Deep neural network � Efficient inference � Convolutional neural network � Model compression and

acceleration � Filter pruning

1 Introduction

Deep neural networks (DNNs) have been applied in a wide

variety of domains such as computer vision, machine

translation, natural language processing and have achieved

state-of-the-art performance in various applications such as

classification [33, 47] object detection [13, 37, 42] image

generation [15], speech recognition [16], and segmentation

[2] to name a few. The generalization, ability to perform

well on the unseen data [52] and convergence ability of

DNN comes from their millions of weight parameters and

billions of floating-point operations (FLOPs) that has

helped DNNs in achieving superior performance over time.

Over the years, neural network (NN) architectures have

become deeper with an increasing number of layers and

wider meaning more nodes or filters at each layer. Con-

volutional neural network (CNN) is one of the popular

variants of the DNN. Figure 1 shows the architecture of the

VGG16 convolutional architecture. Recently, researchers

have successfully trained a network with more than 150

layers and achieved improved performance on a wide

variety of tasks such as classification, detection, and seg-

mentation [20].

Despite improvements in their performance [20, 47],

however, their usage on resource-constrained devices like

mobile phones, wearables, and other edge-devices has

hindered [28, 36]. For practical applications, it has become

a necessity to bring the capabilities of DNNs in devices

with limited resources [17, 50]. Inference process of

trained networks on devices with inadequate resources

leads to the following challenges: (1) for instance in CNN,

performing convolutional operation requires a lot of com-

putational power [7, 57], and (2) the battery power or
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energy needed [25] to run CNN which performs a lot of

FLOPs operations during inference.

Therefore, model compression and acceleration methods

have attracted significant attention of the researchers from

deep learning community [6, 10, 27, 53]. Alternatively, a

large number of unimportant weight parameters can be

removed without affecting the performance of the model

[22, 48] at the same time reducing the FLOPs, though it is

challenging [9]. In summary, significant research efforts

have been devoted to making DNNs inference-friendly so

that they can be deployed on devices with limited resources

[35, 40].

Out of the many compression and acceleration tech-

niques such as low-rank approximation [30, 46, 55],

quantization and binarization [3, 27, 49], knowledge dis-

tillation [4, 24], pruning has evolved as one of the impor-

tant methods to improve DNNs efficiency for limited

budget applications and devices [39, 48]. In pruning, the

less important parameters of the model are pruned; either

set to zero or completely removed from the network based

on the type of pruning performed. From a DNN, individual

weight connections, a complete node, filters, or layers can

be pruned and referred to as weight pruning [18, 19, 34],

node pruning [44], filter pruning [1, 21, 40], and layer

pruning [5], respectively.

Pruning can be categorized as structured or unstructured.

For example, pruning individual weight connections or

nodes is unstructured as it makes the resulting architecture

sparse [18]. On the other hand, the complete filter or layer’s

pruning is structured [35, 39]. Pruning also reduces the

well-known over-fitting problem of the DNNs [12, 14]. For

a comprehensive study on other compression and acceler-

ation techniques, the readers are suggested to refer to

recent surveys [8, 9].

This paper aims to propose a novel heuristics-based

automatic filter pruning method for accelerating the per-

formance of the DNNs. In particular, the objectives are to

analyze whether the inference-performance of the DNNs

can be improved based on the reduction of the time-con-

suming FLOPs while keeping the accuracy loss within the

acceptable range; and to investigate whether the proposed

method can be generalized for different convolutional

architectures.

The earlier research [22, 35, 40] has shown that many

convolutional layer filters do not contain useful informa-

tion after training, hence become unimportant and can be

pruned. Instead of utilizing a trained model directly on the

target device, we first propose to prune the unimportant

filters, re-train the pruned model, and finally deploy a

pruned and fine-tuned model on the target device as shown

in Fig. 2. Unlike other techniques [1, 26, 35], our proposed

method eliminates the need for any manual tuning to find

the threshold for each layer. Instead, the number of filters

that could be pruned from each layer is determined

automatically.

The main contributions of the paper include: (1) a novel

heuristics-based automatic filter pruning method to identify

and prune unimportant filters from the trained CNN with-

out the need for human intervention during the pruning

process; (2) introduction of a novel pruning estimator c
wherein the filters whose absolute sum is less than c are

treated as unimportant and pruned layer-wise. (3) addition

of an additional control parameter (b) to handle the situa-

tions where the model is to be pruned more or less

aggressively.

This paper has been organized into various sections. In

Sect. 2, our proposed method is explained that will help to

achieve our research objectives. Section 3 elucidates the

details of the experiments performed with benchmarks

convolutional architectures on various datasets. Section 4

includes the details of the experimental results, followed by

the discussion. Finally, the conclusion and future directions

are summarized in Sect. 5.

2 Methodology

This section discusses pruning as an optimization problem,

followed by the details of the proposed method to auto-

matically identify and prune unimportant filters from CNN.

In CNN, a filter becomes unimportant if its removal does

not affect the model performance after training. The

Fig. 1 An example of VGG16 CNN
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performance of the model gets affected by the selection of

proper filters for pruning. Therefore, it is necessary to

prune the correct number of filters without affecting the

model performance. If fewer filters are pruned, it will not

help reduce the lesser importance filters. On the other hand,

if the model is pruned aggressively, it becomes difficult for

the pruned model to recover from the accuracy loss.

Therefore, one of the main challenges in pruning is iden-

tifying candidate filters to prune, and the total number of

filters that could be pruned from the model without com-

promising the performance. Pruning filters can be thought

of as an optimization problem to maximize the perfor-

mance of the model and reduce the resource requirements.

In our case, the particular resource we consider minimizing

is the FLOPs by pruning the unimportant filters and their

respective feature maps.

Figure 3 visualizes the main steps of the proposed

method. Our proposed method takes the trained model and

pruning controller (b) as an input and performs pruning of

less important filters for each of the model’s convolutional

layers. In Fig. 3, the pruned filters are highlighted with the

red color. Solving the optimization problem can be con-

sidered as two main goals to be achieved. To solve this, we

employed our proposed Algorithm 1. The proposed algo-

rithm has two main parts pruning and fine-tuning. Pruning

filters achieve the first goal, and the second goal is

achieved by fine-tuning the pruned model. Algorithm 1

summarizes the entire filter pruning and fine-tuning steps

of the proposed method. In Algorithm 1, b is the pruning

controller, M is the original model, and Mp is the pruned

model. Similarly, W
½l�
m ðoldÞ and W

½l�
k ðnewÞ represents the

original and pruned weight of the lth convolutional layer of

the model M and Mp, respectively. Overall, the proposed

method can be categorized as filter selection, pruning lesser

importance filters, and fine-tuning. In the next subsections,

we have discussed each of these in detail.

Fig. 2 Traditional (dotted line) and proposed (solid line) deployment scenario

Fig. 3 Proposed filter pruning and fine-tuning framework
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2.1 Filter selection criteria

The selection of the filters for pruning is an important

question to answer. In earlier research, it was found that

small-magnitude weights are unimportant after training,

and a substantial amount of weight parameters can be

removed from the model [18], we extend the argument to

convolutional layer filters. Filters with smaller absolute

sum are unimportant and do not contain useful information;

hence, pruning these filters will least affect the model

performance. We proposed a novel heuristic pruning esti-

mator (c) to find the filters that could be pruned. In other

words, c is used to differentiate between the important and

unimportant filters. The novel pruning estimator (c) is

defined as the mean absolute sum of all the filters in the

layer (Eq. 5).

The research objective was to find an optimized model

with the minimum number of convolutional filters while

making the least compromise with the model performance.

Let’s assume M is the original model and Mp is the pruned

model. The model M has C convolutional layers. The lth

convolutional layer is represented by l½k�, and

k 2 f1; 2; 3; . . .;Cg. The number of filters of the layer l½k� is
ns and generates the feature maps Amap that is used as input

for the next layer. The set of filters of the model at layer l½k�

is represented by F l½k� = ½f1; f2; f3; . . .; fns �. Further, let’s

assume the weights of the l½k� layer of the original model M

is given by W
l½k�
m ¼ ½w1;w2;w3; . . .;wns �. The weights of the

l½k� layer of the pruned model Mp is given by W
l½k�
p ¼

½p1; p2; p3; . . .; pnq � where ns 6¼ nq. The accuracy of the

original model M is given by am and the accuracy of the

pruned model Mp is given by ap. For a given dataset D ¼
ðxi; yiÞNi¼1 and a pruning threshold level t given by the novel

pruning estimators c, the problem of pruning filters from

the model was formulated as

min
F

LðF ;DÞ ð1Þ
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¼ min
F

1

N

XN

i¼1

LðF ; ðxi; yiÞÞ ð2Þ

where Lð:Þ is the standard cross entropy loss and F is the

set of filters. Let’s represent the absolute sum or ‘1-norm of

the filter fi by s. If s 2 R then its norm is given by jsj, and
defined as.

jsj ¼
Xc

i¼1

Xh

j¼1

Xw

m¼1

jWi;j;mj ð3Þ

For every s following holds,

jsj � 0 for all s 2 R, and

jsj = 0 iff s = 0.

If jsj is an integer greater than or equal to zero, then the

sum of all the filters of the layer l½k� is given by

sF ¼
Xns

s¼1

sfs ð4Þ

and it would also be greater than or equal to zero. We

define a novel pruning estimator c as

c ¼ sF
ns

þ b ð5Þ

If the relative filter indices of the layer l½k� is denoted by

a binary vector V ¼ ½v1; v2; v3; . . .; vns � where each value of
V 2 ð0; 1Þ. The relative filters index in V can be set to zero

if the jsj of the respective filter is less than c otherwise to

one as shown below.

Vns ¼
0 if jsij\c

1; otherwise

�
ð6Þ

We call c as the pruning estimator, as it determines the

number of filters that can be pruned from the each con-

volutional layer. Further, b was introduced to reduce or

increase the set of the filters to be pruned. The earlier

studies [18, 23, 35] have shown that the small magnitude

weights or filters with smaller ‘1-norm generates weaker

activation maps. Therefore, the impact of the weaker

activation maps on the final output of the model is less. In

this context, the filters with smaller ‘1-norm becomes

pruning candidate compared to the filters with larger ‘1-

norm [23]. However, finding the optimal number of filters

that can be pruned from the model is a major bottleneck.

Therefore, the proposed pruning estimator (c) eliminates

the need of defining the manual pruning threshold for each

layer.

In Eq. (5), b is pruning controller b 2 R and its value

varies between - 2 and þ 2. The range of the pruning

controller (b) was determined experimentally. b can be

used for situations where the model needs to be prune more

or less aggressively. It could be set to zero when we want

to prune filters solely based on the mean absolute sum

information. Otherwise, b could be set to some positive

value if we want to prune more aggressively or to some

negative value if we want to reduce the pruning of filters.

We empirically found that pruning filters based on c sub-

stantially perform better than other methods in which the

pruning rate is given manual. To show that the proposed

pruning estimator c works for different models and to find

the best trade-off between accuracy, % parameters pruned,

and % FLOPs reduction, an extended analysis was made by

performing regression statistical test and plotting b. The
results have been added to Sect. 4.3.

2.2 Prune unimportant filters

In CNNs, a set of filters Fðh�w�c�nÞ are applied at each

convolutional layer. Where, h and w is the height and width

of the filter, c is the number of channels and, n is the

number of filters applied in any convolutional layer l 2 L.

Each filter f ðh�w�cÞ 2 F produces one feature map, when

all the feature maps are stacked together, they produce a

feature map of size ðððd�hþ2pÞ
s þ 1Þ � ððd�hþ2pÞ

s þ 1Þ � nÞ,
and it becomes the input for the next lþ 1 layer. Where, p

and s is the padding and stride, respectively, and d is the

dimension of the input. The activation produced by l� 1

convolutional layer is given by ðh½l�1� � w½l�1� � n½l�1�.

Where h½l�1�, w½l�1� is the dimension of the output and n½l�1�

is the depth. This activation will work as an input for the

layer l. Suppose, in any layer l, the filters of size ðh½l� �
w½l� � n½l�1�Þ are applied. After applying convolutional, and

nonlinearity, it will produce an activation/feature map of

size ðh� w� NÞ, N is the number of filters applied.

Where, h and w are given by ððh½l�1� � h½l� þ 2pÞ=sþ 1Þ.
Figure 4 shows pruning of the filters from any layer l. In

Fig. 4, left part shows the original un-pruned architecture.

It should be noted that currently it produces activation for

the lþ 1 layer as ðh� w� NÞ. If at any point in time, it is

found that the two filters out of the four are not contributing

towards improving the model performance in layer l, then

these two filters will be selected for pruning. The right part

of the diagram shows that the two unimportant filters and

their corresponding feature maps are pruned. Pruning of

these filters and their corresponding feature maps will

result in reducing the input for the lþ 1 layer. Now, as it is

visible from Fig. 4 (right part) that after pruning of filters

and their feature maps, the input for the next lþ 1 layer

would be ðh� w� ðN � 2ÞÞ, before pruning it was

ðh� w� NÞ. Before pruning, the dimension of the weight

tensor W was (4, n½l�1�, h½l�, w½l�), after pruning, the new

dimension of the W would be (2, n½l�1�, h½l�, w½l�). W[0]

represent the weights of the first filters, W[1] second filter,

and so on.
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To prune a set of filters from any layer l, all the filters

are ranked according to their absolute sum in the proposed

method. Then, c is calculated for the layer. According to

our approach, filters whose absolute sum is below the value

of c is a pruning candidate. We use a binary mask to mark

whether any filter will be pruned or not from the layer. If

the absolute sum of the filter fi is less than c, then the

corresponding filter index is set to zero, otherwise one. A

value of zero indicates that the filter is less important and is

a pruning candidate. After getting the information of all the

filters to be pruned, we performed one-shot pruning of all

the filters from the layer. This process is repeated for all the

convolutional layers. Whenever any filter is pruned from

the layer l, its corresponding feature map is also pruned.

Pruning of the feature map reduces the number of input

channels in the next layer, so the numbers of channels are

also reduced in the lþ 1 layer.

Once all the unimportant filters are pruned from all the

layers, the new model is created with the remaining set of

filters. The weights of the remaining filters are copied from

the original architecture to a newly created architecture

layer-wise. The pruning of the last convolutional layer

affects the first dense layer. After pruning the last convo-

lutional layer, the input connections in the first dense layer

are changed, and weights are copied accordingly.

2.3 Fine-tuning

After pruning, the original model’s performance degrades,

and to compensate for the performance loss the pruned

model needs to be fine-tuned. For this purpose, we took the

pruned model and performed fine-tuning for more number

of epochs on the original dataset. We conducted a number

of experiments, and the experimental results support that

the pruned model can recover the performance after fine-

tuning. It is also worth noting that, since our proposed

method is based on pruning of filters and does not make the

resulting pruned architecture unstructured, the pruned

model can directly be deployed on the target device

without requiring special hardware or software [39]. Our

method is also orthogonal to other compression and

acceleration methods. The pruned model can further be

processed by other methods such as low-rank factorization,

and weight quantization to further compress and accelerate

the model performance. In the next section, we have pro-

vided the experiments detail by applying the proposed

method to popular convolutional architectures and datasets.

3 Experimental setup

In this section, we elucidate the details of the various

experiments performed to evaluate the proposed method’s

effectiveness. The proposed method is evaluated on a

variety of network architecture and datasets. All the

experiments are performed on NVIDIA DGX V100

supercomputer with 128 GB RAM, 40,960 CUDA cores,

5120 tensor cores, and 960 TFLOPS speed. PyTorch [41]

deep learning framework is used for implementing all the

experiments.

3.1 Models and dataset

During experiments, we selected a fair amount of small and

large DNN architectures such as AlexNet [31], VGG16

[43], and deeper network ResNet34 [20]. We performed

experiments with CIFAR10 [32], CIFAR100 [32], and

ImageNet [11] datasets. For CIFAR10 and CIFAR100

datasets, we used a modified version of the VGG16 model,

and for the ImageNet dataset, we use the original VGG16

model. Standard dataset splits are used while training and

testing the models on various datasets. Table 1 summarizes

the details of models used in the experiments with their

learnable parameters and FLOPs needed for a single image

during inference. Table 1 also summarize the details of the

CIFAR10, CIFAR100, and ImageNet datasets such as the

Fig. 4 Visualizing filter pruning (the left part of the diagram is the original, and right part shows the impact of pruning filters and their

corresponding feature maps), * shows the convolutional operation between input and filters

4894 Neural Computing and Applications (2022) 34:4889–4903
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number of classes, training and test images, and the

dimension of the images.

3.2 Experiment procedure and evaluation
criteria

In general, we apply the following steps to achieve our

research objectives discussed in Sect. 1.

• Train the model from scratch (CIFAR10 and

CIFAR100 dataset) or use pre-trained model (ImageNet

dataset).

• Apply the proposed filter pruning method (Algorithm 1)

discussed in Sect. 2 to identify and prune unimportant

filters from the model.

• Fine-tune the pruned model on the respective dataset to

compensate for the accuracy loss due to the filter’s

pruning.

The performance of the original and pruned model is

measured based on their top1 test accuracy (Eq. 7), %

reduction in the FLOPs (Eq. 8), and % learnable parame-

ters pruned (Eq. 9). The three evaluation criteria are given

as

acc ¼ classificationcorrect

#images
� 100 ð7Þ

flops ¼ ðFLOPsorig � FLOPsprunedÞ
FLOPsorig

� 100 ð8Þ

para ¼ ðParaorig � ParaprunedÞ
Paraorig

� 100 ð9Þ

classificationcorrect is the number of images correctly clas-

sified by the model, #images is the total number of images

in the test set. FLOPsorig is the total number of FLOPs in

the original model, FLOPspruned is the total number of

FLOPs in the pruned model. Similarly, Paraorig and

Parapruned is the number of learnable parameters in the

original and pruned model, respectively.

3.3 Experiments on the CIFAR10 and CIFAR100
dataset

VGG16 model has 13 convolutional layers, and it has been

used in various classification and detection problems. We

used a variant of the VGG16 model with batch normal-

ization [29] and without dropout [45] for CIFAR10 and

CIFAR100 experiments. The modified architecture has two

dense layers, one with 512 nodes that receive input directly

from the last convolutional layer and one output layer. We

modified the number of nodes in the last dense layer to 10

and 100 to match with the CIFAR10 and CIFAR100

datasets, respectively. The base architecture is trained from

scratch to get top1 accuracy of 92.25% and 69.37%,

respectively, for CIFAR10 and CIFAR100 experiments.

The base model is trained for 160 epochs with an SGD

optimizer and 0.9 momentum. The learning rate was set to

0.1, and the weight decay of 1e-4 is applied. The learning

rate is decayed by ten after every 30 epochs. For the

CIFAR100 experiment, all the training parameters were the

same as used while working with CIFAR10. The pruned

model is fine-tuned for 80 epochs with a 0.01 learning rate.

3.4 Experiments on the ImageNet dataset

To test the method’s generalization ability and effective-

ness, we further evaluate the proposed method on a large-

scale ImageNet dataset. The method is evaluated on three

convolutional architectures AlexNet, VGG16, and

ResNet34, and presented a comparative study for VGG16

and ResNet34 in the next section. For ImageNet experi-

ments, we use the pre-trained models from PyTorch [41]

deep learning framework as base architectures. The pruned

models are fine-tuned with an SGD optimizer with a

momentum of 0.9. The batch size was 128, the learning

rate was set to 0.001, and the weight decay of 1e-4 is

applied. Images are resized to 256� 256 and randomly

center cropped at 224� 224. Random horizontal flip is

used as data augmentation during training, and in the

testing center crop is used. No other data augmentation

techniques are used.

Table 1 Details of the convolutional architecture and datasets used in the experiments

Exp. Model Dataset #Para Classes Image size Train images Test images FLOPs

1 VGG16 CIFAR10 14.98M 10 32� 32� 3 50K 10K 313M

2 VGG16 CIFAR100 15M 100 32� 32� 3 50K 10K 314M

3 AlexNet ImageNet 61.1M 1000 224� 224� 3 1.2M 50K 1.43B

4 VGG16 ImageNet 138.3M 1000 224� 224� 3 1.2M 50K 30.97B

5 ResNet34 ImageNet 21.8M 1000 224� 224� 3 1.2M 50K 3.68B
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The initial experiments are performed with the AlexNet

model. The pre-trained PyTorch AlexNet [31] model has

61.1M parameters and has 1.43B FLOPs without batch

normalization layers. The top1 and top5 accuracy of the

original pre-trained model are 56.45% and 79.09%,

respectively. For VGG16 experiment, we use the original

model with 13 convolutional and three dense layers with-

out batch normalization from PyTorch. VGG16 has

138.3M learnable parameters and 30.97B FLOPs for a

single inference. For the sake of comparison, we consider

multiplication and addition as two separate FLOPs for

VGG16 model.

The original VGG16 model is tested on the 50K Ima-

geNet validation set and recorded 71.26% and 90.22% top1

and top5 accuracy, respectively. The pruned model is fine-

tuned for 75 epochs. VGG16 is a simple network archi-

tecture in which the layers are stacked on top of each other.

Next, we evaluate our method on an even more complex

network. One such network is the ResNet34 [20] which is

one of the ResNet network variants. ResNet34 is a 34-layer

network with skip connections. It has four stages of

residual blocks and uses projection shortcuts during the

down-sampling of the feature maps. We test the original

model on the ImageNet 50K validation set and recorded

72.04% top1 accuracy. The pruned model is fine-tuned for

50 epochs.

4 Results and discussion

4.1 CIFAR10 and CIFAR100 experiment

Table 2 shows the VGG16 pruned model details and its

comparison with state-of-the-art methods on the CIFAR10

dataset. It is worth noting from Table 2 that the proposed

method pruned more than 80% parameters and reduces

71.82% FLOPs with marginal 0.04% drop in the top1

accuracy. Another observation is that the best performing

method [26] reduces FLOPs by 64.5%; however, the

accuracy loss is more than ours. Also, the original VGG16

model has 4224 filters, whereas the pruned model has only

1887 filters. In Table 2, [38] count multiplication and

addition as two separate FLOPs. We count multiplication

and addition as 1 FLOP (MAC) operation.

Figure 5 shows the number of filters before and after

pruning the model for the CIFAR10 and CIFAR100 data-

set. It can be seen from Fig. 5 that all the convolutional

layers contain unimportant weights filters, and a substantial

number of filters are pruned from all the layers. Figure 5

also depicts layers with more filters containing more can-

didate filters for pruning. From the last six layers, more

than 50% filters are pruned without significantly hurting

the model’s performance.

The percentage of FLOPs pruned for CIFAR10 dataset

and VGG16 model is visualized in Fig. 6. The reduction in

FLOPs is higher for the layers from 8 to 12, more than 80%

FLOPs are reduced in these layers. The last layer is directly

connected to the dense layer; still, 67% FLOPs are reduced

in this layer. It is also important to note that the pruned

model is able to get competitive accuracy with b ¼ 0,

pruning filters are determined only based on the mean

absolute sum.

Table 3 shows the VGG16-CIFAR100 pruned model

details and its comparison with other state-of-the-art

methods. It is worth noting from Table 3 that the proposed

method is able to prune more than 75% parameters and

reduce 72.83% FLOPs with 1.79% drop in the top1 accu-

racy. Further improvement in the accuracy could be

achieved by testing b for negative values. The method

performs better than [38], and [54] in terms of the number

of parameters pruned, and FLOP reduction. Moreover, a

total of 2045 out of 4224 filters are pruned from various

convolutional layers. Like the CIFAR10 experiment, the

CIFAR100 experiment also shows that VGG16 contains

many unimportant filters, and more than 50% filters can be

pruned from the model. The percentage of FLOPs pruned

for CIFAR10 and CIFAR100 dataset with the VGG16

model is visualized in Fig. 6.

The CIFAR10 and CIFAR100 dataset experiments show

that many filters can be pruned without significantly

affecting the model performance. The pruned model will

have to perform fewer FLOPs during inference, and it

directly improves the inference performance of the model

in terms of latency, computational and battery power

Table 2 Comparison of the

VGG16-CIFAR10 pruned

model with other state-of-the-art

methods, b ¼ 0

Method Top1 acc (±) #Para left %Para pruned #FLOPs left %FLOPs reduction

[38] 0.14 2.30M 88.5 3.91 �108 51

[35] 0.15 5.4M 64 2.06 �108 34

[54] - 0.07 3.92M 73.34 1.9 �108 39.1

[26] - 1.9 – – – 64.5

Ours - 0.04 2.86M 80.91 8.8 �107 71.82
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required. CIFAR10 and CIFAR100 experiments confirm

and relate with our first research objective that the infer-

ence performance of the DNN can be improved by

reducing the time-consuming FLOPs.

4.2 ImageNet experiments

Table 4 shows the detail of the FLOPs of the convolutional

and dense layer of the original and pruned AlexNet model.

It can be seen from Table 4, 91.81% of the total FLOPs

come from computationally intensive convolutional layers,

and the contribution of the dense layer is only 8.19%. After

Fig. 5 Number of filters left in

the convolutional layers before

and after pruning (VGG16 on

CIFAR10 and CIFAR100

dataset)

Fig. 6 Layer-wise percentage of

FLOPs reduction for VGG16 on

CIFAR10 and CIFAR100

dataset

Table 3 Comparison of the

VGG16-CIFAR100 pruned

model with other state-of-the-art

methods, b ¼ 0

Method Top1 acc (±) #Para left %Para pruned #FLOPs left %FLOPs reduction

[38] 0.22 5M 75.1 5.01 �108 37.1

[54] 0.07 9.14M 37.87 2.56 �108 18.05

Ours - 1.79 3.6M 75.86 8.5 �107 72.83
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fine-tuning the model with b ¼ 0, the top1 accuracy drop

was 6%, and with b ¼ �3, the model is able to reduce the

accuracy drop to 1.95%. AlexNet is a comparatively small

model and cannot gain accuracy if pruned more aggres-

sively. However, our method pruned 316 filters out of 1152

and reduce the FLOPs from 1.43B to 0.69B. The results of

the AlexNet further motivated us to conduct experiments

on an even deeper model; VGG16 and ResNet34.

Table 5 shows the number of FLOPs of the VGG16

model before and after pruning, along with the percentage

of parameters pruned away, as shown in the last column. It

is important to note that, with the proposed method, the

number of FLOPs is reduced from 30.97B to 6.97B,

pruning 77.47% of the total and bringing 4.45x accelera-

tion in the model performance. It also resulted in lowering

40.42% parameters of the model. The last convolutional

layer filters are reduced from 512 to 289, resulting in 44%

parameter saving and 43.45% reductions in the FLOPs in

the first dense layer. More than 75% of the FLOPs are

reduced in the last six convolutional layers. It implies that

these layers contain more than 50% lesser importance fil-

ters, and can be pruned from the layers 8, 9, 10, and 11.

The comparison of the proposed method with other

state-of-the-art methods is given in Table 6. It can be seen

from Table 6 that the proposed method performed better

than [56], which causes - 3.3% accuracy drop, while in

our case the accuracy drop is - 2.41%. The authors did not

provide the number of FLOPs reduced; instead, it is

reported that 5x reduction is achieved. We calculated the

FLOPs based on the reported 5x reduction out of the total

VGG16 FLOPs. Our method also performs superior to

[40]. In [40], the number of FLOPs reduced to 9.34B with

- 3.81% drop in the top1 accuracy. It is worth noting that,

for the VGG16-ImageNet experiment, the b was set to 0,

Table 4 The number of FLOPs of AlexNet-ImageNet model before

and after pruning (b ¼ �3)

Original model Pruned model

Layers #FLOPs #FLOPs left %FLOPs reduction

Conv1 1E?08 7.5E?07 46.87

Conv2 4E?08 1.4E?08 68.42

Conv3 2E?08 9.8E?07 56.22

Conv4 3E?08 1.5E?08 49.32

Conv5 2E?08 1.2E?08 38.50

FC1 8E?07 6.8E?07 10.54

FC2 3E?07 3E?07 0

FC3 8E?06 8E?06 0

Table 5 Details of the VGG16

original and pruned model with

ImageNet dataset, b ¼ 0

Original model Pruned model

Layers FLOPs Filters FLOPs Filters %FLOP reduction %Para pruned

Conv1 1.8E?08 64 7.9E?07 28 56.25 56

Conv2 3.7E?09 64 7.6E?08 30 79.42 79

Conv3 1.8E?09 128 3.9E?08 58 78.72 79

Conv4 3.7E?09 128 6.3E?08 48 82.98 83

Conv5 1.9E?09 256 3.5E?08 129 81.08 83

Conv6 3.7E?09 256 9.7E?08 133 73.81 74

Conv7 3.7E?09 256 8.6E?08 115 76.65 77

Conv8 1.9E?09 512 8.2E?08 243 78.67 79

Conv9 3.7E?09 512 8.2E?08 240 77.75 78

Conv10 3.7E?09 512 8.3E?08 245 77.56 78

Conv11 9.3E?08 512 2.2E?08 250 76.62 77

Conv12 9.3E?08 512 2.3E?08 265 74.72 75

Conv13 9.3E?08 512 2.7E?08 289 70.48 71

FC1 2.1E?08 – 1.2E?08 – 43.55 44

FC2 3.4E?07 – 3.4E?07 – 0 0

FC3 8E?06 – 8E?06 – 0 0

Total 30.97B 4224 6.97B 2073 77.47 40.42

Table 6 Comparison of the VGG16-ImageNet pruned model with

other methods, b ¼ 0

Method FLOPs left Top1 acc (±)

[56] 6.2B - 3.3

[40] 9.34B - 3.81

Ours 6.97B - 2.41
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further improvement in accuracy can be achieved with

negative values of b.
Table 7 shows the results of the ResNet34 pruned model

and comparison with other methods. It can be seen from

Table 7, our method outperformed [35] with b ¼ 0. To

further get the competitive performance we set b ¼ 1, and

b ¼ 2 as shown in Table 7. It is worth noting that, with

b ¼ 1 our method outperformed other state-of-the-art

methods and achieved 0.83% improvements in the top1

accuracy. Similarly, for b ¼ 2, the method is able to reduce

41.94% FLOPs and achieved 0.37% improvement in the

top1 accuracy.

4.3 Extended analysis

The regression statistical test was performed between the

varied values of the pruning controller b and the %pa-

rameters pruned, %FLOP reduction, and accuracy to show

the significance of the proposed pruning estimator c. Here,
b was taken as the independent variable and other param-

eters were taken as dependent variables. These tests were

performed on the ResNet34 and VGG16 pruned model on

the ImageNet dataset. The regression statistical test finds

the relationship between the independent and the depen-

dent variables. In this regard, the null and the alternate

hypotheses were established. The null hypothesis (H0 : the

pruning estimator c does not finds an optimal trade-off

between the accuracy, %parameters pruned, and %FLOPs

reduction. The alternate hypothesis H1: the pruning esti-

mator c does finds an optimal trade-off between the accu-

racy, %parameters pruned, and %FLOPs reduction. The

significance level a was set to 0.05. The p-value below 0.05

signifies that there is sufficient evidence to reject the null

hypothesis.

Different experiments were performed on the ResNet34

and VGG16 model with varied values of b (- 2 to þ 2). In

each experiment, the original models were pruned

according to the pruning estimator c and the pruned models

were fine-tuned on the ImageNet dataset. For the ResNet34

model, with a ¼ 0:05, the p-value for b and %parameters

pruned, %FLOP reduction, and accuracy was 0.000135,

0.000173, and 0.002089, respectively. The smaller p values

indicate that there is sufficient evidence to reject the null

hypothesis. For the VGG16 model, with a ¼ 0:05, the p

value for b and %parameters pruned, %FLOP reduction,

and accuracy was \0, 0.001178, and 0.003983, respec-

tively. Here, also the smaller p values supports that there is

a sufficient evidence to reject the null hypothesis. For b
less than zero, the %parameters pruned, %FLOPs reduction

were less and the accuracy loss was also less. For b greater

than zero, the %parameters pruned, %FLOPs reduction

were more and the accuracy loss was also more. From this,

it can be concluded that the optimal values of the b for both

the models is close to zero, and it finds an optimal trade-off

between the accuracy and the %parameters pruned and the

%FLOPs reduction.

To further show that the proposed pruning estimator c
finds an optimal trade-off between reduction (parameters,

FLOPs) and the accuracy, we plotted the value of b and the

Table 7 Comparison of the ResNet34 pruned model with other

methods

Method Top1 acc (±) %Para pruned %FLOPs reduction

[35]—A - 0.67 7.69 15.50

[35]—B - 1.06 10.80 24.20

[1] - 0.31 26.53 28.12

Yu et al. [51] - 0.28 27.14 27.32

Ours, b ¼ 0 1.37 13.01 25.73

Ours, b ¼ 1 0.83 17.32 35.18

Ours, b ¼ 2 0.37 20.16 41.94

Fig. 7 ResNet34-ImageNet experiment: The left diagram shows the the plot of b versus %FLOP reduction and accuracy. The right diagram

shows the plot of b versus %parameters pruned and accuracy
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%parameters pruned, %FLOPs reduction, and accuracy for

the ImageNet experiments. Figure 7 shows the graph for

the ResNet34 model. It can be seen from Fig. 7 that the

optimal trade-off is achieved when b is close to zero in

terms of the %parameters pruned, the %FLOPs reduction,

and the accuracy. Similarly, Fig. 8 shows the graph for the

VGG16 model. It can also be seen from Fig. 8 that the

optimal trade-off exists when b is close to zero in terms of

the %parameters pruned, the %FLOPs reduction, and the

accuracy.

4.4 Discussion

There is no doubt that filter pruning is a popular way to

accelerate convolutional architecture’s inference perfor-

mance. However, manual pruning methods require a lot of

tuning to find out the correct pruning rate for each layer. In

the proposed method, the selection of filters for pruning

does not require any manual tuning. Besides, our approach

has a single parameter that can be further tuned to control

the pruning process if needed. Figure 9 shows the com-

parison of the original and pruned models in terms of the %

of FLOPs reduced from different models on different

datasets. It should be noted from Fig. 9, the proposed

method is significantly able to reduce FLOPs (research

objective 1), and the proposed method is also generalized

across various network architectures (research objective 2).

ImageNet trained VGG16, and ResNet34 have been used

for real-time object detection and classification applica-

tions. The pruned model can also be used as a base clas-

sifier in object detection tasks to improve the object

detection model’s inference performance for real-time

applications. ResNet34 is an efficient model than VGG16

in terms of the number of parameters and FLOPs. How-

ever, it is worth noting that the pruned ResNet34 has

41.94% fewer FLOPs than the original model with 0.37%

Fig. 9 Percentage of FLOPs reduction in different model and datasets

Fig. 8 VGG16-ImageNet experiment: The left diagram shows the plot of b versus %FLOP reduction and accuracy. The right diagram shows the

plot of b versus %parameters pruned and accuracy
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accuracy gain. The ImageNet experiments on the VGG16,

ResNet34 and their improved performance compared to

other methods show that the proposed method effectively

reduces the inference-cost of the deep learning models.

Our other observation is that depending upon the

application’s requirement or the target device, the proposed

method can be customized. For situations where a little

accuracy loss can be compromised, our method can be used

to prune the model more aggressively. Simultaneously, for

applications where accuracy is more critical, our method

can be customized to maintain the accuracy loss within an

acceptable range. Figure 10 shows the overall improvement

in the model’s inference performance by comparing the

original and pruned model FLOPs. The initial performance

of the un-pruned model is shown as 1x. It can be seen from

Fig. 10, the performance of the pruned model has increased

by 3.55x and 3.7x, respectively, for CIFAR10 and

CIFAR100 dataset. Also, on the large-scale ImageNet

dataset, the performance of the VGG16, and ResNet34 is

improved by 4.45x and 1.72x, respectively.

5 Conclusion

Nowadays, DNNs are getting deeper, requiring high com-

putational and battery power during inference. Pruning has

evolved as an essential method to remove the model’s

unimportant parameters while least hurting the perfor-

mance. In some cases, it also improves the performance of

the model. In this paper, we proposed a heuristic-based

novel automatic filter selection and pruning method to

accelerate the convolutional architecture’s inference per-

formance. The experimental results suggest that the pro-

posed method significantly improves the inference

performance for real-time applications and devices with

limited resources. On the popular ResNet34 architecture

trained with the ImageNet dataset, our method is able to

reduce FLOPs by 41.94% with 0.37% improvements in the

top1 accuracy. One of our method’s main advantages is

that the model pruned with the proposed method can fur-

ther be compressed and accelerated by applying other

compression and acceleration techniques. The experiments

on various model architecture and datasets show the

superiority of the proposed method over state-of-the-art

methods. Future work can include exploiting the similarity

between the filters in a trained model because similar filters

extract similar features and create redundancy in the fea-

ture maps.
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