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#### Abstract

This paper deals with the asymptotic behavior of the nonoscillatory solutions of a certain forced fractional differential equations with positive and negative terms, involving the Caputo fractional derivative. The results obtained are new and generalize some known results appearing in the literature. Two examples are also provided to illustrate the results.
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## 1. Introduction

Consider the forced fractional differential equation with positive and negative terms of the form

$$
\begin{equation*}
{ }^{\mathrm{C}} D_{c}^{\alpha} y(t)+f_{1}(t, x(t))=b(t)+k(t) x^{\beta}(t)+f_{2}(t, x(t)), \tag{1.1}
\end{equation*}
$$

where

$$
y=\left(a\left(x^{\prime}\right)^{\beta}\right)^{(n-1)} \quad \text { with } \quad n \in \mathbb{N}
$$

$\beta$ is the ratio of two odd positive integers, and ${ }^{\mathrm{C}} D_{c}^{\alpha} y$ denotes the Caputo fractional derivative defined as

$$
{ }^{\mathrm{C}} D_{c}^{\alpha} y(t)=\frac{1}{\Gamma(1-\alpha)} \int_{c}^{t} \frac{y^{\prime}(s)}{(t-s)^{\alpha}} \mathrm{d} s \quad \text { with } \quad \alpha \in(0,1), \quad c>1
$$

where

$$
\Gamma(x)=\int_{0}^{\infty} s^{x-1} e^{-s} \mathrm{~d} s, \quad x>0 .
$$

Throughout this paper, we assume:

$$
\left(\mathrm{H}_{1}\right) a, k \in \mathrm{C}([c, \infty),(0, \infty)), b \in \mathrm{C}([c, \infty), \mathbb{R})
$$

$\left(\mathrm{H}_{2}\right) f_{1}, f_{2} \in \mathrm{C}([c, \infty) \times \mathbb{R}, \mathbb{R})$ and there exist

$$
g_{1}, g_{2} \in \mathrm{C}([c, \infty),(0, \infty)) \quad \text { and } \quad \lambda_{1}, \lambda_{2}>0
$$

with $\lambda_{1}>\lambda_{2}$ and

$$
x f_{1}(t, x) \geq g_{1}(t)|x|^{\lambda_{1}+1} \quad \text { and } \quad 0 \leq x f_{2}(t, x) \leq g_{2}(t)|x|^{\lambda_{2}+1} .
$$

A function $x:[c, \infty) \rightarrow \mathbb{R}$ is called a solution of (1.1) if $x \in \mathrm{C}^{1}([c, \infty), \mathbb{R})$, $a\left(x^{\prime}\right)^{\beta} \in \mathrm{C}^{n-1}([c, \infty), \mathbb{R})$, and $x$ satisfies (1.1). Oscillation and nonoscillation of such solutions is defined in the usual way.

Integro-differential and fractional differential equations have recently received attention due to their potential applications in many disciplines such as engineering, mechanics, physics, chemistry, aerodynamics, mathematical biology, electrodynamics, and others. For more details, we refer the reader to the monographs $[1-4]$. (See also the papers [5-7] for specific results from mathematical biology and physics, where the models are formulated by means of differential equations with forces idealized by nonlocal and/or taxis-driven terms.) Oscillation and other asymptotic results for solutions of such equations are relatively scarce in the literature. We refer to [8-28] for corresponding results. Except the recent papers $[17,19]$, there are no such results for forced fractional differential equations of the form (1.1) In [17,19], (1.1) was considered in the cases $n=1, n=2$, and $\beta=1$, while the remaining cases were left as open problems. The main objective of this paper is to present a solution to these open problems and to generalize the results in $[17,19]$ to the case of arbitrary $n \in \mathbb{N}$. We also refer to Remark 2.5 at the end of Sect. 2 that compares the results given in $[17,19]$ to the ones presented in this paper. We note that (1.1) is equivalent to the Volterra-type equation

$$
\begin{gather*}
y(t)=y(c)+\frac{1}{\Gamma(\alpha)} \int_{c}^{t}(t-s)^{\alpha-1}\left[b(s)+k(s) x^{\beta}(s)+F(s, x(s))\right] \mathrm{d} s \\
\text { with } F=f_{2}-f_{1} \tag{1.2}
\end{gather*}
$$

see Medveď [22, Lemma 2.5] and Medved and Pospísil [23, Lemma 1]. In the proofs of our main results in Sect. 2, we use the equivalence (1.2) as well as Young's inequality. The paper concludes in Sect. 3 with two examples illustrating the applicability of our two main results.

## 2. Main Results

To obtain our results in this paper, we shall use the following two auxiliary results, which are also used in $[17,19]$.

Lemma 2.1. (See [11, Lemma 2.3]) Let $\alpha, p>0$ satisfy $p(\alpha-1)+1>0$. Then,

$$
\int_{0}^{t}(t-s)^{p(\alpha-1)} e^{p s} \mathrm{~d} s \leq Q e^{p t}, \quad t \geq 0
$$

where

$$
Q=\frac{\Gamma(1+p(\alpha-1))}{p^{1+p(\alpha-1)}} .
$$

Lemma 2.2. (Young's inequality [29]) If $X, Y \geq 0$ and $\delta>1$, then

$$
\begin{equation*}
X Y \leq \frac{X^{\delta}}{\delta}+\frac{Y^{\eta}}{\eta} \quad \text { with } \quad \eta=\frac{\delta}{\delta-1} \tag{2.1}
\end{equation*}
$$

For notational purpose, it is convenient to set

$$
g(t):=\left(\frac{g_{2}^{\lambda_{1}}(t)}{g_{1}^{\lambda_{2}}(t)}\right)^{1 /\left(\lambda_{1}-\lambda_{2}\right)} \quad \text { and } \quad A(t, c):=\int_{c}^{t} a^{-1 / \beta}(s) \mathrm{d} s
$$

We now give sufficient conditions under which any nonoscillatory solution $x$ of (1.1) satisfies

$$
|x(t)|=\mathrm{O}\left(t^{(n-1) / \beta} e^{t / \beta} A(t, c)\right) \quad \text { as } \quad t \rightarrow \infty .
$$

Theorem 2.3. Assume $\left(H_{1}\right)-\left(H_{2}\right)$. Let $p>1$ and $\alpha \in(0,1)$ be such that $p(\alpha-1)+1>0$ holds. If

$$
\begin{gather*}
\int_{c}^{\infty} k^{q}(s) s^{(n-1) q} A^{\beta q}(s, c) \mathrm{d} s<\infty, \quad \text { where } \quad q=\frac{p}{p-1},  \tag{2.2}\\
\lim _{t \rightarrow \infty} \int_{c}^{t}(t-s)^{\alpha-1}|b(s)| \mathrm{d} s<\infty \tag{2.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{c}^{t}(t-s)^{\alpha-1} g(s) \mathrm{d} s<\infty \tag{2.4}
\end{equation*}
$$

hold, then every nonoscillatory solution $x$ of (1.1) satisfies

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{|x(t)|}{t^{(n-1) / \beta} e^{t / \beta} A(t, c)}<\infty \tag{2.5}
\end{equation*}
$$

Proof. Let $x$ be a nonoscillatory solution of (1.1). As the case of eventually negative $x$ can be treated similarly, we assume in this proof that $x$ is eventually positive, i.e., there exists a $t_{1} \geq c$ such that $x(t)>0$ for all $t \geq t_{1}$. From now on in this proof, let $t \geq t_{1}$. Applying (2.1) with

$$
\delta=\frac{\lambda_{1}}{\lambda_{2}}>1, \quad X=x^{\lambda_{2}}(t), \quad Y=\frac{\lambda_{2} g_{2}(t)}{\lambda_{1} g_{1}(t)}, \quad \text { and } \quad \eta=\frac{\lambda_{1}}{\lambda_{1}-\lambda_{2}}
$$

we obtain

$$
\begin{align*}
g_{2}(t) x^{\lambda_{2}}(t)-g_{1}(t) x^{\lambda_{1}}(t) & =\frac{\lambda_{1}}{\lambda_{2}} g_{1}(t)\left(x^{\lambda_{2}}(t) \frac{\lambda_{2} g_{2}(t)}{\lambda_{1} g_{1}(t)}-\frac{\lambda_{2}}{\lambda_{1}}\left(x^{\lambda_{2}}(t)\right)^{\lambda_{1} / \lambda_{2}}\right) \\
& =\frac{\lambda_{1}}{\lambda_{2}} g_{1}(t)\left(X Y-\frac{X^{\delta}}{\delta}\right) \\
& \leq \frac{\lambda_{1}}{\lambda_{2}} g_{1}(t)\left(\frac{Y^{\eta}}{\eta}\right) \\
& =\frac{\lambda_{1}-\lambda_{2}}{\lambda_{2}}\left(\frac{\lambda_{2} g_{2}(t)}{\lambda_{1}}\right)^{\lambda_{1} /\left(\lambda_{1}-\lambda_{2}\right)}\left(g_{1}(t)\right)^{\lambda_{2} /\left(\lambda_{2}-\lambda_{1}\right)} \\
& =\left(\lambda_{1}-\lambda_{2}\right)\left(\frac{\lambda_{2}^{\lambda_{2}}}{\lambda_{1}^{\lambda_{1}}}\right)^{1 /\left(\lambda_{1}-\lambda_{2}\right)} g(t) \tag{2.6}
\end{align*}
$$

By $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{2}\right)$ and (1.1), we get

$$
\begin{aligned}
& y(t) \stackrel{(1.2)}{=} y(c)+\frac{1}{\Gamma(\alpha)} \int_{c}^{t}(t-s)^{\alpha-1}\left[b(s)+k(s) x^{\beta}(s)+F(s, x(s))\right] \mathrm{d} s \\
& \leq|y(c)|+\frac{1}{\Gamma(\alpha)} \int_{c}^{t}(t-s)^{\alpha-1}|b(s)| \mathrm{d} s \\
&+\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}(t-s)^{\alpha-1} k(s)\left|x^{\beta}(s)\right| \mathrm{d} s \\
&+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s \\
&+\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}(t-s)^{\alpha-1}|F(s)| \mathrm{d} s \\
&+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1}\left(g_{2}(s) x^{\lambda_{2}}(s)-g_{1}(s) x^{\lambda_{1}}(s)\right) \mathrm{d} s
\end{aligned}
$$

$$
\stackrel{(2.6)}{\leq}|y(c)|+\frac{1}{\Gamma(\alpha)} \int_{c}^{t}(t-s)^{\alpha-1}|b(s)| \mathrm{d} s
$$

$$
+\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} k(s)\left|x^{\beta}(s)\right| \mathrm{d} s
$$

$$
+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s
$$

$$
+\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}|F(s)| \mathrm{d} s
$$

$$
+\frac{\lambda_{1}-\lambda_{2}}{\Gamma(\alpha)}\left(\frac{\lambda_{2}^{\lambda_{2}}}{\lambda_{1}^{\lambda_{1}}}\right)^{1 /\left(\lambda_{1}-\lambda_{2}\right)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} g(s) \mathrm{d} s
$$

i.e.,

$$
\begin{equation*}
\left(a\left(x^{\prime}\right)^{\beta}\right)^{(n-1)}(t) \leq M_{n-1}+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s \tag{2.7}
\end{equation*}
$$

where, in view of (2.3) and (2.4), $M_{n-1}>0$ is defined by

$$
\begin{aligned}
M_{n-1}:= & |y(c)|+\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} k(s)\left|x^{\beta}(s)\right| \mathrm{d} s \\
& +\frac{1}{\Gamma(\alpha)} \int_{c}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}|F(s)| \mathrm{d} s \\
& +\frac{1}{\Gamma(\alpha)} \lim _{t \rightarrow \infty} \int_{c}^{t}(t-s)^{\alpha-1}|b(s)| \mathrm{d} s \\
& +\frac{\lambda_{1}-\lambda_{2}}{\Gamma(\alpha)}\left(\frac{\lambda_{2}^{\lambda_{2}}}{\lambda_{1}^{\lambda_{1}}}\right)^{1 /\left(\lambda_{1}-\lambda_{2}\right)} \lim _{t \rightarrow \infty} \int_{t_{1}}^{t}(t-s)^{\alpha-1} g(s) \mathrm{d} s
\end{aligned}
$$

Integrating (2.7), unless $n=1,(n-1)$ times from $t_{1}$ to $t$, each time reversing the order of integration in the double integral and evaluating the inner integral and using the recursion formula for the Gamma function, yields

$$
\begin{align*}
a(t)\left(x^{\prime}(t)\right)^{\beta} \leq & \sum_{\nu=0}^{n-1} M_{\nu} \frac{\left(t-t_{1}\right)^{\nu}}{\nu!} \\
& +\frac{1}{\Gamma(\alpha+n-1)} \int_{t_{1}}^{t}(t-s)^{\alpha+n-2} k(s) x^{\beta}(s) \mathrm{d} s \tag{2.8}
\end{align*}
$$

where

$$
M_{\nu}:=\left|\left(a\left(x^{\prime}\right)^{\beta}\right)^{(\nu)}\left(t_{1}\right)\right| \geq 0 \quad \text { for all } \quad 0 \leq \nu<n-1
$$

Note that (2.8) is also correct when $n=1$, compare (2.7). Hence, (2.8) holds for all $n \in \mathbb{N}$ and for all $t \geq t_{1}$. We continue to estimate (2.8) as

$$
\begin{aligned}
& a(t)\left(x^{\prime}(t)\right)^{\beta} \\
& \quad \leq \sum_{\nu=0}^{n-1} M_{\nu} \frac{t^{\nu}}{\nu!}+\frac{t^{n-1}}{\Gamma(\alpha+n-1)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s \\
& \quad=t^{n-1}\left(\sum_{\nu=0}^{n-1} M_{\nu} \frac{t^{\nu-n+1}}{\nu!}+\frac{1}{\Gamma(\alpha+n-1)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s\right) \\
& \quad \leq t^{n-1}\left(\sum_{\nu=0}^{n-1} \frac{M_{\nu}}{\nu!}+\frac{1}{\Gamma(\alpha+n-1)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s\right)
\end{aligned}
$$

for all $t \geq t_{1} \geq c>1$, and thus

$$
\begin{equation*}
a(t)\left(x^{\prime}(t)\right)^{\beta} \leq t^{n-1}\left(C_{1}+C_{2} \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s\right) \tag{2.9}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ are defined by

$$
C_{1}:=\sum_{\nu=0}^{n-1} \frac{M_{\nu}}{\nu!} \quad \text { and } \quad C_{2}:=\frac{1}{\Gamma(\alpha+n-1)}
$$

Utilizing now Hölder's inequality as well as Lemma 2.1 for the integral on the right-hand side of (2.9), we obtain

$$
\begin{aligned}
& \int_{t_{1}}^{t}(t-s)^{\alpha-1} k(s) x^{\beta}(s) \mathrm{d} s \\
& \quad=\int_{t_{1}}^{t}\left[(t-s)^{\alpha-1} e^{s}\right]\left[e^{-s} k(s) x^{\beta}(s)\right] \mathrm{d} s \\
& \quad \leq\left(\int_{t_{1}}^{t}(t-s)^{p(\alpha-1)} e^{p s} \mathrm{~d} s\right)^{1 / p}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q} \\
& \quad \leq\left(\int_{0}^{t}(t-s)^{p(\alpha-1)} e^{p s} \mathrm{~d} s\right)^{1 / p}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q} \\
& \quad \leq\left(Q e^{p t}\right)^{1 / p}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q} \\
& \quad=Q^{1 / p} e^{t}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q},
\end{aligned}
$$

where $Q>0$ is given in Lemma 2.1, and using this in (2.9) yields

$$
\begin{equation*}
a(t)\left(x^{\prime}(t)\right)^{\beta} \leq t^{n-1} e^{t} \omega(t) \tag{2.10}
\end{equation*}
$$

where

$$
\omega(t):=C_{1}+C_{3}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q} \quad \text { with } \quad C_{3}:=C_{2} Q^{1 / p}>0 .
$$

We rewrite (2.10) as

$$
\begin{equation*}
x^{\prime}(t) \leq\left(\frac{t^{n-1} e^{t} \omega(t)}{a(t)}\right)^{1 / \beta} \quad \text { for } \quad t \geq t_{1} \tag{2.11}
\end{equation*}
$$

Noting that $t^{n-1}, e^{t}$, and $\omega(t)$ are all increasing, integrating (2.11) from $t_{1}$ to $t$ yields that

$$
\begin{aligned}
x(t) & \leq x\left(t_{1}\right)+\int_{t_{1}}^{t} s^{(n-1) / \beta} e^{s / \beta} \omega^{1 / \beta}(s) a^{-1 / \beta}(s) \mathrm{d} s \\
& \leq x\left(t_{1}\right)+t^{(n-1) / \beta} e^{t / \beta} \omega^{1 / \beta}(t) \int_{t_{1}}^{t} a^{-1 / \beta}(s) \mathrm{d} s \\
& =x\left(t_{1}\right)+t^{(n-1) / \beta} e^{t / \beta} \omega^{1 / \beta}(t) A\left(t, t_{1}\right) \\
& =\left(\frac{x\left(t_{1}\right)}{t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)}+\omega^{1 / \beta}(t)\right) t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right) \\
& \leq\left(\frac{x\left(t_{1}\right)}{t_{2}^{(n-1) / \beta} e^{t_{2} / \beta} A\left(t_{2}, t_{1}\right)}+\omega^{1 / \beta}(t)\right) t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)
\end{aligned}
$$

holds for $t \geq t_{2}$ with $t_{2}>t_{1}$, and thus

$$
\begin{equation*}
\frac{x(t)}{t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)} \leq C_{4}+\omega^{1 / \beta}(t) \quad \text { for } \quad t \geq t_{2} \tag{2.12}
\end{equation*}
$$

where

$$
C_{4}:=\frac{x\left(t_{1}\right)}{t_{2}^{(n-1) / \beta} e^{t_{2} / \beta} A\left(t_{2}, t_{1}\right)}>0
$$

Applying one of the elementary inequalities

$$
(A+B)^{\beta} \leq \begin{cases}2^{\beta-1}\left(A^{\beta}+B^{\beta}\right) & \text { if } \quad \beta \geq 1  \tag{2.13}\\ A^{\beta}+B^{\beta} & \text { if } \quad 0<\beta<1\end{cases}
$$

with $A, B \geq 0$ to (2.12) gives

$$
\begin{equation*}
\left(\frac{x(t)}{t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)}\right)^{\beta} \leq C_{5}+C_{6} \omega(t) \quad \text { for } \quad t \geq t_{2} \tag{2.14}
\end{equation*}
$$

where $C_{5}, C_{6}>0$ are defined by

$$
C_{5}:= \begin{cases}2^{\beta-1} C_{4}^{\beta} & \text { if } \quad \beta \geq 1 \\ C_{4}^{\beta} & \text { if } \quad 0<\beta<1\end{cases}
$$

and

$$
C_{6}:= \begin{cases}2^{\beta-1} & \text { if } \quad \beta \geq 1 \\ 1 & \text { if } \quad 0<\beta<1\end{cases}
$$

Recalling the definition of $\omega(t)$, (2.14) implies that

$$
\left(\frac{x(t)}{t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)}\right)^{\beta} \leq C_{7}+C_{8}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s\right)^{1 / q}
$$

holds for $t \geq t_{2}$, where

$$
C_{7}:=C_{5}+C_{1} C_{6}>0 \quad \text { and } \quad C_{8}:=C_{3} C_{6}>0
$$

from which, by employing again (2.13), we get

$$
\begin{equation*}
\left(\frac{x(t)}{t^{(n-1) / \beta} e^{t / \beta} A\left(t, t_{1}\right)}\right)^{\beta q} \leq C_{9}+C_{10} \int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{\beta q}(s) \mathrm{d} s \tag{2.15}
\end{equation*}
$$

for $t \geq t_{2}$, where

$$
C_{9}:=2^{q-1} C_{7}^{q}>0 \quad \text { and } \quad C_{10}:=2^{q-1} C_{8}^{q}
$$

Denoting the left-hand side of (2.15) by $w(t)$, (2.15) yields

$$
w(t) \leq C_{9}+C_{10} \int_{t_{1}}^{t} k^{q}(s) s^{(n-1) q} A^{\beta q}\left(s, t_{1}\right) w(s) \mathrm{d} s
$$

for $t \geq t_{2}$, and this can be rewritten as

$$
w(t) \leq C_{11}+C_{10} \int_{t_{2}}^{t} k^{q}(s) s^{(n-1) q} A^{\beta q}\left(s, t_{1}\right) w(s) \mathrm{d} s
$$

for $t \geq t_{2}$, where

$$
C_{11}:=C_{9}+C_{10} \int_{t_{1}}^{t_{2}} k^{q}(s) s^{(n-1) q} A^{\beta q}\left(s, t_{1}\right) w(s) \mathrm{d} s>0
$$

Thanks to Gronwall's inequality and (2.2), w(t) is bounded. Thus, (2.5) is established.

We now give conditions that ensure that any nonoscillatory solution of (1.1) with $\beta=1$ is bounded.

Theorem 2.4. Assume $\left(H_{1}\right)-\left(H_{2}\right)$ and $\beta=1$. Let $p>1, \alpha \in(0,1), S>0$, and $\sigma>1$ be such that $p(\alpha-1)+1>0$ and

$$
\begin{equation*}
\frac{t^{n-1}}{a(t)} \leq S e^{-\sigma t} \tag{2.16}
\end{equation*}
$$

hold. If

$$
\begin{equation*}
\int_{c}^{\infty} k^{q}(s) e^{-q s} \mathrm{~d} s<\infty, \quad \text { where } \quad q=\frac{p}{p-1} \tag{2.17}
\end{equation*}
$$

(2.3), and (2.4) hold, then every nonoscillatory solution of (1.1) is bounded.

Proof. Let $x$ be a nonoscillatory solution of (1.1). As the case of eventually negative $x$ can be treated similarly, we assume in this proof that $x$ is eventually positive, i.e., there exists a $t_{1} \geq c$ such that $x(t)>0$ for all $t \geq t_{1}$. Exactly as in the proof of Theorem 2.3, we obtain (2.11) with $\beta=1$. Recalling that $\omega(t)$ is increasing, integrating (2.11) from $t_{1}$ to $t$ yields

$$
\begin{aligned}
& x(t) \leq x\left(t_{1}\right)+\int_{t_{1}}^{t} \frac{u^{n-1} e^{u} \omega(u)}{a(u)} \mathrm{d} u \\
& \stackrel{(2.16)}{\leq} x\left(t_{1}\right)+\int_{t_{1}}^{t} S e^{(1-\sigma) u} \omega(u) \mathrm{d} u \\
& \leq x\left(t_{1}\right)+\int_{t_{1}}^{t} S e^{(1-\sigma) u} \omega(t) \mathrm{d} u \\
&=x\left(t_{1}\right)+S \omega(t)\left(\frac{e^{(1-\sigma) t_{1}}}{\sigma-1}-\frac{e^{(1-\sigma) t}}{\sigma-1}\right) \\
& \leq x\left(t_{1}\right)+S \omega(t) \frac{e^{(1-\sigma) t_{1}}}{\sigma-1}
\end{aligned}
$$

and hence, by the definition of $\omega(t)$, we have

$$
\begin{equation*}
x(t) \leq C_{12}+C_{13}\left(\int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{q}(s) \mathrm{d} s\right)^{1 / q} \tag{2.18}
\end{equation*}
$$

for $t \geq t_{1}$, where

$$
C_{12}:=x\left(t_{1}\right)+C_{1} S \frac{e^{(1-\sigma) t_{1}}}{\sigma-1}>0 \quad \text { and } \quad C_{13}:=C_{3} S \frac{e^{(1-\sigma) t_{1}}}{\sigma-1}>0
$$

Employing (2.13), (2.18) yields

$$
\begin{equation*}
x^{q}(t) \leq C_{14}+C_{15} \int_{t_{1}}^{t} e^{-q s} k^{q}(s) x^{q}(s) \mathrm{d} s \tag{2.19}
\end{equation*}
$$

for $t \geq t_{1}$, where

$$
C_{14}:=2^{q-1} C_{12}^{q}>0 \quad \text { and } \quad C_{15}:=2^{q-1} C_{13}^{q}>0 .
$$

From Gronwall's inequality and (2.17), we conclude that $x$ is bounded.

Remark 2.5. In this remark, we would like to compare our presented results with the results offered in [17,19]. Just like in our work, Lemmas 2.1 and 2.2 are utilized in both [17,19].

1. First, in 2019, Grace, Graef, and Tunç considered in [17] the same equation (1.1) with $\beta=1$. In the definition of $y$, the cases $n=1$ and $n=2$ were allowed. They proved two results, [17, Theorem 2.1] in the case $n=2$ and [17, Theorem 2.2] in the case $n=1$, both of which are special cases of the above Theorem 2.4. Note that our Theorem 2.4 also has the restriction $\beta=1$, but it allows $n \in \mathbb{N}$ to be arbitrary.
2. Next, in 2020, the same authors considered in [19] the same equation (1.1) with $\beta \geq 1$. In the definition of $y$, again the cases $n=1$ and $n=2$ were allowed. [19, Theorem 2.3] in the case $n=2$ and [19, Theorem 2.4] in the case $n=1$, both of which are special cases of the above Theorem 2.3. Note that our Theorem 2.3 allows for $\beta>0$ and $n \in \mathbb{N}$ be arbitrary. Note also that our proof of Theorem 2.3 is, in the special cases $n=1$ and $n=2$, slightly different from the proofs in [19], which is mainly due to the fact that we could not verify that the function $\varphi$ in [19, (2.25)] was indeed an increasing function (case $n=1$ ), while our function $\omega$ presented in the proof of Theorem 2.3 is increasing for any $n \in \mathbb{N}$, also for $n=1$.

## 3. Examples

We conclude this paper with two examples to illustrate our results.
Example 3.1. Consider the equation

$$
\begin{align*}
& { }^{\mathrm{C}} D_{8}^{1 / 2}\left(t\left(x^{\prime}(t)\right)^{3}\right)^{\prime \prime \prime}+f_{1}(t, x(t)) \\
& \quad=e^{-4 t} \sin t+\frac{1}{1+t^{6}} x^{3}(t)+f_{2}(t, x(t)), \quad t \geq 8 \tag{3.1}
\end{align*}
$$

Hence, (3.1) is in the form (1.1) with

$$
\begin{aligned}
& y(t)=\left(t\left(x^{\prime}(t)\right)^{3}\right)^{\prime \prime \prime}, \quad n=4, \quad \alpha=\frac{1}{2}, \quad c=8 \\
& \beta=3, \quad a(t)=t, \quad b(t)=e^{-4 t} \sin t, \quad k(t)=\frac{1}{1+t^{6}},
\end{aligned}
$$

and

$$
A(t, c)=A(t, 8)=\int_{8}^{t} s^{-1 / 3} \mathrm{~d} s=\frac{3}{2}\left(t^{2 / 3}-4\right) .
$$

Then, it is easy to see that $\left(\mathrm{H}_{1}\right)$ holds. Putting $p=3 / 2$, we get $q=3$ and $p(\alpha-1)+1=1 / 4>0$. Letting

$$
f_{1}(t, x)=g_{1}(t)|x|^{\lambda_{1}-1} x \quad \text { and } \quad f_{2}(t, x)=g_{2}(t)|x|^{\lambda_{2}-1} x
$$

with $\lambda_{1}>\lambda_{2}$ and $g_{1}(t)=g_{2}(t)=e^{-4 t}$, we see that $\left(\mathrm{H}_{2}\right)$ holds. Moreover,

$$
g(t)=\left(\frac{g_{2}^{\lambda_{1}}(t)}{g_{1}^{\lambda_{2}}(t)}\right)^{1 /\left(\lambda_{1}-\lambda_{2}\right)}=e^{-4 t}
$$

Since

$$
\begin{aligned}
\int_{c}^{\infty} k^{q}(s) s^{(n-1) q} A^{\beta q}(s, c) \mathrm{d} s & \leq\left(\frac{3}{2}\right)^{9} \int_{8}^{\infty} \frac{s^{15}}{\left(1+s^{6}\right)^{3}} \mathrm{~d} s \\
& \leq\left(\frac{3}{2}\right)^{9} \int_{8}^{\infty} \frac{\mathrm{d} s}{s^{3}}<\infty
\end{aligned}
$$

(2.2) holds. Applying the substitution $u=t-s+8$, we find

$$
\begin{aligned}
\int_{c}^{t}(t & -s)^{\alpha-1}|b(s)| \mathrm{d} s \\
& =\int_{8}^{t}(t-s)^{-1 / 2}\left|e^{-4 s} \sin s\right| \mathrm{d} s \\
& \leq \int_{8}^{t}(t-s)^{-1 / 2} e^{-4 s} \mathrm{~d} s \\
& =\int_{8}^{t}(u-8)^{-1 / 2} e^{4 u-4 t-32} \mathrm{~d} u \\
& \leq \frac{1}{e^{4 t+32}} \int_{8}^{t}(u-8)^{-1 / 2} e^{4 u} \mathrm{~d} u \\
& =\frac{1}{e^{4 t+32}}\left(\int_{8}^{16}(u-8)^{-1 / 2} e^{4 u} \mathrm{~d} u+\int_{16}^{t}(u-8)^{-1 / 2} e^{4 u} \mathrm{~d} u\right) \\
& =\frac{1}{e^{4 t+32}}\left(\lim _{b \rightarrow 8^{+}} \int_{b}^{16}(u-8)^{-1 / 2} e^{4 u} \mathrm{~d} u+\int_{16}^{t}(u-8)^{-1 / 2} e^{4 u} \mathrm{~d} u\right) \\
& \leq \frac{e^{64}}{e^{4 t+32}} \lim _{b \rightarrow 8^{+}} \int_{b}^{16}(u-8)^{-1 / 2} \mathrm{~d} u+\frac{(16-8)^{-1 / 2}}{e^{4 t+32}} \int_{16}^{t} e^{4 u} \mathrm{~d} u \\
& =\frac{2^{5 / 2} e^{64}}{e^{4 t+32}}+\frac{2^{-7 / 2}}{e^{4 t+32}}\left(e^{4 t}-e^{64}\right)<\infty \quad \text { as } \quad t \rightarrow \infty,
\end{aligned}
$$

so (2.3) holds, and similarly

$$
\int_{c}^{t}(t-s)^{\alpha-1} g(s) \mathrm{d} s=\int_{8}^{t}(t-s)^{-1 / 2} e^{-4 s} \mathrm{~d} s<\infty
$$

so (2.4) holds. Since all assumptions of Theorem 2.3 are satisfied, we may conclude that every nonoscillatory solution $x$ of (3.1) satisfies (2.5), i.e.,

$$
\limsup _{t \rightarrow \infty} \frac{|x(t)|}{e^{t / 3} t\left(t^{2 / 3}-4\right)}<\infty
$$

Example 3.2. Consider the equation

$$
\begin{align*}
& { }^{{ }^{\mathrm{C}} D_{2}^{3 / 4}}\left(2 t^{4} e^{5 t} x^{\prime}(t)\right)^{\prime \prime \prime \prime}+f_{1}(t, x(t)) \\
& \quad=e^{-t} \cos t+e^{t / 4} x(t)+f_{2}(t, x(t)), \quad t \geq 2 . \tag{3.2}
\end{align*}
$$

Hence, (3.2) is in the form (1.1) with

$$
\begin{array}{ll}
y(t)=\left(2 t^{4} e^{5 t} x^{\prime}(t)\right)^{\prime \prime \prime \prime}, & n=5, \quad \alpha=\frac{3}{4}, \quad c=2 \\
\beta=1, \quad a(t)=2 t^{4} e^{5 t}, \quad b(t)=e^{-t} \cos t, \quad k(t)=e^{t / 4}
\end{array}
$$

Clearly, $\left(\mathrm{H}_{1}\right)$ is satisfied. With $S=1 / 2$ and $\sigma=5$, we see that (2.16) holds. Putting $p=2$, we get $q=2$ and $p(\alpha-1)+1=1 / 2>0$. Moreover,

$$
\int_{c}^{\infty} k^{q}(s) e^{-q s} \mathrm{~d} s=\int_{2}^{\infty} e^{s / 2} e^{-2 s} \mathrm{~d} s=\int_{2}^{\infty} e^{-3 s / 2} \mathrm{~d} s<\infty
$$

so (2.17) holds. Letting

$$
f_{1}(t, x)=g_{1}(t)|x|^{\lambda_{1}-1} x \quad \text { and } \quad f_{2}(t, x)=g_{2}(t)|x|^{\lambda_{2}-1} x
$$

with $\lambda_{1}>\lambda_{2}$ and $g_{1}(t)=g_{2}(t)=e^{-t}$, so that $g(t)=e^{-t}$, we see that $\left(\mathrm{H}_{2}\right)$, (2.3), and (2.4) hold. Since all assumptions of Theorem 2.4 are satisfied, we may conclude that every nonoscillatory solution of (3.2) is bounded.

## 4. Conclusions

In this paper, we considered a higher-order fractional differential equation of Caputo type. By employing an equivalent representation in form of a Volterratype equation as well as Young's inequality, we derived some new oscillation criteria. These criteria contain some previously published results for special cases of our general equation. We presented also two examples, which cannot be treated by the methods available in the literature thus far.
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