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Abstract

Motivation: Tissue-level omics data such as transcriptomics and epigenomics are an average across diverse cell
types. To extract cell-type-specific (CTS) signals, dozens of cellular deconvolution methods have been proposed to
infer cell-type fractions from tissue-level data. However, these methods produce vastly different results under vari-
ous real data settings. Simulation-based benchmarking studies showed no universally best deconvolution
approaches. There have been attempts of ensemble methods, but they only aggregate multiple single-cell referen-
ces or reference-free deconvolution methods.

Results: To achieve a robust estimation of cellular fractions, we proposed EnsDeconv (Ensemble Deconvolution),
which adopts CTS robust regression to synthesize the results from 11 single deconvolution methods, 10 reference
datasets, 5 marker gene selection procedures, 5 data normalizations and 2 transformations. Unlike most benchmark-
ing studies based on simulations, we compiled four large real datasets of 4937 tissue samples in total with measured
cellular fractions and bulk gene expression from different tissues. Comprehensive evaluations demonstrated that
EnsDeconv yields more stable, robust and accurate fractions than existing methods. We illustrated that EnsDeconv
estimated cellular fractions enable various CTS downstream analyses such as differential fractions associated with
clinical variables. We further extended EnsDeconv to analyze bulk DNA methylation data.

Availability and implementation: EnsDeconv is freely available as an R-package from https://github.com/randel/
EnsDeconv. The RNA microarray data from the TRAUMA study are available and can be accessed in GEO
(GSE36809). The demographic and clinical phenotypes can be shared on reasonable request to the corresponding
authors. The RNA-seq data from the EVAPR study cannot be shared publicly due to the privacy of individuals that
participated in the clinical research in compliance with the IRB approval at the University of Pittsburgh. The RNA
microarray data from the FHS study are available from dbGaP (phs000007.v32.p13). The RNA-seq data from ROS
study is downloaded from AD Knowledge Portal.

Contact: jowang@pitt.edu or wei.chen@chp.edu

Supplementary information: Supplementary data are available at Bioinformatics online.
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1 Introduction

The last decades witnessed rich transcriptomics data collected from
tissue samples to study complex diseases. However, tissue-level anal-
yses can only obtain the average effects across cell types and are
known to be confounded by varying cell-type compositions across
samples (Jaffe and Irizarry, 2014). Moreover, the confounding effect
is not only additive but also multiplicative (Zheng et al., 2017).
Thus it is biologically pressing to assess the impact of cell-type
fractions. Technologies such as flow cytometry and immunohisto-
chemistry have been used for cell counting and sorting, but these
measurement approaches are too costly to efficiently scalable to
large studies. Consequentially, cell counts are usually not meas-
ured in tissue samples or hard to measure in solid tissues such as
the brain. In most cases, we need to rely on numerical methods,
referred to as cell-type deconvolution, to infer cell-type fractions.
Fortunately, the growing number of single-cell RNA-sequencing
(scRNA-seq) reference datasets has recently galvanized interest in
computational approaches to infer cell-type composition.

Cell-type deconvolution methods fall into three broad catego-
ries as classified by input: reference-free, partial reference-free
and reference-based deconvolution methods (Li and Wu, 2019).
The reference-free methods infer cell-type compositions only
based on tissue or mixture data itself, and they usually suffer
from low accuracy and difficulty interpreting the estimated com-
ponents (Li and Wu, 2019). The partial reference-free methods
require genes that are uniquely expressed in certain cell types,
commonly known as cell-type marker genes, to perform deconvo-
lution when the reference is unavailable (Gaujoux and Seoighe,
2013; Zhong et al., 2013). The reference-based methods require
reference data from purified cells or scRNA-seq, and most of
them focus on cell-type marker genes that can be detected from
the reference. They usually utilize a signature matrix [cell-type-
specific (CTS) expression averaged from references] to infer cell-
type fractions in a regression-based approach. Studies suggest
that reference-based methods are the most accurate among the
three categories when reliable references are available (Avila
Cobos et al., 2020; Hunt et al., 2019). We thus focus on
reference-based methods in this study.

To date, there have been several benchmarking studies to assess
the performance of cell-type deconvolution methods. For instance,
Avila Cobos et al. (2020) conducted a simulation-based benchmark-
ing study and highlighted factors that are associated with the per-
formance of cell-type deconvolution, including data normalization,
transformation, marker gene selection and choice of deconvolution
methods. Nevertheless, unlike real data, the simulated linear mix-
ture may not fully capture biological complexity and noise. More re-
cently, Nadel et al. (2021b) compared several deconvolution
methods using the Framingham Heart Study (FHS) comprised of
thousands of samples with bulk gene expression and cell counts
(Mahmood et al., 2014). However, these studies did not demon-
strate a universally best computational method to infer cell-type
fractions across different tissues (Jin and Liu, 2021). The deconvolu-
tion performance depends on various factors in the real data appli-
cation (Avila Cobos et al., 2020; Nadel et al., 2021b). To resolve
some of these issues, SCDC (Dong et al., 2021) proposed to inte-
grate deconvolution results across multiple single-cell references to
reduce the impact of potential batch effects of different reference
panels. Similarly, DeCompress (Bhattacharya ez al., 2021) also
studied ensemble deconvolution but limited to reference-free
methods.

Here we introduce EnsDeconv, a new ensemble learning-based
deconvolution method that comprehensively considers five import-
ant factors for cell-type deconvolution, including deconvolution
methods, reference datasets, marker gene selection procedures,
data normalizations and transformations. We evaluated the impact
of the five factors and utilized an ensemble learning approach to
integrate the results of various combinations of those factors. We
compared our method against existing deconvolution methods in
various scenarios using four real bulk datasets with measured cell
counts, including three blood datasets and one brain dataset. We
define a scenario as a particular setting with a specific reference

dataset, marker selection approach, normalization, transformation
and deconvolution method. All blood mixtures are large-scale
bulk data with hundreds to thousands of samples, capable of pro-
viding representative results. The EnsDeconv algorithm is rigor-
ously designed with a CTS robust regression to ensure that our
ensemble learning method can provide stable and accurate decon-
volution results. Via real-data benchmarking, our method outper-
forms existing deconvolution approaches in both blood and brain
tissues. We also showed that our method can provide helpful infor-
mation for downstream analyses such as differential cell-type frac-
tion analysis related to clinical variables and extended it to bulk
DNA methylation (DNAm) data.

2 Materials and methods

2.1 Review of cellular deconvolution
In general, the cellular deconvolution model can be written as

Y =~ B x P,
(GxS)  (GxK)  (KxS)

where Y represents bulk expression for G genes in S samples, B is
the average gene expression over samples for K cell types and P is
the mixing proportions of K cell types per sample, which is usually
assumed to be non-negative and a sum of one for each sample. The
target of reference-based deconvolution is to estimate cell-type frac-
tions P, with observed bulk expression Y and average CTS expres-
sion B. For each sample s, the cell-type fractions (p,) are estimated
via

Regularizer

G A
argmin Y £y, p. bg) + AR(p,),
Ps€AK-1 g=]

Loss

K
where Ag 1 = {x e R¥ :x;, > 0and > x, =1}, Yg.s is the bulk ex-
k=1

pression for gene g in sample s, p, is the mixing proportions of K cell
types in sample s, and b, is the average CTS gene expression for
gene g. The regularizer adds additional constraints to improve the
stability of estimated cell-type proportions (Mohammadi et al.,
2017).

2.2 The EnsDeconv algorithm

To achieve robust estimation, EnsDeconv considers important fac-
tors in the multi-step cellular deconvolution: choice of reference
datasets, marker gene selection, normalization and transformation
of bulk and reference data and deconvolution methods (Fig. 1A).
We exploited all possible combinations of these factors when appro-
priate and utilized CTS robust regression to obtain the optimal en-
semble of cellular fractions, given the true cell-type fractions are
often not measured (Fig. 1B).

2.2.1 Single deconvolution methods

To be focused, we only considered peer-reviewed cellular deconvo-
lution methods for gene expression data that estimate cellular frac-
tions not enrichment score, with a customized R package or code,
and work for general tissue types. Under those constraints, we inves-
tigated the following reference-based deconvolution methods:
weighted least squares (LS)—EPIC (Estimating the Proportions of
Immune and Cancer cells) (Racle et al., 2017); non-negative LS with
normalization—GEDIT  (Gene  Expression  Deconvolution
Interactive Tool) (Nadel et al, 2021a); robust regression—
FARDEEP (Fast And Robust DEconvolution of Expression Profiles)
(Hao et al, 2019); support-vector regression—CIBERSORT
(Newman et al., 2015); hybrid scale method—hspe (hybrid-scale
proportions estimation) (Hunt and Gagnon-Bartsch, 2021) and
dtangle (Hunt ez al., 2019); penalized regression with elastic net
regularization—DCQ (Digital Cell Quantification) (Altboum ez al.,
2014); quadratic programming—DeconRNASeq (Gong and
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Fig. 1. Overview of the proposed EnsDeconv algorithm. (A) Important factors and different deconvolution scenarios (combinations of the five factors). (B) Flow chart of

EnsDeconv

Szustakowski, 2013); and log-normal model—ICeDT (Immune Cell
Deconvolution in Tumor tissues) (Wilson et al., 2020). We also con-
sidered two deconvolution methods that are designed for scRNA-
seq reference: MuSiC (Multi-subject Single Cell deconvolution)
(Wang et al., 2019) and Bisque (Jew et al., 2020). More details
about those single deconvolution methods can be found in
Supplementary Table S1 and Supplementary Note.

2.2.2 Reference datasets

With the emerging scRNA-seq data, there is a rich collection of pub-
lished reference datasets we can choose from. For instance, STAB
(Song et al., 2021) curated brain scRNA-seq data from 12 studies.
This is only a subset of numerous available datasets, and there are
cell atlases for different tissues. Recent benchmarking suggested that
the best choice of reference data varies between deconvolution meth-
ods (Nadel et al., 2021b). To deconvolve a target bulk expression
data, we need to check the reference datasets for species, tissue type
or brain region, age, disease status, etc. With this consideration, we
included seven single-cell reference datasets and a purified-cells
dataset to deconvolve brain expression data. The reference data
sources vary from different technical platforms, and they are all
from cortex tissues of adults (Supplementary Table S2). Three refer-
ence datasets are used for blood expression deconvolution, including
the widely used Im22 (Newman et al., 2015), skin signatures
(Swindell et al., 2013) and ImmunoStates (Vallania et al., 2018). All
the three are microarray references since scRNA-seq is hard to detect
eosinophil, a rare but key cell type associated with atopy in our
application.

2.2.3 Marker gene selection
Most deconvolution algorithms rely on cell-type marker genes
(Avila Cobos et al., 2020; Hunt and Gagnon-Bartsch, 2021). While
recent studies compared several marker gene selection approaches
(Avila Cobos et al., 2020; Hunt et al., 2019), the impact of marker
gene selection on deconvolution is unclear. It is generally unknown
to choose marker genes that are consistently optimal for all scen-
arios. We comprehensively considered five marker gene selection
approaches (Supplementary Table S3). Based on our study, some
marker gene selection approaches may fail to select appropriate
markers for certain cell types. If some of the cell-type markers are
not available, this specific scenario will be dropped. Since MuSiC
utilizes gene weights, all genes will be considered. For
ImmunoStates, we used all marker genes from the signature matrix.
Most studies in the field of cell-type deconvolution have only
focused on one or several of the marker gene selection approaches.
No benchmarking studies appear to have considered the effects of
the marker gene selection procedure on results of real data deconvo-
lution. Our work provides additional insights into the performance
of different marker gene selection approaches. Some deconvolution
methods require a signature matrix (B for marker genes only). Given
a reference expression matrix R for C cells or purified-cell samples,
assuming ¢ € ¢;, denoting cell index belonging to the k-th cell type.
The element in signature matrix is calculated as
bk = cce, Tac/|Ck|, where |cg| is the number of cells in the k-th
cell type.

2.2.4 Data normalization and transformation

Different data normalization and transformation are applied to mix-
ture datasets and reference datasets. For RNA-seq data or scRNA-
seq data, we considered the following normalization: (i) raw read
counts (i.e. no normalization), (ii) count per million (CPM), (iii)
transcript per million (TPM) and (iv) trimmed mean of M-values
(Robinson and Oshlack, 2010). For deconvolution of blood data,
we applied two approaches: (i) keep the data in the original scale or
(ii) quantile normalization, since reference data (microarray) and
mixture data (RNA-seq) (Jiang et al., 2019) come from different
technology. MuSiC and Bisque recommended that both mixture
samples and reference data should take CPM normalization. Some
other studies also have their recommendations on data normaliza-
tion, like joint quantile normalization for GEDIT. However, data
normalization and transformation are usually not explicitly dis-
cussed in most of the deconvolution methods.

After data normalization, the next step is to perform data trans-
formation. Some deconvolution methods provided a recommended
transformation approach and some required data on a specific scale.
The first question is about taking log transformation or not. In gen-
eral, a linear scale seems more biologically plausible (Zhong and
Liu, 2011), while log-transformation stabilizes the data. Recently,
some methods attempted to combine the two scales (Hunt et al.,
2019; Hunt and Gagnon-Bartsch, 2021; Wilson et al., 2020). To be
consistent, we applied the same data normalization and transform-
ation approach to both bulk and reference datasets. To note, for the
unique molecular identifier (UMI)-based 10x reference datasets, we
did not apply TPM normalization since UMI counts are invariant to
gene length. Therefore, we allowed the normalizations for bulk sam-
ples and reference datasets to differ for these reference datasets.

2.2.5 Estimating ensemble cellular fractions

With consideration of all appropriate combinations of the factors
mentioned above in deconvolution, we utilized ensemble learning to
synthesize P1,...,Pp, the estimated cellular proportions from each
of the D scenarios. Since we typically do not have true proportions,
we do not know which estimates to prioritize. Instead, we assume
that most estimates resemble true proportions, but some may be out-
liers. Given the equivalence between outlier detection and robust re-
gression (She and Owen, 2011), this suggests that we can cast this
ensemble learning problem as the following robust regression
problem:

K
argmin > [Wa — Wi, (1)
Wi, Wiel0,1 "d k=1

(Wi,...,Wi)lx =1

where W), is the k-th cell type’s ensemble fraction, W 4 is decon-
volution scenario d’s estimate for the k-th cell-type fraction, and
lvll, = & vf)l/2 is a vector analogue of absolute deviation. Since
the objective in (1) is separable by cell type, (1) allows each cell
type to have different outlying deconvolution scenario’s. For ex-
ample, one set of cell-type markers may poorly estimate eosinophil
fractions, but may be optimal for monocytes. Since (1) is equiva-

. K=1 = .
lent to minimizing f(Wy,...,Wk_1) =33 > [[Wa — Wi, +
k=1
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Algorithm 1: EnsDeconv
Notation: o, step size
Input: Estimated fractions of K cell types from D scenarios,

(Wit, oo, Wik), .o, (Wpi,..., Wpk).

Output: EnsDeconv estimated cellular fractions P.
t«— 0

( t t )HZd(Wdlw"deKfl)
12> K-1 D

while not converged do

(ZzlJrlv"'vZ?—ll) - (th7"'7W;<—]) - 1thk;(thv-'-a ;(71)5

(Wt1+1v e ’W?A) - PC(Z?IHV - 7Z;<+—11)3
t—t+1;

end
Return P = (Wy,..., Wk).

. K-1

> illWak — (1s = 3 Wp)|l,, we use projected gradient descent to
=1

solve this convex problem in Algorithm 1. Note Pe(xo) =

argmin,o|[x — xol|, projects xo onto C={Wy,...,Wg_4

S [0, l]S, (W17~~~:WK—1)1K—1 < 15}

2.3 Real benchmarking datasets

Instead of relying on simulations that may be oversimplified or un-
realistic, we collected and assembled four datasets from both public
databases and our local studies. We benchmarked the deconvolution
methods with four real mixtures datasets, including one brain data-
set and three blood datasets. All four datasets have ground truth of
measured cell-type compositions. The Religious Orders Study (ROS)
data are from brain dorsolateral prefrontal cortex (DLPFC) tissue of
49 elderly donors with both bulk RNA-seq data (Mostafavi et al.,
2018) and measured cell-type fractions (Patrick et al., 2020). The
immunohistochemistry-based cell-type proportions are for five cell
types: astrocytes (Astro), endothelial (Endo), microglial (Micro),
neuron (Neuron) and oligodendrocytes (Oligo).

We used three bulk datasets for blood cells. The first one is
Epigenetic Variation and Childhood Asthma in Puerto Ricans
(EVAPR). We focused on 220 non-asthma subjects with both bulk
RNA-seq expression and measured white blood cell fractions
through complete blood count (Jiang et al., 2019). The second data-
set, FHS, is composed of two cohorts: the offspring and third-
generation cohorts. We downloaded FHS data from dbGaP
(phs000007.v32.p13). Here we treated the blood cell counts
obtained through a complete blood count using the Coulter HmX
Hematology Analyzer, as ground truth. There are 4110 samples
from offspring and third-generation cohorts with both cell counts
and blood microarray expression. The third dataset (TRAUMA
from the Inflammation and Host Response to Injury program) (Xiao
et al., 2011) was collected from 167 severe blunt trauma patients
under the age of 55 years old (GSE36809). Initially, a blood sample
was collected around 12h of the injury and 1, 4, 7, 14, 21 and
28 days later. There are 558 samples with both white blood cell
counts and blood microarray expression. We considered four cell
types: neutrophils (Neutro), monocytes (Mono), lymphocytes
(Lymph) and eosinophils (Eosino).

We evaluated the accuracy of deconvolution methods using total
mean absolute error (MAE) comparing estimated and measured cell-
type proportions and calculated the concordance by Spearman’s

correlation for each cell type. Spearman’s correlation is more robust
as compared to Pearson’s correlation since it is based on rank.
Higher mean Spearman’s correlation across cell types and lower
MAE values indicate a better deconvolution performance. The mean
CTS Spearman’s correlation is more meaningful than total
Spearman’s correlation calculated by pooling cell types, which is
widely used by most benchmarking studies. The reason is that total
correlation is usually overestimated and largely affected by mean
fraction values. Instead, the CTS correlation is implicitly used in
most downstream analyses to assess sample-level associations.

3 Results

3.1 Benchmarking of factors that impact deconvolution
To understand the importance of those factors we incorporated in
EnsDeconv, we ran all possible combinations of those factors to decon-
volve the four bulk datasets with measured cell counts. We investigated
the overall impact of deconvolution methods, marker gene selection
approaches, reference datasets, data normalizations and transforma-
tions. We calculated the pairwise correlation of scenarios by varying
one factor each time and keeping the other factors unchanged. The
lower pairwise correlation indicates higher variability in that factor
and thus reflects relatively higher importance (Vallania et al., 2018).

As expected, deconvolution methods play an important role
(Supplementary Fig. S1). Detailed comparisons observe that the per-
formance of each single deconvolution method varies greatly across
the four bulk datasets (Fig. 2 and Supplementary Fig. S2).
Compared with any single deconvolution method, EnsDeconv ro-
bustly shows higher Spearman’s correlation between estimated and
measured fractions across cell types in all benchmarking datasets.
The advantage of EnsDeconv is more apparent in rare cell types
such as eosinophils in blood.

Reference datasets have the most influential impact on the estima-
tion of cellular fractions (Supplementary Fig. S1), which agrees with
previous finding (Vallania et al., 2018). While the reference datasets
seem to have consistent performance in three blood cell datasets, their
relative performance is generally unknown in solid tissues such as the
brain (Supplementary Fig. S3), especially given new reference datasets
are being generated. Therefore, it is essential to integrate results from
reference datasets. When there are many potential references, we can
first filter reference datasets based on sample characteristics such as
species, age, and disease status to accelerate the computation time.
Ideally, good reference data should be comparable to bulk data in
sample characteristics. While many studies have provided useful data
sources, for instance, the STAB atlas contains 12 scRNA-seq studies
(Song et al., 2021) from the human brain; only 5 datasets share simi-
lar age (adult) and brain region (cortex) as ROS bulk data used in this
study. For blood data, all the reference data we used are based on
microarray, since eosinophils of interest are relatively rare and hard
to quantify in scRNA-seq.

The performance of deconvolution also depends on the choice of
marker gene selection approach (Supplementary Fig. S3). Through
detailed assessment, we selected 50 marker genes per cell type based
on benchmarking (Supplementary Fig. S4). We further assessed the
data normalization and transformation for each deconvolution
method for bulk and scRNA-seq data (Supplementary Figs S3 and
S5). Data transformation plays a more important role than data nor-
malization in deconvolution (Supplementary Fig. S1). This finding
can guide us in data pre-processing. For deconvolution methods
without a clear description of the input data format and those not
designed for a specific data scale, it may be beneficial to aggregate
the results across different scales (log or linear) to resemble a hybrid
scale (Hunt and Gagnon-Bartsch, 2021).

3.2 Ensdeconv improves robustness and accuracy of

cellular deconvolution

We have shown that EnsDeconv outperforms all single deconvolu-
tion methods in all benchmarking datasets (Fig. 2 and
Supplementary Fig. S2). Here for a specific demonstration, we pro-
vide an in-depth comparison with the overall best single
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Fig. 2. Comparison of different deconvolution methods and EnsDeconv on EVAPR, FHS and ROS transcriptomics data. Methods designed for scRNA-seq reference (MuSiC
and Bisque) are only shown for ROS data since the other three datasets use purified-cells microarray references. The result of TRAUMA data is shown in Supplementary
Figure S2. For EnsDeconv, each dot denotes one correlation for each cell type. For other methods, each dot represents the average of Spearman’s correlations across scenarios
of the particular deconvolution method in each cell type. The black vertical line shows the mean of CTS Spearman’s correlations, and the horizontal line presents mean *
standard error of the mean. SCDC_NNLS is the result of integrating all deconvolution scenarios using the NNLS method stated in SCDC. DeCompress is the result of integrat-
ing all deconvolution scenarios using the best method that predicts bulk data (Bhattacharya et al., 2021). For completeness, we further compare with a partial reference-free

method DSA (Zhong et al., 2013)
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deconvolution method in our benchmarking, GEDIT (Nadel et al.,
2021a). We selected the best scenario for GEDIT based on predic-
tion of bulk data. EnsDeconv leads to more accurate deconvolution
results in all datasets with higher correlation concordance than the
best scenario of GEDIT (Supplementary Fig. S6). We also compared
EnsDeconv with an existing ensemble deconvolution method,
SCDC, which is designed to the ensemble of scRNA-seq references
only. SCDC shows less accurate results than EnsDeconv, as
exampled in the benchmarking of ROS data (Supplementary Fig.
S7). This is especially true in the estimation of microglia, a key cell
type for Alzheimer’s disease. Furthermore, we also compared the en-
semble algorithms used in SCDC and DeCompress that utilize bulk
data prediction as a surrogate to integrate other factors (Fig. 2 and
Supplementary Fig. S2). Since not all deconvolution methods require
a signature matrix, we slightly modified the algorithms stated in
SCDC and DeCompress. We fitted regression models between the
bulk data and predicted cell-type fractions to get predicted bulk
data. More details about SCDC and DeCompress’ algorithm can be

found in Supplementary Note. This result further shows that
EnsDeconv can produce more robust result across datasets.

Specifically for brain tissue, we validated EnsDeconv by using it
to deconvolve the ROS data in various deconvolution methods and
reference datasets (Supplementary Fig. S8). Results show that the
mean Spearman’s correlation across cell types for EnsDeconv is the
best among all deconvolution scenarios (Fig. 2). We further assessed
whether EnsDeconv’s performance is robust in other tissues by esti-
mating cell fractions of the three blood datasets. We demonstrated
that EnsDeconv attains consistently robust results across tissues by
observing a similar pattern in blood data as in brain data (Fig. 2 and
Supplementary Fig. S2).

3.3 Ensdeconv provides biologically meaningful results

for differential fraction analysis
To demonstrate the usage of our method in downstream analyses,
we considered the EVAPR dataset, which has a clinical indicator
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Fig. 4. Comparison of three single deconvolution methods and EnsDeconv on FHS
DNAm data. For EnsDeconv, each dot denotes one correlation for each cell type.
For other methods, each dot represents the average of Spearman’s correlations
across scenarios of the particular deconvolution method in each cell type. The black
vertical line shows the mean of CTS Spearman’s correlations. The horizontal line
presents mean * standard error of the mean

variable for atopy. It is of scientific interest to compare the cell-type
fractions between atopic and non-atopic individuals. The compari-
sons on measured cell-type fractions detect a significant difference
only in eosinophils, a type of white blood cells known to be elevated
in atopic subjects (two-sided Wilcoxon test P-value = 1.7 x 10710).,
With EnsDeconv estimated cell-type proportion, we replicated the
significant finding in eosinophils (two-sided Wilcoxon test P-value
=3.3x 107%), while there is no significant difference in the other
cell types (Fig. 3A).

We repeated the analyses with single deconvolution methods
using microarray references in eosinophils under different data nor-
malizations and transformations, marker gene selection approaches,
and reference datasets (Fig. 3B). Most deconvolution methods, like
dtangle (Hunt ez al., 2019), GEDIT (Nadel et al., 2021a), DCQ
(Altboum er al., 2014) and DeconRNASeq (Gong and
Szustakowski, 2013), can detect the differential fraction between
atopic and non-atopic samples under some scenarios but failed in
the other cases. In addition, methods like FARDEEP (Hao et al.,
2019), CIBERSORT (Newman et al., 2015), and EPIC (Racle et al.,
2017) have difficulties discovering differences between atopic and
non-atopic samples in eosinophils under most scenarios. We also
provided results for the other three cell types (Supplementary Fig.
S9). In some cases, some deconvolution methods will detect signifi-
cant differences with cell types that do not show association in
measured cell counts, rendering the results unreliable. This analysis
also establishes that none of the reference datasets, marker gene se-
lection approaches, or data normalization and transformation
approaches is advantageous in detecting differential cell-type
compositions.

3.4 Extension to bulk DNAm data

In addition to gene expression data, FHS also quantified DNAm for
a subset of individuals and we deconvolved 3013 blood samples
with DNAm beta values and measured cell counts. We used two
blood DNAm references (Reinius et al., 2012; Salas et al., 2022).
Following the pipeline in the minfi R package (Aryee et al., 2014),
we constructed the signature matrices from the two references and
also included the signature matrix derived from Reinius ez al. (2012)
in the EpiDISH R package (Teschendorff et al., 2017). With the
three signature matrices, we utilized three deconvolution methods:
quadratic programming (QP) (Houseman ez al., 2012),
CIBERSORT (Newman et al., 2015) and robust partial correlations
(Teschendorff et al., 2017). After deconvolution, cell subtypes are
aggregated to the four major cell types with average measured frac-
tion >1%.

With EnsDeconv on those results from three deconvolution
methods and three signature matrices, we observed more robust and
accurate results than other methods (Fig. 4). The relatively rare cell-
type eosinophil has worse performance with the reference from
Reinius ez al. (2012), but EnsDeconv is less affected by that and can
achieve better concordance between measured and estimated cellu-
lar fractions.

4 Conclusion and discussion

In summary, we developed an ensemble deconvolution approach
(EnsDeconv) to incorporate multiple factors that affect the estima-
tion of cell-type fractions: deconvolution methods, reference data-
sets, marker gene selection, data normalization and transformation
in the estimation of cell-type fractions in large bulk datasets. We
benchmarked EnsDeconv with three large real datasets of blood cells
and one brain dataset with both bulk gene expression and measured
cell counts. Benchmarking shows that EnsDeconv provides more ro-
bust and accurate estimates of cell-type fractions than a single de-
convolution method across tissues. Compared with the best single
deconvolution method identified in the benchmarking, EnsDeconv
shows better sample concordance and higher accuracy. For EVAPR
data, measured cell counts identify a significant difference between
atopic and non-atopic samples only in eosinophil, and EnsDeconv
replicates this finding exactly. However, a practitioner may random-
ly pick a convenient existing deconvolution method with an arbi-
trary reference dataset, marker selection procedure, data
normalization and transformation. The results show dramatic ran-
dom variability, while EnsDeconv can robustly and accurately inte-
grate those factors.

Previous work mainly focused on either small-scale real data or
simulated data that may be unrealistic. We instead compiled large-
scale real bulk mixture blood and brain datasets with measured cel-
lular fractions. This study also provides the first investigation on the
deconvolution performance of two large datasets, EVAPR and
TRAUMA, and also the DNAm data from FHS. Our benchmark
analysis systematically investigated how different factors affect de-
convolution performance and observe inconsistent results of the
existing deconvolution methods that depend highly on references,
data transformations and marker genes. In addition to benchmark-
ing, we further utilized ensemble learning of various deconvolution
methods to improve deconvolution accuracy and concordance.
EnsDeconv downweights potentially worse deconvolution scenarios
and takes advantage of each single deconvolution method, reference
dataset and marker selection procedure. Finally, our software pro-
vides a convenient tool for the users to apply any preferred methods
with benchmarking datasets.

This article has some limitations. EnsDeconv goes through vari-
ous deconvolution approaches under different scenarios to provide a
complete picture, so it cannot be as fast as some existing deconvolu-
tion methods. By making the computation highly parallel and using
60 computational nodes, we can finish running all scenarios (around
300) for the FHS dataset (4110 samples) in about 5 h. For a smaller
sample size, we can finish running the computation in 2-4h
(EVAPR: around 300 scenarios and 220 samples; TRAUMA: about
300 scenarios and 558 samples; and ROS: around 1400 scenarios
and 49 samples). Details about the number of scenarios can be
found in Supplementary Table S4. Most methods we compared in
this study can finish deconvolution in a relatively short time.
However, focusing on reference-based methods, hybrid-scale meth-
ods such as ICeDT and hspe may need longer running time
(Supplementary Fig. S10), so we can adaptively limit the deconvolu-
tion scenarios on them. Nonetheless, parallel computing can help us
shorten the computation time, and it has been built into our soft-
ware. Lastly, the sample size for our brain benchmarking dataset is
relatively small and may be less representative than blood datasets.

Robust and accurate estimation of cell-type fractions can serve
as input for many downstream analyses at cell-type resolution.
Representative analyses include CTS differential expression (Wang
et al., 2021) and CTS expression quantitative trait loci (eQTLs)
(Wang et al., 2020, 2021). Other than working on one random esti-
mate of cell-type fractions, our ensemble algorithm constructs a sen-
sitivity analysis framework to incorporate most top published
deconvolution approaches. The varying deconvolution factors pro-
vide a complete picture of the confounding caused by cell-type het-
erogeneity in tissue-level analyses. The framework presented in this
work can be easily extended to deconvolving omics data types other
than transcriptomics and DNA methylomics and incorporating
other deconvolution methods.
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