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Abstract—While the increased demand for taxi services like
Uber, Lyft, Hailo, Ola, Grab, Cabify etc. provides livelihood
to many drivers, the desire to raise income forces the drivers
to work very hard without rest. However, continuous journeys
not only affect their health, but also lead to abnormal driving
behavior such as rash driving, swerving, side-slipping, sudden
brakes, or weaving, leading to accidents in the worst cases.
Motivated by the severity of rising accidents and health issues
among drivers, this paper proposes a recommendation system,
called RsSafe, for the safety of drivers. Aiming to improve the
driving quality and the driver’s experience, RsSafe suggests that
the driver accepts or rejects the next trip based on the predicted
driving behavior. In particular, we propose a fusion architecture
that learns to predict the driver’s behavior for the next trip using
information from multiple streams. This architecture consists
of Multi-task Learning with Attention (MTLA) that captures
individual drivers’ personality traits to deal with the adaptability
of system. We use publicly available naturalistic driving behavior
analysis dataset, namely the UAHDriveSet, results show that the
MTLA predicts with F-measure score of 96% ; and outperforms
the baseline as well as state-of-the-art models.

Index Terms—Trip Recommendation, Personalized Driver Be-
havior, Multi-task Learning, and Driving Behavior Prediction.

I. INTRODUCTION

The current transportation business scenarios lack an ade-
quate system that ensures safe driving recommendations for
taxi drivers with maximum hours of service. According to
the statistics1, there was a total of 4,49,002 road accidents
claiming 1,51,113 lives in India in 2019. For such road
accidents, taxi drivers constitute a significant fraction; and long
working hours is one of the major causes of accidents [1].
Taxi companies offer high incentives to complete more trips
that encourage taxi drivers to accept frequent trips without
taking rest, but this also leads to rash driving behavior. By
identifying driving behavior more accurately, such accidents
can be reduced from 10% to 20% [2]. Given the rising number
of road accidents every year, our motivation in this paper is
to provide a safe and accurate driving system that provides an
appropriate balance between income and health [3].

There exists research that provides efficient recommenda-
tion systems to reduce trip time, waiting time, overall trip cost
for customers while minimizing idle time and increasing profit

1https://morth.nic.in/road-accident-in-india

for taxi drivers. However, these recommendation systems pay
less attention towards the road safety and drivers’ health. In our
proposed recommendation system, called RsSafe, we address
the problem of safety and drivers’ health by predicting driving
behavior. In the literature, the driving behavior has been
extensively studied, revolving around the drivers’ attention,
intention, behavior, drowsiness, etc. These studies have a
common objective of understating the driving status using
physiological and psychological data, thus providing a safe
driving system. In this paper, we analyze the drivers’ behavior
for the task of prediction using sensor recorded data. Although
the authors in [4]–[7] also predicted drivers’ behavior, our
proposed recommendation system aims to predict the behavior
before the trip instead of during the trip. Moreover, the
behavior prediction in existing works is typically done using
On-Board Unit (OBU), a communication device mounted on
the vehicles and in-vehicles embedded sensors that are difficult
to deploy at large scale due to the underlying cost. On the
other hand, our proposed recommendation system predicts
the drivers’ behavior using smartphone sensor recorded data.
Research challenges to predicting the driver behavior include:
(1) Identifying factors that contribute to the driver’s behavior;
(2) A generic model that captures individual personality traits;
and (3) Sparsity of data. We address these issues by iden-
tifying direct and indirect factors based on existing studies
[8] contributing to the driver’s behavior. For sparsity and
generalization, we use a multi-task learning model that learn
shared representation among tasks and identify the personality
traits of the individual driver collected using smartphone
sensors.

The major contributions of this paper are:

• Predict driver behavior before the trip to provide a safe
driving system using direct and indirect factors from
multi-stream data like the trip, road, weather, dangerous
maneuvers, and sensor data.

• Develop an end-to-end Multi-task Learning with At-
tention (MTLA) based model using smartphone sensor
recorded data. This is a novel approach as MTLA with
Long Short-Term Memory (LSTM) as underlying config-
uration has not been widely explored to predict driving
behavior from multivariate time-series sensor data.
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• Recommend driver with the option to accept or reject the
next trip based on historical driver behavior.

• Perform ablation study to show the importance and ne-
cessity of different features under consideration. From
the ablation study, we observe that dangerous maneuver
execution significantly affects the driving behavior. Also,
validate design choices of MTLA through ablation study
and find that MTL with LSTM combination performs
better.

• Demonstrate superior performance in terms of F-measure,
macro F-measure, micro F-measure, average receiver
operating characteristic curve (ROC) as 96%, 92%, 94%,
ans 97% for UAH-DriveSet [9] compared to baseline and
state-of-the-art methods.

The rest of the paper is organized as follows. Section II
gives an overview of related work divided into smartphone
based driver behavior, and recommendation systems. Section
III defines the problem formally, while Section IV presents
in detail the proposed RsSafe methodology including data
collection, feature extraction, driver behavior model, and trip
recommendation. Experiment evaluation is discussed in Sec-
tion V. Finally, Section VI concludes the paper with directions
of future research.

II. RELATED WORK

This section briefly reviews the relevant literature in the
context of this paper view on (1) Smartphone based driver be-
havior analysis, and (2) Recommendation systems for drivers.
Detail of the systems under these categories given below:

A. Smartphone based Driver Behavior Analysis

A survey on various techniques for driver behavior analysis
using machine learning methods on smartphone sensor data,
is presented in [10]. Using support vector machine (SVM)
and neural network (NN), a method is proposed in [11] for
detecting with an accuracy of 95% fine-grained abnormal
driver behavior, such as weaving, swerving, sideslipping, fast
U-turn, turning with a wide radius, and sudden braking. In
[4], a method is presented for driving maneuver prediction
before they occurred to alert the drivers. Specifically, Long
Short-Term Memory (LSTM) model was adapted because it
can automatically capture temporal relations. The work in
[12] uses LSTM with attention to detect driver behavior,
and compares the model with simple LSTM and Multi-
layer Perceptron (MLP) to show the effect of attention layer.
Inspired by the result obtained after adding the attention
layer, we also incorporate the attention mechanism in our
proposed approach RsSafe. However, all the above methods
do not consider personalization factor, on the other hand we
use Multi-task Learning (MTL) with attention to estimate
the personalized driving behavior. (Note that existing systems
have not yet used this technique for behavior prediction.) In
[13] the driver behavior model is personalized, based on the
past maneuvers execution and adaption method is applied for
prediction whereas in our case we are using MTLA based
technique to personalize recommendation.

B. Recommendation Systems for Drivers

Stress affects driving behavior based recommendation sys-
tem, as studied in [3], where the authors used multi-task
learning neural network (MTL-NN) for stress detection. They
developed an android based mobile application that recom-
mends to accept or reject the trip request based on the current
stress level of the driver. On the other hand, we recommend
solely from the driver behavior without considering stress. A
multi-modal and adaptive to the situational context recom-
mendation system is proposed in [14] which also optimizes
the framework for real-time and large scale route queries.
In [15], authors’ presented a recommendation system that
satisfies the demand for taxi users and driver expectations.
The authors in [16] proposed an online model that provides
the balance between system efficiency and driver equality in
rideshare. Existing machine learning based methods do not
capture the drivers’ personality traits; the recommendation
systems mostly address the issue of waiting time and trip time
for both customers and drivers. On the other hand, in this
paper our proposed recommendation system, RsSafe, captures
the drivers’ behavior at a personalized level using smartphone
and trip-related data to provide a safe journey. RsSafe helps
the drivers with options: accept or reject a trip.

III. PROBLEM STATEMENT

We propose to develop an adaptable and economical system,
called RsSafe that provides safety to the drivers, passengers,
and entities outside the taxis by predicting the driver’s behavior
and accordingly recommending the next trip. The problem is
stated as follows.

Let Di represent a driver where i = 1, 2, . . . , n denotes
the driver’s identity. Let Bi denote the current behavior of a
driver Di, in our case, behavior is aggressive (Agg), drowsy
(Drw), and normal (Nml). Let TCj represent the completed
trip where j = 1, 2, . . . , c is the number of trips taken by
the driver. RsSafe suggests to accept or reject the trip TCj+1

for driver Di by predicting the behavior Bi+1. Then, the
recommendation is represented by following expressions:

Rrec : Bi+1 = Agg|Drw → Rrej (1)

Rrec : Bi+1 = Nml → Racc (2)

where the function Rrec recommends Rrej or Racc on the
basis of Bi+1 = Agg|Drw or Bi+1 = Nml for the trip
TCj+1 where Agg , Drw, and Nml respectively represent the
aggressive, drowsy and normal behavior of the driver for
the next trip. The problem is further subdivided into four
parts. The first part is the dataset collection that consists of
trips, environment, dangerous maneuver, road data and sensor
recorder data. The second part is to extract direct and indirect
features that affect driver behavior. Since the role of driving
behavior is significant throughout the trip to ensure safety, the
third part of the problem is to predict the driver’s behavior
before the trip. The last part is to recommend the driver to
accept or reject before the next trip according to the predicted
behavior.
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TABLE I
BASE FEATURES USED FOR MTLA

Feature Type Features Description

Sensor Data
(Sd)

GPS data Speed, latitude, longitude, altitude,
speed (km/h)

Accelerometer Acceleration in X, Y, Z (Gs) axis and roll,
pitch, yaw (degrees)

Distance Traveled First trip to current trip distance covered
by the driver

Trip Data
(Td)

Time Traveled Time for which the driver traveled from
the first trip

Completed Trips Number of trips completed by the driver
till now

Rest Time Rest taken by the driver after last trip

Road Data
(Rd)

Allowed speed Maximum allowed speed of current
road (km/h)

Road Type Motorway/M link/Primary/P link
Number of lanes 1/2/3 lane(s)

Environment
Data (Ed)

Humidity Humidity in percentage (%)
Temperature Temp in Celsius
Pressure Pressure in millibar

Dangerous
Maneuver (Dm)

Type Braking/ Turning/ Acceleration
Level Low/ Medium/ High

IV. METHODOLOGY FOR RSSAFE

In our proposed approach, individual driving behavior char-
acteristics are automatically learned by dividing the task of
developing RsSafe into four stages as: (1) Data Collection, (2)
Feature Extraction, (3) Modeling Driver Behavior, and (4) Trip
Recommendation, as described below.

A. Data Collection

We are using publicly available UAH-DriveSet data [9].
This dataset is collected by a driving monitoring app, named
DriveSafe2 that has data of six drivers in the age group of
20-50 years, among which five are male and one is a female
driver. Drivers cover two different routes in Madrid (Spain),
the first one is 25 km round-trip in a motorway type of road
with 120 km/h speed limit and has 3 lanes in each direction.
The second one is 16 km round-trip in a secondary type of road
with 90 km/h speed limit and has single lane in each direction.
The driving data is for 500 minutes and labeled with driving
behavior such as normal, drowsy, and aggressive.

B. Feature Extraction

According to the statistics3, significant factors causing road
accidents depend on the driver, vehicle, road conditions, or
weather conditions which are captured by our proposed solu-
tion. We categorize the feature type as sensor data (Sd), trip
data (Td), road data (Rd), and environmental data (Ed), and
danger maneuver (Dm). These features are called base features
as described in Table I.
Sensor Data (Sd): The dataset contains GPS recorded data at
1Hz with tuple timestamp, speed, latitude, longitude, altitude,
course, difcourse, etc. Also the calibrated inertial sensor data
recorded with timestamp, acceleration X, Y and Z, roll, pitch,
yaw information collected by fixing phone on the windshield.
Trip Data (Td): The idea of taking trip data as features is
that they reveal important properties of upcoming trips like

2http://www.robesafe.uah.es/personal/eduardo.romera/uah-driveset/
3http://jhtransport.gov.in/causes-of-road-accidents.html

Fig. 1. Relationship between features and behavior

distance traveled, time traveled, completed trips, and rest time,
etc. which affect the driver behavior as surveyed in [3] for over
30 drivers.
Road Data (Rd): The road environment has a significant im-
pact on the driving behavior; the Fig. 1a shows the relationship
between driver behavior and road type. We divide the road
environment category into the road type, maximum allowed
speed, and number of lanes. The information is presented in
the dataset and extracted using OpenStreetMap API4.
Environmental Data (Ed) The weather condition affects the
road surface condition and the driver’s visibility, thereby in-
creasing the chances of accidents. Adverse weather conditions
such as heavy rain, thick fog and hail storms make driving
riskier as the visibility reduces, and the road surface gets
slippery. Weather details like temperature, wind, humidity,
and pressure collected using VisualCrossing API5 for every
6 minute of interval.
Danger Maneuver (Dm) The dataset contains the danger
maneuver in processed data folder with tuple timestamp,
type, level, and location information. The relationship between
maneuver execution and driver behavior is shown in Fig. 1b.
Since all the input features affecting the model performance
are not in the same range, the normalization of the extracted
features is necessary. We use the method of standardization
for normalization where the feature vector is subtracted by
its mean and then divides the result with standard deviation,
represented as ψ = X−µ

σ . Here, ψ denotes the normalized
feature vector, X is the input vector, µ represents the mean,
and σ denotes the standard deviation.

4https://www.openstreetmap.org/
5https://www.visualcrossing.com/weather-data
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C. Modeling Driver Behavior

After feature extraction, we model the driver behavior
using multi-task learning with attention (MTLA). Modeling
the driver behavior is challenging because of the change in
driving conditions and sequential driving behavior. Modeling
driving behavior in dynamic driving conditions is difficult
because direct and indirect parameters affect driving over
time. We use the LSTM architecture to identify the driving
pattern in a dynamically changing environment to incorporate
temporal dependencies, thus predicting future driver behavior
more accurately. Another challenge is that every driver has
a different behavior or style (e.g., aggressive vs. courteous
driving) although the driving condition may be the same. In
contrast, another driver is affected by changes in the driving
environment that result in aggressive driving. With a goal to
capture the difference, we use the MTLA based model to
personalize the driving behavior because MTL is effective
for modeling closely correlated tasks. It allows information
sharing across tasks, especially with sparse data tackled alone
(e.g. driving data missing due to sensing error). We formulate
driving behavior prediction as:

1) MTLA Model: For predicting driver behavior, we need
a quantitative measurement from the driving environment. As
the dataset is labeled with the behavior, we use a supervised
deep learning method on the extracted features and introduce
MTLA architecture for predicting driver behavior during the
trip. Multi-task learning can be incorporated into any neural
network. In the following we demonstrate using a LSTM
recurrent neural network.
(a) Architecture Design
We use multi-task learning (MTL) model [17] that has been
used in many recommendation systems to capture personalized
information. MTL can learn different tasks in a single model
instead of training individual neural network for each task
that is more efficient not only in terms of memory and
inference speed, but also in terms of data. In our case, a
single driver behavior prediction is one task. i.e., Di where
i = 1, 2, . . . , n are number different of tasks. The input to
the model are the features (Sd, Td, Rd, Ed, Dm), i.e., sensor
data, trip data, road environment, environmental data, and
danger maneuver. Formally, suppose there are n supervised
learning tasks Di where i = 1, 2, . . . , n and each task is
associated with dataset DataSet = (xij , y

i
j)

mi

j=1
where xij is

the instance and yij is the corresponding label. Here, mi is
pair of data instances and labels for each task Di. We use a
shared bottom approach of multi-task learning. The first layer
of MTL is shared layer that captures common features for
all the drivers affecting the driver behavior (i.e., taking turns
along the roads, lane following, responding to traffic signals).
The next layer is task-specific layer called tower that captures
individual personality traits for each driver (i.e., Completed
trips, rest data, distance traveled) as shown in 2a. Additionally
in our case, we introduce the concept of ‘attention’ in the
task-specific layer. The attention mechanism helps apply the
mask on shared layers, to learn task-specific features. Thus,

Fig. 2. Proposed architecture for driver behavior classification

the attention mechanism acts as a feature selector, whereas
the shared layer learns common features across all tasks. The
proposed architecture is described in Figure 2a, where the
task-specific attention layer selects features from the shared
layer. Here, input to the shared layers is sensor data (Sd)
whereas context data (i.e., trip data (Td), road environment
(Rd), environment data (Ed), and danger maneuver (Dm) )
is passed to task specific layer through fully connected (FC)
layer. Formally, the MTL shared bottom approach can be
represented as:

yi = hi(f(x)) (3)

Here, yi is the output parameter for each driver. Given ith

driver, the model comprised of shared bottom network as
function f , and n tower networks hi, where i = 1, 2, . . . , n
for each driver respectively.

We use LSTM [18] blocks in shared layer, which allows
effective representation learning from sequential input layer.
In multi-tower network also, we have used LSTM blocks to
capture individual personality traits. The use of LSTM as
the underlying configuration in MTL because LSTM deals
with vanishing gradient problem of traditional recurrent neural
network (RNN) and works better with time-series data. At

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on February 17,2023 at 20:31:07 UTC from IEEE Xplore.  Restrictions apply. 



each timestep t, we have input xt (i.e., features), hidden state
ht and cell state ct. The hidden state also acts as a memory
block and operations of memory block are controlled by three
gates, namely forgot, input and output gate. The operation of
typical LSTM is defined using the following equations at each
timestep:

f t = σ(wfh
(t−1) + ufx

t + bf )

it = σ(wih
(t−1) + uix

t + bi)

ot = σ(woh
(t−1) + uox

t + bo)

ĉt = tanh(wch
t−1 + ucx

t + bc)

ct = f t · ct−1 + it · ĉt

ht = ot · tanh(ct)

(4)

where wf , uf , wi, ui, wo, uo, wc, uc are weights and bf , bi,
bo, bc are biases. While σ and tanh are activation functions,
f t is the forget gate, it is the input gate, and ot is the output
gate. Here, ĉt represents new cell state and ct represent the
cell state; whereas dot (·) represents element-wise product
operation.

(b) Task Specific Attention Module
The limitation of neural network based architectures is that
they represent fixed length internal representation, which is
not good for representing long dependencies. In our case, the
driving behavior of a trip may exhibit complex dependencies
from past events like turn (left, right, u-turn), breaking, re-
verse etc. In order to avoid the situation that only the last
hidden vector is utilized to represent the driving behavior,
the proposed RsSafe system utilizes attention mechanism that
selects the most important signals to capture short and long
distance dependencies. Moreover, the attention mechanism has
shown better performance in machine translation and image
analysis tasks to selectively focus on part of the important
information. Motivated by this, we use attention mechanism
at the task specific layer as presented in [19] for multivariate
time-series classification, whereas the authors in [19] used
task specific attention for image-to-image predictions and
image classification. On the other hand, we have explored
the use in sequential data for driver behavior prediction task.
The intuition behind adding the attention layer in the task
specific layer is to particularly select task related data from the
shared layer. As such, the attention can be a feature selector
from shared layer for task-specific layer, allows expressive
representation to be learned for generalization across tasks,
whilst allowing discriminative representation to be tailored
for each individual task. The attention is added to learn task
specific as shown in Fig. 2b features with one attention per
task. Let pj represent the shared features in the jth hidden
layer of ith tower, and let aji , t denote the learned attention
mask of this layer for task i, at time t− 1. Then task specific
features âji are:

âji = fatt(a
j
i , p

j) (5)

where fatt represents element-wise multiplication as shown
in Fig. 2b.

aji = gji ([p
j ;uj(aj−1

i )]) (6)

The tower network consists of a sequence of a stacked
LSTM layers (uj , gji ) dense layer and softmax (SM) layer.
We also add the context information in task specific layer,
described as follows:

ϱ = φ(Td, Rd, Ed, Dm)⊕ γ(hi(f(x))) (7)

Here, ⊕ denotes the concatenation operation. The functions
φ and γ denotes fully connected neural networks.

(c) The Model Objective
The model objective/loss function is the one that needs to be
optimized. Compared to standard single-task learning, MTL
training pose challenges to balance loss across different tasks.
A Multi-task weighted loss function enable learning of all
tasks, without allowing difficult task to suppress. In our case,
all the tasks have objective to predict driver behavior, therefore
there is no need to balance loss with weights. In multi-task
learning with n tasks, the input features x and labels as yi =
1,2,. . . ,m the loss function is defined as,

Ltotal

(
(xij , y

i
j)

mi

j=1

)
=

n∑
i=1

Li
(
xij , y

i
j

)
+Ω (8)

Here, Li denotes task-specific losses and Ω is the L2 =
||w||22 regularization term that helps to remove high bias
and variance, w denotes learnable weights. Total loss(
Ltotal((x

i
j , y

i
j)

mi

j=1
)
)

is the sum of losses over all the n

tasks (i.e., number of drivers). In our case Li
(
xij , y

i
j

)
is

cross entropy loss because we are dealing with classification
problem.

Li
(
xij , y

i
j

)
= −

3∑
k=1

yij,klog(P
i
j,k) (9)

where yij,k and P i
j,k are the ground truth and predicted score

for each class k i.e., (Agg, Drw, Nml).

D. Trip Recommendation

This section explains the trip recommendation use case of
driver behavior prediction with the help of following scenario.
Suppose the driver receive a new trip request, RsSafe suggest
recommendation options to driver such as accept or reject
based on past journeys’ behavior using weighted moving
average (WMA) [20] which puts more weight on recent
driving behavior and less on past driving behavior.

WMA = (Bi∗i)+(Bi−1∗i−1)+...+(B1∗1)
(i+i−1+...+1) (10)

The past behavior prediction model is used to predict the
driving behavior for next journey. In the recommendation,
two scenarios arise. The first one is if the driver’s behavior
is drowsy or aggressive, the system recommends to reject
the trip. Second, if the driver behavior is normal, then the
system recommends to accept the trip. We can write the
driver behavior and recommendation relation as: Bi+1 ▷◁ Rrec

Authorized licensed use limited to: Missouri University of Science and Technology. Downloaded on February 17,2023 at 20:31:07 UTC from IEEE Xplore.  Restrictions apply. 



where Bi+1 can be Agg|Drw|Nml i.e., aggressive, drowsy
and normal. As in equations (1) and (2), Agg|Drw → Rrej

and Nml → Racc where Rrej denotes reject recommendation
while Racc represents accept recommendation.

V. EXPERIMENTAL STUDY

First, we introduce experimental setup, baselines and met-
rics for evaluation. Then the following research questions are
used to guide our experiments:
RQ1: How does the MTLA perform compared to existing
baseline driver behavior classification methods?
RQ2: How does the MTLA perform compared to existing
state-of-the-art driver behavior classification methods?
RQ3: How does each feature contribute to the performance?
RQ4: How effective is each design choice in MTLA?
RQ5: How does the hyper-parameter setting effect the perfor-
mance of MTLA?

A. Experimental Setup
The experiments are performed on Google Colab with CPU

Intel Xeon 2.20 GHz and GPU specification Tesla P100-PCIE-
16GB. Memory space allotted by Colab environment was 12
GB RAM and Hard disk space 34 GB. We implemented the
model in Python using PyTorch toolbox. In MTLA each task
specific network learns from shared bottom layers; in our
implementation we used LSTM with 4 hidden layers, each
of size 128 units. As six drivers are involved in the UAH-
DriveSet dataset, each driver has different task specific layers
(i.e., 6 tower networks are used), which comprised LSTM with
2 layers, each of 128, 64 hidden units. Fully connected layer
(FC), each of size 100 is used in task specific layer. We use
dropout layer with 0.2 dropout ratio to avoid overfitting. Adam
optimizer is used for training with learning rate of 0.0001 and
run for 200 epochs.

B. Evaluation Metrics
Performance measures are used to evaluate the model quan-

titatively. We use performance measures, namely, accuracy
and F-measure, as metrics for evaluation as they are popular
metrics for classification. Accuracy is defined as ratio of
number of instances correctly predicted as normal, drowsy
and aggressive upon total instances of driving behavior given
as Aacc = Pr

T . Here, Aacc represent the accuracy, Pr is the
correctly predicted instance and T denotes total instances. F
measure is calculated using the weighted harmonic mean of
precision (P) and recall (R) given as F = 2 P∗R

P+R . Here, P is
the ratio of correctly classified relevant driver behavior and
actual behavior. R is the ratio of correctly classified relevant
driver behavior and predicted behavior. We also evalutate our
model using ROC curve which plots true positive rate (TPR)
vs. false positive rate (FPR) on different thresholds.

C. Evaluation
In the proposed methodology, the dataset is divided into

80:20 training and test ratio, with 20% of training data used
for the validation set. We obtain the F-measure score as 0.96,

Fig. 3. ROC curve of MTLA

Fig. 4. Confusion matrix of driver behavior classification

micro F-measure as 0.94, and macro F-measure as 0.92 for
predicting driving behavior in the UAH-DriveSet dataset. We
also tried to compute the ROC curve as shown in Fig. 3 with
0.97 macro and micro average ROC curve. The normalized
confusion matrix is given in Fig. 4, where sum of each row
is 1.00 represents 100% of instances of particular category.
Out of total, 0.97% normal behavior instances are classified
accurately, 0.94% aggressive behavior instances are classified
accurately, and 0.95% drowsy behavior instances are classified
accurately.

1) RQ1: Comparison with existing baseline models: To
show the effectiveness, we compare with machine learning,
time-series, and multi-task baseline models.

• Comparison with machine learning baseline models
First we compare the MTLA performance with existing
machine learning models as shown in Fig. 5a. We in-
clude different classifiers for comparisons like K-nearest
neighbors (kNN), decision tree (CART), support vector
machine (SVM), naive bayes (BAYES), bagging classifier
(BAG), random forest (RF), extra tree classifier (Extra-
Trees), and gradient boosting classifier (GBM). From
Fig. 5a, we observe that the ensemble learning based
models are showing better results because they aggregate
results of individual weak classifiers based on different
strategies.

• Comparison with time-series baseline models To show
the effectiveness of MTLA, we compare the model with
several baselines that work with multivariate time-series
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Fig. 5. Comparison with existing baseline models

TABLE II
COMPARISON WITH STATE-OF-THE-ART MODELS

Model Year Technique F Measure
Saleh et al. [21] 2017 LSTM 0.91
Xie et al. [22] 2019 Random Forest 0.70
Moukafih et al. [23] 2019 LTSM-FCN 0.95
Pjetri et al. [24] 2019 Random Forest 0.87
Yi et al. [25] 2019 Random forest 0.91
Schlegel et al. [26] 2021 HDC 0.94
RsSafe 2022 MTLA 0.96

classification using sktime6 library as shown in Fig. 5b.
We train the time-series column concatenate based su-
pervised timeSeries forest classifier (C-STSF), timeSeries
forest classifier (C-TSFC), shapelet transform classifier
(C-STC), arsenal (C-Arsl), and column ensemble based
TimeSeries Forest Classifier (E-TFSC), Supervised Time-
Series Forest classifer (E-STSF) on the same feature set
as MTLA. The comparison in Fig. 5b shows that the C-
STC provides worst performance, and MTLA provides
best performance.

2) RQ2: Comparison with existing state-of-the-art models:
We have compared our proposed model with existing driver
behavior prediction in terms of F-measure and comparison
details given in Table II, where our proposed model outper-
forms existing models. In [21] raw smartphone sensor data are
used as input to LSTM that classify driving behavior with F1-
Score of 0.91; and [27] achieved F1-score of 0.87 that used
hand-crafted features with random forest as the classification
technique. In [23] is proposed a novel LSTM Fully Convolu-
tional Network (LSTM-FCN) to classify aggressive behavior
with F1-score of 0.95; and [24] used random forest on the
subset of features to classify behavior with F1-score of 0.87.
In [25] random forest is applied to personalize the driver state
recognition system. Deep learning based approaches work
better than classical machine learning approaches as observed
in Table II.

3) RQ3: Evaluating feature contribution : The ablation
study is performed to understand the importance of features.
In this study, features are removed, and then their effect is
observed on the accuracy. The Fig. 6a shows the impact of the
dangerous maneuvers type feature is most significant among
the considered feature set, and road environment data have the

6https://sktime.org/

Fig. 6. Result of ablation study (left) and comparison with different MTL
variants (right)

Fig. 7. Effect of hyperparameter sensitivity

least effect. The dangerous maneuvers comprised other basic
features such as turning, braking acceleration that relate to
driver behavior directly, whereas the road type feature consists
road type, maximum speed, and number of lanes.

4) RQ4: Evaluating design choice : Another kind of com-
parison shows the design effectiveness of multi-task learning
based approach. We compare with Single task learning (STL),
Single task with attention (STAN), Multi-task with neural
network (MTL-NN), Multi-task with LSTM (MTL-LSTM),
Multi-task attention with neural network (MTLA-NN), and
Multi-task attention with LSTM (MTLA) as shown in Fig.
6b. We adjust the layers and hidden units in each model for
the best performance. The softmax (SM) function is used
in the output to assign probabilities to different behavior
classes. There is a difference of 24% in the STL model and
MTLA, inferring that the personalized multi-task approach
works better than the generic model for all drivers.

5) RQ5: Evaluating hyper-parameter sensitivity : Differ-
ent hyper-parameters are used in RsSafe, such as learning
rate, dropouts, and evaluation splits. The effect of these hyper-
parameters are described below:

• Effect of learning rate The learning rate is one of the
important hyperparameter to find minima of loss function,
different setting and corresponding F-measure is shown
in Fig. 7a. We start with the learning rate of 0.01 and
decrease with 1/10e, where e ∈ [1, 2, . . . , n] denotes the
power. For our model, we choose 0.0001, as the Fig.
7a shows that this learning rate is providing highest F-
measure.

• Effect of dropout ratio Dropout is one of the important
regularization techniques that prevents the model from
overfitting. The effect of dropout ratio selection is shown
in Fig. 7b, where dropout rate of 0.2 provides highest
F-measure and as we increase the dropout rate model
performance degrades abruptly.

• Effect of evaluation split ratio For training the machine
learning models, we split the dataset into training, testing,
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and validation part, therefore we select the split as 80:20
on the basis of results shown in Fig. 7c, where 80% is
used for training and 20% is used for testing.

VI. CONCLUSION

With an increasing demand for taxi services, the services
provider form policies to attract more taxi drivers. Now, to
provide safe journeys, a system is required to predict drivers’
behavior before the trip. In this paper, we presented an
adaptable recommendation system, called RsSafe that provides
suggestions on the trip (e.g., to accept or reject) based on the
driver’s behavior. We proposed the multi-task learning with
attention (MTLA) based driver behavior prediction technique
to make RsSafe more adaptable by personalizing the trip
recommendations. MTLA predicts driver behavior output as
aggressive, drowsy, and normal; and achieves an accuracy of
96%, 97% for UAH-DriveSet in terms of F-measure and ROC
respectively. We compare our proposed method with baseline
models, state-of-the-art approaches, and different MTL based
techniques; the proposed model outperforms. We also perform
the ablation study to show the need and importance of features.
RsSafe has a vast area of applications in fleet management, in-
surance services, taxi services, and advanced driver-assistance
systems.

This work is limited to taxi drivers only. In future, we plan to
extend our work for privately owned vehicles that recommend
drivers with alerts to reduce the risk of accidents. Although the
model predicts behavior with high accuracy, indirect variables
are challenging to capture, like personal or family issues of
drivers and other hidden factors that also affect the driving
behavior. To enhance the scalability of the system i.e., not
linearly dependent on the data size (i.e. number of drivers),
we can cluster the drivers according to personalities and then
predict the behavior.
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