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Improving I/O Performance for Exascale
Applications Through Online Data

Layout Reorganization
Lipeng Wan , Axel Huebl ,Member, IEEE, Junmin Gu , Franz Poeschel , Ana Gainaru, Ruonan Wang,

Jieyang Chen ,Member, IEEE, Xin Liang ,Member, IEEE, Dmitry Ganyushin, Todd Munson ,

Ian Foster , Fellow, IEEE, Jean-Luc Vay , Senior Member, IEEE, Norbert Podhorszki,

Kesheng Wu , and Scott Klasky, Senior Member, IEEE

Abstract—The applications being developed within the U.S. Exascale Computing Project (ECP) to run on imminent Exascale

computers will generate scientific results with unprecedented fidelity and record turn-around time. Many of these codes are based on

particle-mesh methods and use advanced algorithms, especially dynamic load-balancing and mesh-refinement, to achieve high

performance on Exascale machines. Yet, as such algorithms improve parallel application efficiency, they raise new challenges for I/O

logic due to their irregular and dynamic data distributions. Thus, while the enormous data rates of Exascale simulations already

challenge existing file system write strategies, the need for efficient read and processing of generated data introduces additional

constraints on the data layout strategies that can be used when writing data to secondary storage. We review these I/O challenges and

introduce two online data layout reorganization approaches for achieving good tradeoffs between read and write performance. We

demonstrate the benefits of using these two approaches for the ECP particle-in-cell simulation WarpX, which serves as a motif for a

large class of important Exascale applications. We show that by understanding application I/O patterns and carefully designing data

layouts we can increase read performance by more than 80 percent.

Index Terms—Parallel IO, data layout, IO performance, WarpX, data access optimization

Ç

1 INTRODUCTION

EXASCALE computing has many challenges. One of the most
dramatic ones is storing data fast enough. Because storage

devices are getting bigger, but not greatly faster [1], exascale
systems provide far greater increases in computational speed,
relative to petascale computers, than in I/O bandwidth [2].
Indeed, the ratio of peak I/O bandwidth to peak compute
speed, in bytes per million floating point operations, is getting
dramatically worse for current and projected systems [3], [4].
This growing disparity has profound implications for applica-
tions and pushes them toward extremely efficient I/O.

Furthermore, many exascale applications are using advanced
computing techniques, such as dynamic load balancing and
adaptive mesh refinement (AMR), that bring new I/O chal-
lenges due to irregular layouts of data inmemory.

While applications aremoving towardsmore online analy-
sis and reduction [3], they still generate a tremendous amount
of data for post processing by themselves and other teams.
Thus a key challenge in scientific computing is obtaining
near-optimal write performance so that simulations spend
minimal time performing I/O. Several projects in the Exascale
Computing Project (ECP) focus on methods for optimizing
write performance. For efficiency, these methods generally
write data to disk in formats and layouts that mirror those
used in memory. But because these data must subsequently
be read for post processing and analysis, data should ideally
be written to disk in a format and layout that is efficient for
both immediate write performance by the simulation and
read performance by subsequent analyses. However, studies
of access patterns [5], [6] have generally considered only data
generated with simple in-memory data arrangements; they
have not studied the effect on read performance of more com-
plexmemory layouts. Codes that containmultiple data blocks
per process permit a wide range of I/O strategies that trade
offwrite performance for potential improvements in read per-
formance. These tradeoffs are complicated by the fact that
reading can be performed on from one to thousands of nodes,
and on each node, we can read from varying numbers of pro-
cesses and threads. Each choice canmotivate newdesigns.
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In this paper, we examine these tradeoffs in the context of
WarpX [7], an AMR-based particle-in-cell (PIC) accelerator
physics modeling code that uses the AMReX [8] framework.
We conduct a comprehensive study of common data layout
strategies, focusing in particular on the challenges that
WarpX’s use of adaptive meshes and its dozens of blocks per
process pose for read performance. Our results yield insights
into when scientists should consider transforming a write-
optimized format into a read-optimized format; for example,
whether to optimize for reading on the number of nodes from
which the data was written, and whether to transform the
data after writing but before reading. WarpX’s use of impor-
tant computational motifs (AMR, dynamic load balancing)
make the lessons learned from this study relevant for the
larger particle-mesh andAMRcommunities.

While we would like to provide general-purpose meth-
odologies that encompass all possible read patterns, we
realize that it is not possible to optimize for all. Indeed, the
data layout optimization problem is challenging even for
some of the simpler read patterns discussed in this paper.
Thus we do not address the additional complexity of opti-
mizing for queries, as studied in [9]. Nor do we examine the
additional optimizations that are often necessary to obtain
good I/O performance on parallel file system such as work-
load-aware striping [6], [10], [11], since the GPFS filesystem
on Summit supercomputer handles the striping internally
and it does not allow applications to modify the striping
strategy. Such studies are out of scope for this paper.

Our contributions are as follows. 1) We evaluate the I/O
performance of WarpX and quantify performance differen-
ces for different data layout strategies. 2) We show that no
standard data layout strategy can achieve both good write
and read performance. 3) We propose and implement an
approach to reduce the number of blocks in WarpX data on-
the-fly by leveraging the spatial characteristics, which sig-
nificantly improves the read performance for most common
read patterns. 4) By establishing a model based on perfor-
mance numbers collected from Summit supercomputer, we
study the feasibility of using staging techniques to move
data asynchronously to a small number of extra staging
nodes while modifying the data layout to optimize for read
performance. Our study shows that not only does this
approach improve read performance by up to 85 percent
compared to the original data layout, but it also can be more
efficient in terms of resource utilization compared to a post-
hoc data layout reorganization.

2 COMMON DATA LAYOUT STRATEGIES

We describe three data layout strategies commonly used in
parallel I/O.

2.1 Logically Contiguous Layout

In this first strategy, data are linearized and then stored in
their entirety as a logically contiguous block on a file sys-
tem. (We say logically contiguous because on a parallel file
system, the data might be automatically partitioned into
“stripes” and distributed across different storage servers).

Supported by parallel striding I/O operations in the
Message Passing Interface (MPI), this intuitive data layout
strategy is typically used by default in I/O libraries.

However, it often yields sub-optimal write performance for
large MPI-based parallel applications, because while the
partitioned data that resides in each MPI process may be
locally contiguous, generating a globally contiguous data lay-
out can require considerable inter-process communication.
For example, Fig. 1 shows an MPI program with four pro-
cesses in which the data held by each process is linearized in a
certain order (e.g., row-major). In order to linearize the global
2D array to generate a logically contiguous layout, data from
each process needs to be rearranged. Such rearrangements are
usually achieved by calling MPI-IO functions, which often
trigger some MPI collective operations to coordinate the data
movement among processes. These rearrangements can be
particularly costly for higher dimensional data, especially
when many processes participate or when the volumes of the
data that needs to bemoved are large.

2.2 Chunking

Due to the excessive overhead of generating a logically con-
tiguous data layout, a data tiling strategy called chunking is
often adopted by I/O libraries as it tends to organize the
data produced by large-scale runs of parallel programs in a
more efficient manner. The basic idea is straightforward:
the original data is not serialized as a single contiguous
block but is instead split into multiple chunks that are
stored separately in the file, each as a logically contiguous
sequence. For example, as shown in Fig. 2, each process still
operates on a 2�2 block of the global array. If we set the
block owned by each process as a chunk, each process is
allocated an exclusive space in the file for storing its own
data. Thus the overhead caused by rearranging the data
among processes is significantly reduced. Moreover, since
each chunk can be accessed individually, the performance
of operating on a data subset is also improved.

Parallel HDF5 provides users the flexibility to set chunks
with different sizes as long as the chunks are in regular shapes.
However, if the chunk size is too large or the shape of each
chunk is not carefully selected, the rearrangement will still be
triggered. For instance, in Fig. 2, if each column of the global
array is set as a chunk, data from two different processes are
included in one chunk. In this case, the rearrangement leads to
an increase of inter-process communication. Furthermore, in
the general scenarios, the data contributed from individual
processes might not form a regular, feasibly large chunk. To
prevent the rearrangement from slowing down the
application’s execution, the two-phase I/O techniques [12],
[13] are often adopted. Usually, such techniques require extra
compute nodes/cores dedicated for the data rearrangement.
ADIOS2 [14] does not allow users to set the chunk size based
on a logical view of the global space. Instead, it treats each

Fig. 1. Logically contiguous data layout on four processors. Left: The
application’s partitioning of a 4�4 2D array. Above: The data layout in
each process’ memory. Below: A logically contiguous layout in the output
file. Arrows show required data movement.
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process-local, contiguous data block as a separate chunk.
Moreover, in order to avoid the inter-process coordination for
data layout, ADIOS2 adopts a log-structured file format, thus
the positions of those chunks in the global array is not reflected
in the actual data layout. Therefore, ADIOS2 requires extra
metadata to not only track all the chunks in the actual file, but
also record the chunks’ positions in the global array.

2.3 Sub-Filing

Although chunking can reduce data rearrangement overhead,
the performance of large-scale parallel write operations is
sometimes greatly reduced due to file locking contention. For
example, we show in Fig. 3a a configuration in which a
512�512 2D array is distributed over four MPI processes. The
four 128�128 chunks on each process are not always adjacent
in the global space. This type of data distribution pattern is
often observed in scientific codes that support dynamic load
balancing and/or adaptive mesh refinement (AMR). Com-
pared to the example illustrated in Fig. 2, where each process
only writes one contiguous data chunk to the file, now each
process needs to issue four separate write operations, target-
ing different offsets in the shared file. As a result, file locking
contention occurs.

A strategy called sub-filing has been developed to address
this issue. As shown in Fig. 3b, instead of writing all data
chunks to a single shared file, each process creates an individ-
ual file to store its data, to which it writes independently to
take advantage of high parallel file system bandwidth. This
strategy faces three challenges: 1) Tracking the data chunks
stored in each sub-file adds extra overhead to overall I/O per-
formance; 2) Too many sub-files will be created if the parallel
program is launchedwithmany processes, overwhelming the
parallel file system’s metadata service and inconveniencing
post-hoc data management; 3) processing of sub-filed data
needs to find and open all sub-files that correspond to a read
request, which can incur significant read latency.

Due to these issues, sub-filing is not widely used by I/O
libraries as their primary layout strategy. Yet it remains popu-
lar as a simple I/O implementation in custom application I/O
layers. ADIOS2 uses sub-filing by default; to mitigate the
issues caused by sub-filing, it provides options to aggregate
data over a subset of parallel processes through MPI commu-
nication, reducing the total number of sub-files, which can
lead to significant performance improvements [15]. This
approach allows ADIOS2 to trade off a certain degradation in
write performance for lighter filesystem metadata load.
PnetCDF supports sub-filing, but disables it by default. Paral-
lel HDF5 plans to support sub-filing in the future [16].

3 DATA LAYOUT STRATEGIES: A CASE STUDY

Choosing the right data layout strategy is critical for parallel
computing programs since it has huge impact on their I/O

performance. This is particularly challenging for scientific
codes with complex load balancing patterns, often in combi-
nation with support for AMR.We useWarpX [7], an AMReX-
based [8] particle-in-cell (PIC) simulation, as an example to
study the pros and cons of common data layout strategies for
parallel I/O.

3.1 Summit’s GPFS Filesystem and WarpX I/O
Patterns

Here we first provide a brief overview of Summit’s GPFS fil-
esystem (where we perform all our tests) and WarpX I/O
patterns. Summit mounts a POSIX-based IBM Spectrum
Scale parallel filesystem (Previously it was called GPFS and
we use GPFS in this paper for simplicity). This filesystem’s
maximum capacity is 250 PB and its maximum performance
is about 2.5 TB/s for sequential I/O and 2.2 TB/s for ran-
dom I/O under FPP mode, which means each process
writes its own file [17]. GPFS, unlike Lustre, does not allow
applications to set stripe size and stripe count. The data
striping is handled internally in GPFS and not exposed to
applications. Therefore, in this study, we only focus on the
data layout strategies in user space.

WarpX uses spatial domain-decomposition and dynamic
load-balancing to distribute blocked memory structures over
MPI processes and associated accelerator devices. Domain-
decomposed data in a physical simulation box consists of
meshes (“cells”), which can be of nested refined resolution
(MR), and particles. Between 1 and N blocks of meshes are
dynamically assigned to a device, distributed in multiples
of a user-defined block size. Associated with each mesh
block is particle data, whose amount can vary arbitrarily
in load per mesh block. Since particles move through the
simulation and the operations on particles are more expen-
sive than mesh operations, WarpX/AMReX provides users
withmultiple dynamic load-balancing algorithms to achieve a
fine-grained, compute-balanced decomposition, which can
lead to extremely complex parallel I/O patterns [18].

3.2 Impact of Data Layouts on Write Performance

We set up a weak scaling test on Summit to study how dif-
ferent data layout strategies affect the write performance of
AMR-based codes. We use Parallel HDF5 and ADIOS2 to
output WarpX simulation data with different layout strategies

Fig. 2. Chunked Data layout: 1 chunk per process.

Fig. 3. Data layout: 4 chunks per process, 4 processors.
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(using Parallel HDF5 for logically contiguous and chunked
data layout while ADIOS2 for the sub-filing strategy), since
these two I/O libraries have been integrated into openPMD-
api [19], the I/O framework used by WarpX and other Exas-
cale PIC codes. Particularly, we configured the Parallel HDF5
in “independent I/O” mode since the “collective I/O” mode
is not applicable to scientific codes using load-balancing and/
or mesh-refinement due to certain constraints. In each run, we
launch aWarpX simulation with a certain number of compute
nodes (up to 1,024) with six MPI ranks per node. The simula-
tion data is written to the GPFS filesystem using different data
layout strategies based on the chosen I/O library. Each com-
pute node writes 64 GB of data per output step and we
measure the overall write throughput for all nodes. GPFS
internally splits big data chunks into 16MB blocks and distrib-
utes them across all IO servers. Although the blocks’ size can-
not be changed in user space, we make sure in our write
performance tests theminimal data chunkwritten by each pro-
cess is 16MB to take full advantage of the existing setting in
GPFS on Summit. Allmeasurement results are shown in Fig. 4.

Fig. 4 shows that organizing the WarpX data into a logi-
cally contiguous layout significantly degrades write perfor-
mance. During the execution of the simulation, each process
operates on dozens of data blocks for each mesh variable
(e.g., 10 blocks per rank in our test). While initially adjacent
in the global array, these blocks are exchanged among pro-
cesses as the simulation progresses due to load balancing
operations. Thus each process may end up with data blocks
from arbitrary locations in the global array. Rearranging
these nonadjacent data blocks into a logically contiguous
layout can lead to considerable overhead.

Enabling chunking improves the write performance; fur-
ther significant gains can be achieved by also adding the
sub-filing strategy. This is particularly the case when the
number of processes increases. As discussed in Section 2.3,
the file locking contention becomes a bottleneck if all the
processes write all the data chunks to a single shared file
concurrently. For instance, when running a simulation with
1,536 processes, the overall write throughput of only
enabling chunking is still more than one order of magnitude
lower than enabling both chunking and sub-filing.

When the sub-filing strategy is enabled, changing the
number of sub-files can also affect write performance. As
shown in Fig. 4, when using a small number of processes,

creating one sub-file per process (“chunking+sub-filing-
FPP”) always achieves higher write throughput compared to
one sub-file per compute node (“chunking+sub-filing-
FPN”).With the increase of processes, the write performance
of adopting one sub-file per compute node eventually
becomes better. This is because when too many sub-files are
created simultaneously, the parallel file system needs to
complete many metadata operations, which can slow down
the overall write performance.

3.3 Impact of Data Layouts on Read Performance

We tested read performance on Summit using a 2.7 TB
WarpX dataset in which each 3D mesh variable is 256 GB.
We focus on these mesh variables, since they were the pri-
mary concern for the scientists who ran this type of simula-
tions. Because all 3D mesh variables have the same shape
and size, we only show read results for one variable, “B”.

To demonstrate how decomposition affects read perfor-
mance, we use two Summit nodes to read all of “B” with
three different domain decomposition schemes, with results
shown in Fig. 5. Decomposition 1�1�2 means the 3D array
is split in half along the z dimension so that each of the two
processes reads half of the data. Similarly, decomposition
1�2�1 and 2�1�1 split the 3D array along the y and x
dimensions, respectively. Fig. 5 shows that not only are
there large performance differences when reading data gen-
erated by different layout strategies under the same decom-
position scheme, but read performance is also sensitive to
the decomposition scheme for certain data layout strategies.
We will see that this difference has a major consequence
when we read from a larger number of processes.

Finally, we run a comprehensive test with varying num-
ber of processes and different decomposition schemes to
measure the performance of reading data generated by the
common layout strategies under different read patterns.
Fig. 6 shows six common data access patterns for reading
3D mesh variables in WarpX data. Depending on the num-
ber of readers and the decomposition schemes, each reader
only reads a portion of the required data concurrently.
When a number of processes permits multiple possible
decomposition schemes, we only present results for the
decomposition that achieves the best read performance.

Our results, presented in Fig. 7, show that the logically
contiguous layout offers better read performance in most
cases if only a few processes (8 or fewer) are used to read
the data. However, this advantage of logically contiguous

Fig. 4. WarpX write performance on Summit: weak scaling. (We do not
report write performance for “logically contiguous” and “chunking” strate-
gies with 3,072 and 6,144 processes because poor write performance
did not allow those tests to complete before the time allocation was
exhausted.).

Fig. 5. Impact of decomposition schemes when reading.
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layout goes away when reading an xy-plane, as the data ele-
ments of an xy-plane are dispersed in a logically contiguous
layout of a 3D array.When the number of processes increases,
the performance of reading the logically contiguous layout
also decreases. This is because more processes means more
concurrent read requests for different regions in the logically
contiguous layout, which increases the random seek opera-
tions issued to the underlying storage devices.

When data is generated by only enabling the chunking
strategy, read performance is not good in all cases. This is
because the data read by each process is composed of many
chunks; thus, not only must each process find all needed
chunks in the file, it must also linearize those chunks to gen-
erate a contiguous array in memory. In general, a larger
chunk size helps to mitigate this issue, but it also degrades
the write performance significantly, as seen in Section 2.2.

If both the chunking and sub-filing strategy are enabled
when generating data, read performance improves substan-
tially with more processes. We see improvements in read
performance compared to the chunking-only case. How-
ever, reading data with fewer processes is still slow because
each process still needs to merge many chunks.

4 CLUSTERING AND MERGING OF DATA BLOCKS

From the performance study presented in the previous sec-
tion, we observe that none of the common data layout strat-
egies can achieve satisfying write and read performance at
the same time. In this section, we study how to leverage the

spatial locality in WarpX simulation data to optimize the
existing data layout strategies, so that we can find a good
tradeoff between the write and read performance.

4.1 Spatial Locality

Asmentioned in Section 3.1, a load balancing operation is often
triggered during the execution of AMR-based scientific codes
such as WarpX. Once the load balancing operation starts, the
data blocks are exchanged among processes. Therefore, as the
simulation proceeds, the data blocks each process operates on
might be very different from those initially assigned and prob-
ably cannot be merged together to form a bigger chunk with a
regular shape (e.g., cuboid). This is the fundamental reason
why none of the common data layout strategies performs well
onWarpXdata. For example, if the logically contiguous layout
is used, due to the huge number of blocks distributed across
all the processes, rearranging the layoutwill cause a lot of over-
head. If the chunking and sub-filing strategy are enabled,
although the write performance is improved, reading data
from small number of processes becomes slow because each
reader needs to read and linearize many small blocks. Parallel
HDF5 allows users to set bigger chunks to reduce number of
small blocks based on a logical view of the global data space,
but in this case that setting hardly matches the physical distri-
bution of data blocks among processes. It is quite possible that
data blocks from different processes or nodes belong to the
same chunk based on the user setting, resulting in expensive
layout rearrangement again.

Our basic idea to address this issue is to leverage the spa-
tial locality in WarpX data to reduce the number of data
blocks. Specifically, instead of setting bigger chunks from a
logical view of the entire data space, we focus on how data
blocks are actually distributed and the possibility of merg-
ing data blocks within each process or compute node. If the
intra-process or intra-node block merging is possible, we
can reduce the number of blocks without causing too much
overhead since the intra-process or intra-node data move-
ment is less expensive compared to inter-node data move-
ment. Here is a simple example to demonstrate this idea. As
shown in Fig. 8, let us assume the mesh variable is a
512�512�512 array which is decomposed into 64 blocks of
128�128�128. After a few rounds of load balancing, the
data blocks owned by different processes are in different
colors. We see that although it is impossible to merge all
data blocks that each process owns, it is possible to merge

Fig. 6. Six common read patterns of a 3D mesh variable.

Fig. 7. Performance of reading data generated by common layout strategies under different read patterns.
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some data blocks into bigger blocks. For instance, some of
the blocks on process 0 can be merged, which reduces the
number of blocks on process 0 from 16 to 6. Moreover, if
process 0 and 1 are running on the same compute node and
the data blocks they have can be aggregated together, the
number of blocks might be further reduced.

4.2 Algorithm for Clustering and Merging Data
Blocks

We extend an algorithm proposed by Berger and Rigoutsos
[20] to cluster and merge data blocks in WarpX simulation
output. The original algorithm was used to cluster grid
points which aims to find minimal number of rectangles to
cover all grid points in a 2D space. We have modified the
original algorithm so that 1) it can work with 3D data and 2)
it will not stop until cuboids filled with original data blocks
are found. (In the original algorithm, empty spaces are
allowed within each rectangle.)

Algorithm 1. Data Blocks Clustering and Merging

Input: Original blocks ½b0; b1; . . .; bn�1�
Output:Merged blocks ½B0; B1; . . .; Bm�1�
Find minimal cuboid Croot that owns ½b0; . . .; bn�1�;
Create an empty list l ¼ ½�;
Add Croot to an empty FIFO queue Q;
while Q is not empty do
Cparent ¼ Q:dequeueðÞ;
Cparent contains original blocks ½bp0 ; . . .; bpk�1

�;
if VolðCparentÞ ¼¼ Pk�1

i¼0 VolðbpiÞ then
l:insertðCparentÞ;

else
Calculate the block distributions;
Find the best place to split Cparent;
Split Cparent into Cleft and Cright;
if Cleft has at least one original block then
Q:enqueueðCleftÞ;

end
if Cright has at least one original block then
Q:enqueueðCrightÞ;

end
end

end
foreach Ci 2 l do
Ci contains original blocks ½bi0 ; . . .; bik�1

�;
Copy ½bi0 ; . . .; bik�1

� into memory allocated to Bi

end

The input to this algorithm is a set of WarpX data blocks
that either are owned by the same process or have been gath-
ered from processes running on the same compute node. For
simplicity in presentation, we assume here that these data
blocks all have the same shape; in practice, this assumption
can be loosened to a certain extent. As shown in Algorithm 1,
the first step is to find the minimal cuboid that contains all
original data blocks in the global 3D space. For example, the
minimal cuboid that contains all data blocks owned by pro-
cess 0 in Fig. 8 has shape 512�512�512. Then this cuboid is
added to a FIFO queue. If this queue is not empty, a new itera-
tion of the while loop starts. During each iteration of this
while loop, a cuboid is first fetched from the FIFO queue,
which contains a certain number of the original data blocks. If
the volume of this cuboid equals the total volume of all the
original data blocks it owns, meaning we have found a bigger
block that all the original blocks this cuboid owns can be
merged into, we then add this cuboid to a list l. Otherwise,
there is still empty space in this cuboid and it needs to be fur-
ther split into smaller cuboids.

The key component of this algorithm is finding the best
place to split the cuboid. For example, consider Fig. 9. To find
where to split the cuboid, we need to first calculate the distri-
bution of original data blocks along each dimension. For
instance, along the x dimension, the cuboid can be divided
into four slices of blocks. Within each slice, some positions are
occupied by the original data blocks while others are empty.
The percentages of original data blocks within each slice form
a vectorUyz ¼ ½ 116 ; 5

16 ;
7
16 ;

3
16�. This vector represents a histogram

that can be treated as a 1D binary image. Finding the best
place to split on the x dimension is similar to detecting the
edge in this image. Therefore, we can apply common edge
detection technique such as the Laplacian edge detector to
this histogram. For instance, Lyz ¼ r2Uyz is the result of Lap-
lace’s differential operator applied to Uyz. To find the location
of the edge in this histogram, we need to find a zero-crossing
in Lyz; as the Laplace operator is a second order derivative, a
zero-crossing corresponds to an inflection point in Uyz, which
is the edge locationwe are looking for. Similarly,we can calcu-
late Lxz and Lxy for the y and z dimensions, respectively, and
find their zero-crossings also. Among all these zero-crossings,
we select the one with the steepest slope in the histogram as
the place to split the entire cuboid. In this example, that place
is on the y dimension.

After the current cuboid is split into two sub-cuboids, we
check whether these two sub-cuboids are empty or not. If
they still own original data blocks, we add them to the FIFO
queue for further processing. Once the FIFO queue becomes
empty, the while loop exits and all the cuboids filled up
with original data blocks are in list l, meaning the clustering
of data blocks is finished. Now we need to merge the actual
data of these original data blocks. Specifically, for each
cuboid in list l, we merge and serialize the data of all the
original blocks it owns into a bigger memory buffer as a
new data block. All these new data blocks will then be writ-
ten out as the “chunks” to the parallel file system.

4.3 Evaluation on Data Blocks Clustering and
Merging

We evaluate the data block clustering and merging algorithm
from two aspects: 1) the read performance improvements it

Fig. 8. Merging small blocks into bigger cuboid blocks.
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provides, and 2) the write overhead it causes. Particularly, we
apply the algorithm to the real WarpX simulation output. For
the WarpX run with 256 compute nodes and 1,536 processes,
each process operates on roughly 10 original data blocks and
there are about 64 data blocks on each compute node. If the
intra-process blocks clustering and merging are enabled, on
average the number of data blocks each process operates on is
reduced from 10 to 3. If the intra-node blocks clustering and
merging are enabled, on average the number of data blocks
on each compute node is reduced from 64 to 10. Intra-node
clustering and merging require data blocks owned by pro-
cesses running on the same compute node to be gathered to
one process, leading to extra datamovement overhead.

By reducing the number of data blocks, the read perfor-
mance is expected to be improved. As shown in Fig. 10, we
measure the performance of reading the WarpX data after
intra-process and intra-node blocks clustering and merging
respectively, and compare the performance numbers with
those achieved by using common data layout strategies. As
we can see, under four of the six common read patterns
(reading whole domain, yz-plane, sub area, xz-plane), the
read performance of enabling data blocks clustering and
merging is notably better than only enabling chunking and
sub-filing. However, since the merged data blocks might be
different from each other in terms of shape and size (e.g., as
shown in Fig. 8), enabling block merging cannot guarantee
read performance improvements under every read pattern
(e.g., when reading the xz-plane and xy-plane).

We also evaluate the overall benefit of enabling the block
clustering and merging by taking both the performance
improvements and overhead into account. When the intra-
process blocks clustering and merging are adopted, the
overhead of clustering blocks of one 3D mesh variable in
WarpX data is less than 0.001 seconds, while merging these
data blocks in memory takes about 0.19 seconds. If we
enable intra-node block clustering and merging, these two

numbers are 0.0003 and 1.03 seconds, but there is an extra
overhead of about 0.25 seconds in gathering data blocks
within each compute node through an MPI collective opera-
tion. On the reader side, the seconds saved by enabling the
block merging is obtained by calculating the difference
between read times without and with block merging. There-
fore, the total time saved by using block merging is calcu-
lated by subtracting the overhead caused on the writer side
from the time saved on the reader side. As shown in
Figs. 11a and 11b, for most scenarios, enabling block merg-
ing shortens the total time of the application workflow.

If scientists are more sensitive to the cost of a job running
on supercomputers (which is usually measured by the
product of the compute nodes and time that the job occu-
pies), here we also calculate the node seconds that we gain
and loss by turning on the clustering and merging of data
blocks to assess its usefulness. As shown in Fig. 12a, when
intra-process block merging is enabled, the loss in node sec-
onds per variable on the writer side is always 256�(0.001+
0.19) = 48.9. The gain in node seconds is then the number of
nodes used for reading multiplied by the number of sec-
onds saved by enabling the block merging. We see in the
figure that if the number of readers is less than four, the
gain of node seconds in the reader is always greater than
the loss in the writer, indicating that we should enable the
intra-process block merging. By enabling intra-process
block merging, we can save up to 150 node seconds for writ-
ing and reading each 3D mesh variable. However, with the
increase of readers, the gain of node seconds on the reader
side drops, which makes intra-process block merging less
efficient. We did the same calculations for the intra-node
block merging case. As shown in Fig. 12b, since intra-node
block merging causes more overhead and the writer side
usually uses more compute nodes, only when the decompo-
sition scheme 2�1�1 is used for reading, the gain of node
seconds is greater than the loss. One thing we must point

Fig. 9. Finding the best place to split the original space.

Fig. 10. Read performance when intra-process or intra-node blocks merging is enabled.
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out is that the outputs of large-scale long-running simula-
tion jobs are usually repeatedly accessed by domain scien-
tists after being generated. Therefore, even if the block
clustering and merging incurs some overhead when gener-
ating the data, there will often be a long-term benefit in
downstream data workflows.

In summary, both intra-process and intra-node block
merging can improve the read performance, but intra-process
block merging achieves better resource utilization for scien-
tific codes with dynamical load-balancing and/or AMR on
supercomputers. For common scientific campaigns where

data is written once but read many times, these approaches can
offer significant benefits in the long run.

5 REORGANIZATION OF DATA LAYOUT

Although the data blocks clustering and merging approach
proposed in Section 4 improves the read performance com-
pared to only enabling the chunking and sub-filing strategies,
the lack of flexibility in adjusting the size and shape of the
merged blocks prevents it from achieving even better read
performance. In this section, we study the feasibility of reor-
ganizing the data layout on-the-fly to further improve the
read performance if extra system resources are available.

5.1 Different Ways to Reorganize The Data Layout

As shown in Fig. 13a, let us assume we run a simulation on
Summit which periodically outputs data with chunking and
sub-filing enabled to achieve the optimal write perfor-
mance. The most naive way to reorganize the data layout is
to launch a job with certain number of processes after the
simulation finishes, which reads in the data generated by
the simulation and writes it out again to the parallel file sys-
tem with a new layout. This is the so-called post-hoc data
layout reorganization. The advantage of this approach is
that it does not slow down the simulation job. Its disadvan-
tage is domain scientists cannot access the data in reorgan-
ized layout immediately after the simulation job finishes,
because reading in and writing out the data might take a
long time, especially when the simulation output is large.

An alternative approach is to reorganize the data layout
on-the-fly. Specifically, while the simulation is running,
instead of letting the simulation write the outputs directly
to the parallel file system, we move the data to certain pro-
cesses through MPI or other communication protocols to
form the data layout we need, and then let those processes
write the data to the file system. Existing studies have pro-
posed to implement this functionality based on different
techniques, including two-phase I/O and staging. For
example, Tessier et al. [12] developed an efficient topology-
aware two-phase I/O algorithm to aggregate contiguous
pieces of data before performing reads/writes. Kumar et al.
[13] proposed a two-phase approach that leverages MPI-
based data aggregation to reorganize particle data layout on
the fly. Solutions based on the staging techniques were also
proposed in [21], [22]. Although these approaches showed

Fig. 11. Writing and reading a 3D mesh variable: total end-to-end time
saved. Comparison for intra-process and intra-node block merging.

Fig. 12. Writing and reading a 3D mesh variable: node-seconds saved on
the reader side versus node-seconds lost on the writer side.

Fig. 13. Data layout reorganization.
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promising results for certain application use cases, we still
need to understand if it is feasible or efficient to reorganize
complex data layouts on the fly for scientific applications
that use dynamic load-balancing and/or AMR since mov-
ing the huge amount of data blocks among processes can
cause significant overhead.

5.2 Efficiency of Data Layout Reorganization

In order to study this, here we leverage the non-blocking
staging technique called Strong Staging Coupler [23] to
asynchronously move the data blocks from the compute
nodes where the simulation is running, to a few staging
nodes where the data blocks are merged as a contiguous
chunk before being written to the parallel file system. We
choose this technique instead of others because it is part of
ADIOS2 library which can be called by WarpX through the
openPMD-api [19]. We run tests on Summit to collect per-
formance numbers and then build a model which is quanti-
fied based on these performance numbers. We list the
symbols used in this model in Table 1.

Among all these symbols, twðÞ, trðÞ and tsðÞ are depen-
dent on the scale and parallelism of the setup, which means
they are functions of number of compute nodes, number of
processes per node and size of data. Thus, we first present
results of some weak and strong scalability tests for the stag-
ing technique we used to understand how tsðÞ (twðÞ and trðÞ
have been studied in previous sections) changes when dif-
ferent setups are adopted. As shown in Fig. 14, in our weak
scaling test, we fix the data size per writer node (1 or 2 GB)
and measure the data staging time when different number
of writers and readers are used. In our strong scaling test,
we fix the total size of the data (100 or 200 GB) and also mea-
sure the data staging time when different number of writers
and readers are used. From the results we can see that the
data staging time tsðÞ cannot be characterized by a simple
formula, which adds extra complexities to this problem.

Now let us introduce our model. As shown in Fig. 13a,
the total simulation time is N ½tc þ twðn; p; SÞ�, while the time
it takes to reorganize the data layout offline is trðm; q;NSÞ þ
twðm; q;NSÞ. Therefore, the resource utilization of post-hoc

data layout reorganization is U ¼ nNðtc þ twðn; p; SÞÞ þ
m½trðm; q;NSÞ þ twðm; q;NSÞ�. For on-the-fly data layout
reorganization, there are two possible scenarios: 1) If
tsðn; p;m; q; SÞ þ twðm; q; SÞ � tc, then the execution time of
the entire workflow is Ntc þ tsðn; p;m; q; SÞ þ twðm; q; SÞ,
thus the resource utilization can be calculated as ðnþ
mÞ½Ntc þ tsðn; p;m; q; SÞ þ twðm; q; SÞ�. 2) If tsðn; p;m; q; SÞ þ
twðm; q; SÞ > tc, the computation will be delayed and not
continue until the current simulation output is written to
the file system. In that case, the execution time of the entire
workflow is tc þN½tsðn; p;m; q; SÞ þ twðm; q; SÞ� and the
resource utilization is U ¼ ðnþmÞftc þN ½tsðn; p;m; q; SÞ þ
twðm; q; SÞ�g. For a given simulation setup, some variables
in these formulas are fixed, including n; p; S. Although we
might be able to use more staging nodes, that number is
usually fixed (1 percent of the total compute nodes the job
occupies) due to limited resources. If n; p;m; q; S are fixed,
twðÞ; trðÞ; tsðÞ are also unchangeable since they are hard-
ware-dependent. The only variables users can control are tc
andN . Particularly, tc determines the frequency of outputting
simulation data, whileN determines how long the simulation
runs. Therefore,wemeasure the performance of a given simu-
lation setup on Summit to quantify all the unchangeable varia-
bles, and demonstrate how to select tc and N to make the on-
the-fly data layout reorganization more efficient than the
post-hoc approach in terms of resource utilization.

We use 256 nodes and launch six processes per node to run
the WarpX simulation. We also use two extra nodes and
launch 32 processes per node for data staging. Each simula-
tion output has size 256 GB, which is one 3Dmesh variable (it
is possible to reorganize the layout of all variables through
staging, but here we only output one variable to be consistent
with the read performance comparison in the previous sec-
tions ). We also test the post-hoc data layout reorganization
using 256 nodes (six processes per node) for simulation and
two nodes (32 processes per node) for the post-hoc run. In the
reorganized layout, the 2048�4096�4096 mesh variable is
decomposed into 64 chunks and the decomposition scheme is
4�4�4. Our measurements, listed in Table 2, show that trð2;
32; 256NÞ ¼ trð2; 32; 256ÞN ¼ 11:1N while twð2; 32; 256NÞ ¼
twð2; 32; 256ÞN ¼ 13:6N .

If we fix tc ¼ 40 seconds (i.e., the simulation outputs data
every 400 steps, since each simulation takes about 0.1 sec-
onds under this setting), then tsðn ¼ 256; p ¼ 6;m ¼ 2; q ¼
32; S ¼ 256Þ þ twðm ¼ 2; q ¼ 32; S ¼ 256Þ ¼ 19:4þ 13:6 ¼ 33
< tc. The resource utilization of on-the-fly reorganization
is Uo ¼ ð256þ 2Þð40N þ 19:4þ 13:6Þ ¼ 258ð40N þ 33Þ. The

TABLE 1
Symbols Used in Our Model

Symbol Notation

tc Computation time between two outputs

twðÞ Time it takes to write data to the PFS

trðÞ Time it takes to read data from the PFS

tsðÞ Time it takes to stage data

n # of compute nodes used for simulation

p # of processes per node used for simulation

m # of compute nodes used for data layout
reorganization

q # of processes per node used for data layout
reorganization

S Size of each simulation output

N Total # of simulation outputs

U Resource utilization in compute node seconds

Fig. 14. Weak and strong scalability tests for staging.
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resource utilization of post-hoc reorganization is Up ¼
256Nð40þ 1:4Þ þ 2ð11:1N þ 13:6NÞ ¼ 10647:8N . Only if Uo

< Up, which means 258ð40N þ 33Þ < 10647:8N ) N � 26
(the simulation needs to at least outputs data 26 times), the
resource utilization of on-the-fly reorganization will be less
than the post-hoc reorganization.

If we fix tc ¼ 20 seconds (i.e., the simulation outputs data
every 200 steps), then tsðn ¼ 256; p ¼ 6;m ¼ 2; q ¼ 32; S ¼
256Þ þ twðm ¼ 2; q ¼ 32; S ¼ 256Þ ¼ 19:4þ 13:6 ¼ 33 > tc.
The resource utilization of on-the-fly reorganization is Uo ¼
ð256þ 2Þ½20þNð19:4þ 13:6Þ� ¼ 258ð33N þ 20Þ. The resource uti-
lization of post-hoc reorganization is Up ¼ 256Nð20þ 1:4Þþ
2ð11:1N þ 13:6NÞ ¼ 5527:8N . Since 258ð33N þ 20Þ > 5527:8N ,
we always have Uo > Up, meaning the resource utilization of
on-the-fly reorganization will always be more than that of
post-hoc reorganization if tc ¼ 20. In fact, to make Uo < Up in
this case, we need tc > 8106:2N

256N�258 > limN!1 8106:2N
256N�258 ¼ 31:66.

Thus, we need to choose tc such that 31:66 < tc < 33.
If the user wants the simulation to output at least 50 out-

puts (N � 50 ) and the simulation is not slowed down by
the on-the-fly reorganization (tc > 33), tc needs to be: Uo <
Up ) 258ðNtc þ 33Þ < 256Nðtc þ 1:4Þ þ 49:4N ) tc < 407:8N�8514

2N

) tc < 150:26, to make resource utilization of on-the-fly
reorganization less than in the post-hoc approach.

Finally, we evaluate read performance after data layout
reorganization and compare it with that achieved with other
approaches. As shown in Fig. 15, after data layout reorganiza-
tion, read performance is notably improved compared to other
approaches with less than 16 concurrent readers. In particular,
when reading with a 2�1�1 decomposition, the read time is
reduced by 85 percent compared to other approaches. How-
ever, as the number of concurrent readers increases, the perfor-
mance improvement provided by data layout reorganization
reduces; with more than 64, the read performance after data
layout reorganization becomes worse than other approaches.
Because the reorganized data has 64 chunks; with more than
64 concurrent readers, one chunk might be accessed by multi-
ple readers, leading to contention.

6 RELATED WORK

Data layout is a crucial determining factor for I/O access
latency and bandwidth on parallel computers. Arranging
data accesses so as to increase I/O system performance,
either for specific cases or as a general goal, has been stud-
ied for over two decades [24], [25], [26]. Historically, parallel
I/O middleware and file systems have been developed sep-
arately, to simplify implementations and enhance transpar-
ency between parallel I/O components. However, recent
studies have investigated data layout-aware optimization

strategies that promote a better integration of parallel I/O
middleware and file systems, with promising results [27].

As the performance gap between processors and storage
devices keeps increasing, more studies have focused on bet-
ter understanding the I/O patterns of applications and the
potential benefits of pre-arranging data in different layouts.
Liu et al. [28] investigate the impact on read performance in
data analysis tasks when the read pattern does not conform
with the original organization of the data. Based on the find-
ings, the authors propose a method for automatically reor-
ganizing previously written data to conform with the
known read patterns. Tang et al. [29] extend this work by
adding a dynamically component to the method, allowing it
to recognize data usage patterns and to replicate the data of
interest in multiple reorganized layouts that would benefit
common read patterns at runtime.

More recentwork focuses on optimizing themost currently
used I/O libraries in large-scale data centers for the frequent
patterns within HPC applications. He et al. [30] focus onMPI-
IO, creating methods to reorganized data replica for each
access pattern onHDD-based or SSD-based servers for low or
high I/O concurrency applications depending on their pat-
terns. Similarly, Tsujita et al. [31] investigate the performance
benefits of aggregation methods for collective communica-
tions through theMPI-IO layer.

The performance of theHDF5 I/O library has been studied
extensively andmultiplemethods have been proposed on top
of it to optimize the data access. Ji et al. [32] propose several
strategies to optimize HDF5 I/O operations, including chunk
storage, parallel read/write, on-demand dump, and stream
processing for the Five-hundred-meter Aperture Spherical
Radio Telescope project. Mehta et al. [33] develop a new
HDF5 plugin in order to use the parallel file system to convert
the single-file layout into a data layout that is optimized and
stores data in a unique way that enables semantic post-proc-
essing on data. Mu et al. [34], design a storage interface based
on data containers that provides data chunking and takes
advantage ofmultiple storage tiers.

The ADIOS library uses chunking for data access and can
use the block range index technique for scientific datasets,
which only records the value range of all records in a data
block [35]. Lofstead et al. [5] compare the ADIOS log-based
BP format to the logically contiguous NetCDF or HDF5 for-
mats, taking into account different patterns, layouts, and
data sizes. Another similar study [36] focuses on large-scale

TABLE 2
Timing Information of Our Staging-Based Data

Layout Reorganization Experiment

Variable Value (seconds)

tsðn ¼ 256; p ¼ 6;m ¼ 2; q ¼ 32; S ¼ 256Þ 19.4

twðm ¼ 2; q ¼ 32; S ¼ 256Þ 13.6

twðn ¼ 256; p ¼ 6; S ¼ 256Þ 1.4

trðm ¼ 2; q ¼ 32; S ¼ 256Þ 11.1

Fig. 15. Read performance after data layout reorganization: Reading a
whole 3D variable in WarpX data.
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gyrokinetic toroidal simulations. It introduces a new approach
for reducingmetadata overhead inADIOSwhen the chunking
and sub-filing layout strategy are enabled.

Besides the I/O libraries, the object stores have also
drawn a lot of attention from the HPC community. The
object stores such as Intel’s DAOS [37] and Seagate’s Cor-
tex [38], are potential solutions for the metadata challenge
exascale applications are facing.

7 CONCLUSION

We have presented a comprehensive study of common data
layout strategies for parallel I/O. We show that due to the
complex I/O patterns of scientific codes with dynamic load-
balancing and/or AMR, no standard data layout strategies
used in existing I/O libraries can achieve both satisfactory
write and read performance at the same time.

Knowing the limitations of existing data layouts, we pro-
pose two online data layout reorganization approaches, with
the aim of enabling good tradeoffs between write and
read performance for these complex I/O patterns. The first
approach leverages spatial locality in data to cluster andmerge
data blocks within each process or compute node; we show
that for most common read patterns, this strategy can signifi-
cantly improve read performance while incurring only mimi-
mal write overhead. Performance results for this method,
using realistically complex application I/O patterns, are read-
ily applicablewithout any change to the application code.

The second approach is to fully reorganize the data layout
by leveraging the existing staging techniques. Due to a higher
degree of freedom in the reorganization, potential gains for
read performance brought by this approach are even larger
than in the first approach. Since large number of data blocks
need to be moved among processes during the online data
layout reorganization which might cause significant over-
head, we build a model to understand when and how to use
the staging-based data layout reorganization can achieve bet-
ter resource utilization compared to the post-hoc approach.
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