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Summary

The main focus of my PhD period is related to the concept of soccer analytics.
During the last few years, soccer analytics has been growing rapidly. The main
usage of this discipline is the prediction of soccer match results, even if it can be

applied with interesting results in different areas, such as analysis based on the player
position information. This context has been explored through three different steps: the
analysis and recognition of human activities, the adoption of machine learning on soc-
cer data and, at the end, the application of formal methods on sport analytics scenario.
In this way, I want to explore the strengths and the weaknesses of different techniques.

Human activity recognition is attracting interest from researchers and developers in
recent years due to its immense applications in wide area of human endeavors. The
main issue in human behaviour modeling is represented by the diverse nature of hu-
man activities and the scenarios in which they are performed. These factors make this
aspects challenging to deal with.

Then, machine learning techniques have been used in order to make some consid-
eration on a great amount of data related to soccer matches. Specifically, these type of
techniques have been used in order to predict soccer game results and player positions
during a match.

The last step is about the usage of formal methods in order to provide more ex-
plainability and interpretability of the results obtained. With the application of formal
methods based approach, I try to detect the playing style of a soccer teams, providing
transparency of the results obtained. I model soccer teams in terms of automata and, by
exploiting model verification techniques, I verify whether a playing style, expressed by
means of a temporal logic formula, is exhibited by the team under analysis. This infor-
mation can support the coach in determining the strategy of the team while the match
is in progress. The experimental analysis confirms the effectiveness of the proposed
method in soccer team behaviour detection, obtaining promising results, compared with
standard baseline approaches.
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CHAPTER1
Introduction

1.1 Background

Sport analytics consists in the investigation and modelling of professional sports per-
formances and contests using scientific techniques, as machine learning methods. This
discipline frequently employs principles and techniques from statistics, data mining,
game theory, bio-mechanics, kinesiology with the aim to take informed decisions and
gain a competitive sport advantage. In other words, sport analytics is the practice of ap-
plying mathematical and statistical principles to different sports, such as baseball [30],
basketball [47] and hockey [58]. Although each sport has its own characteristics, sport
analytics uses the same basic methods and approaches as any other kind of data analy-
sis and, when properly applied, can yield tremendous competitive advantages to a team
or an individual player. In soccer, the most usage is about the prediction of results and
the definition of strategies that can be used to win a game or to obtain an improvement
of the team performances. Usually, the models constructed in these analysis are based
on several aspects about the game, such as tactical, technical or physical information.
In my work, machine learning and formal methods techniques have been used and I am
going to present them more in detail.

Machine learning is a type of artificial intelligence able to provide computers with
the ability to learn without being explicitly programmed [65]. The tasks are typically
classified into two categories, depending on the nature of the learning available to a
specific system [64]:

• Supervised learning: the computer is presented with example inputs and their
desired outputs, given by a “teacher", and the goal is to learn a general rule that
maps inputs to outputs. It represents the classification: the process of building a
model of classes from a set of records that contains class labels.
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Chapter 1. Introduction

• Unsupervised learning: no labels are given to the learning algorithm, leaving it on
its own to find structure in its input. Unsupervised learning can be a goal in itself
(discovering hidden patterns in data) or a means towards an end (feature learning).

The methods proposed in this thesis consider supervised learning: these algorithms
are the most widespread to solve data mining problems [65] such as, for example, mal-
ware detection problem [15], pathology classification [63] or driver style recognition
problem [62].

The supervised learning approach is composed of two different steps:

1. Construction of a model: starting from the data that we have available, we con-
struct the model that it will be used, in the next step, for the classification of the
remains data that are not used in this step.

2. Prediction: the model constructed in the previous step is used in order to classify
the new data.

For the evaluation of the classification analysis, the following metrics have been
used: Precision, Recall, F-Measure and ROC Area.

The precision has been computed as the proportion of the examples that truly belong
to class X among all those which were assigned to the class. It is the ratio of the num-
ber of relevant records retrieved to the total number of irrelevant and relevant records
retrieved:

Precision = t p
t p+ f p

where tp indicates the number of true positives and fp indicates the number of false
positives.

The recall has been computed as the proportion of examples that were assigned to
class X, among all the examples that truly belong to the class, i.e., how much part of
the class was captured. It is the ratio of the number of relevant records retrieved to the
total number of relevant records:

Recall = t p
t p+ f n

where tp indicates the number of true positives and fn indicates the number of false
negatives.

The F-Measure is a measure of a test’s accuracy. This score can be interpreted as a
weighted average of the precision and recall:

F-Measure = 2⇤ Precision⇤Recall
Precision+Recall

The Roc Area is defined as the probability that a positive instance randomly chosen
is classified above a negative randomly chosen.

Now, let’s consider the second type of method. Formal methods are mathematical
techniques, often supported by tools, for developing software and hardware systems.
Mathematical formalism allows the users to analyze and verify models during the pro-
gram life-cycle: requirements engineering [37, 82], specification, architecture [96, 97],
design [96, 97], implementation, testing, maintenance, and evolution [26].

2
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1.1. Background

Formal methods can be considered as “the applied mathematics for modeling and
analyzing ICT systems” [7]. Their aim is to establish system correctness with mathe-
matical formalism. Their great potential has led to an increasing use by engineers of
formal methods for the verification of complex software and hardware systems. Also,
formal methods are one of the highly recommended verification techniques for software
development of safety-critical systems [14, 27] according to several practices standard,
such as International Electrotechnical Commission (IEC) and European Space Agency
(ESA). During the last two decades, research in formal methods has led to the develop-
ment of some very promising verification techniques that facilitate the early detection
of defects [25, 61].

These techniques are accompanied by powerful software tools that can be used to
automate various verification steps [41, 42]. Formal methods rely on different formal
verification techniques such as model based verification algorithm, e.g. model check-
ing.

Model-based verification techniques are based on models that describe all the possi-
ble system states in a mathematically precise and rigorous manner. The system models
are accompanied by algorithms that systematically explore all the possible states. This
provides the basis for a whole range of verification techniques ranging from an ex-
haustive exploration (model checking) to experiments with a restrictive set of scenarios
[13, 53, 68]. Due to unremitting improvements of underlying algorithms and data struc-
tures, together with the availability of faster computers and larger computer memories,
model-based techniques that a decade ago only worked for very simple examples are
nowadays applicable to realistic designs.

Model checking is one of the most widespread verification techniques. It explores
all possible system states in a brute-force manner. Similar to a computer chess program
that checks possible moves, a model checker, the software tool that performs the model
checking, examines all possible system scenarios in a systematic manner. In this way,
it can be shown that a given system model truly satisfies a certain property.

The general model checking workflow comprises the following steps:

• Model construction: Creating an abstract representation of the system;

• Property specification: Encoding the formal specification describing the de-
sired/expected system behaviour;

• Verification: Automatically verifying the correctness of the model related to the
formal specification.

There are many model checkers developed in the world. Several tools in last years
were developed for formal verification. From an historical perspective, CADP and
SPIN seem to be the two oldest model checkers still available. For example, Construc-
tion and Analysis of Distributed Processes (CADP) [36] is a comprehensive software
toolbox that implements the results of concurrency theory. Another model checker is
NUSMV [24] which has been developed by Carnegie Mellon University (CMU) and Is-
tituto per la Ricerca Scientifica e Tecnologica (IRST). This model checker is designed
to be a well structured, open, flexible and documented platform for model checking.
NUSMV is the result of the reengineering and reimplementation of the CMU SMV
symbolic model checker. PRISM [55], instead, is a probabilistic model checking tool
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Chapter 1. Introduction

being developed at the University of Birmingham. In the case of probabilistic model
checking, the model are probabilistic, in the sense that they encode the probability of
making a transition between states. PRISM [55] considers probabilistic models i.e., it
encodes the probability of making a transition between states. One factor that limits
the use of model checking (and of the formal verification tools we cited) to specialists
is related to the deep knowledge of formal specification languages, i.e., to provide a
support tool that automatically accomplish the Model construction.

1.2 Objective of the study

The goal of my research is to understand if is it possible to model the behavior of
human beings in different contexts, starting from a real-world environment context
(driver detection and activity recognition with accelerometer data) to a soccer-based
context.

The analysis performed is based on three different steps:

• Step 1: The first step is about the study of behavioral analysis that aims to rec-
ognize activities from a series of observations on the actions of subjects and the
environmental conditions. The application of this context include video surveil-
lance, health care, and human-computer interaction.

• Step 2: In the second step, it has been applied machine learning techniques in
order to predict the result of a soccer match, starting from data of different nature
(technical, tactical and physical), and to predict the position of the players during
a match.

• Step 3: In the final step, formal methods are used trying to recognize the team’s
style of play and, at the same time, obtaining a more explainability and inter-
pretability of the results obtained.

All these steps are analyzed more in detail in the next chapters. In the Chapter 2,
I analyze the Behavioral Analysis context more in details; in the Chapter 3, I apply
the machine learning method in the context of Soccer Analytics; in the Chapter 4 it
has been used Formal methods on Soccer Analytics; in the Chapter 5 I analyze the
conclusion of my work.
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CHAPTER2
Behavioral Analysis

2.1 Behavioral Analysis

In recent years, behavioural analysis recognition is attracting interest from researchers
and developers due to its immense applications in wide area of human endeavors. The
main issue in human behaviour modeling is represented by the diverse nature of human
activities and the context in which they are performed.

In this chapter it has been proposed two different studies performed in different
contexts: Human Activity Recognition (HAR) and driver detection. Both studies are
based on human activity data.

The first one is aimed to recognize human activities and detect users, perform-
ing these activities, using features gathered from accelerometer sensors widespread in
wearable and mobile devices. I exploit machine learning techniques to build models
with the ability to discriminate between a set of user activities: sitting, sitting down,
standing, standing up and walking. Furthermore, it has been demonstrated that the
proposed method is able to distinguish between different users and identify the user
genre.

The second study is about driver identification. Driver identification consists of dis-
covering the driver identity of a running vehicle based on what he possesses and/or
on his physical and behavioral characteristics [44]. This topic is recently becoming
very critical for the automobile industry, achieved by an increasing number of more
and more sophisticated and accurate car sensors and monitoring systems able to extract
information about the driver (e.g., hand geometry, keystroke dynamics, voice-print).
The main motivation of driver identification is the awareness that it may improve the
driver’s experience allowing a safer and more comfortable driving, an intelligent assis-
tance in case of emergencies and even a reduction of global environmental problems
[73]. Looking as an example at the driver security, driver identification may allow dis-
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Chapter 2. Behavioral Analysis

covering which member of the family is currently driving and consequently perform an
automatic setting of the car equipment (e.g., radio volume and frequency, temperature)
[95]. Furthermore, the driver identification may support to detect changes in the driver
behavior (due to possible indisposition or state of being drunk) and activate according
security procedures (for example, a notification asking the driver to stop soon). Fi-
nally, driver identification can be useful to suggest new car improvements based on the
driver preferences or new systems to reduce the gas consumption and pollution based
on the driving characteristics. The study of the driver behavior with respect to each
segment of a road may also allow to profile each road section supporting the activation
of alert signals when more caution is required (for example a vocal message may alert
the driver to reduce the brake pressure in a dangerous curve) [46]. Based on the above
discussed advantages, deriving from the the driver profiling and identification, several
studies have been proposed in the last years focusing on the identification of driver
physical and behavioral features. The firsts [29, 40] are stable human characteristics
that have been largely diffused in the banking and forensic domains to guarantee an
higher safeness with respect to the more traditional authentication system based on the
ownership of a key (this authentication system can be easily by-passed when someone
gets a hold of the key). The seconds consist to detect individual personality features
which is becoming object of several studies in recent years that are mainly focused on
speaker recognition [78]. The limit of these approaches is that they are based on the
analysis of only one behavioral feature. This may cause an high uncertainty in driver
identification specially if there is a noisy sensor. For this reason new approaches based
on multi-modal identification systems are introduced [35, 79]. They provide a more
accurate driver identification basing on the detection and analysis of an higher set of
behavioral features.

2.2 State of the art

In this section, I review the current state-of-art with regard to user detection, human
activity recognition and driver detection. Firstly, let’s consider the state of the art about
user detection and human activity recognition. eWatch [8] is an activity recognition
framework which embeds sensors and a micro-controller within a device that can be
worn as a sport watch. The considered sensors to detect the human activities are: ac-
celerometer, a light sensor, a thermometer, and a microphone. In order to discriminate
between different activities, authors build models using decision tree and time-domain
algorithm, obtaining an overall accuracy equal to 92.5% for six ambulation activities,
although they achieved less than 70% for activities such as descending and ascending.

Vigilante [56] is an Android application for human activity recognition. The Zephyr’s
BioHarness BT [3] chest sensor strap was used to measure acceleration and physiolog-
ical signals: heart rate, respiration rate, breath waveform amplitude, and skin tem-
perature, among others. The decision tree classifier is able to detect three ambulation
activities with an overall accuracy of 92.6%. The application can run for up to 12.5 con-
tinuous hours with a response time of no more than 8% of the window length. Different
users with diverse characteristics participated in training and testing phases, ensuring
flexibility to support new users without the need to re-train the system.

The method proposed in [90] is designed to detect ambulation and gymnasium ac-
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tivities such as lifting weights, rowing, doing push up with different intensities (a total
of 30 activities). In the experiment they consider 21 participants, consider subject-
dependent and subject-independent from the study. They consider machine learn-
ing to train models from the gathered features obtaining an accuracy equal to 94.6%
for subject-dependent analysis, while 56% of accuracy was obtained in the subject-
independent evaluation. The proposed method gathers features through five accelerom-
eters placed on the user’s dominant arm and wrist, hip, thigh, and ankle, as well as a
heart rate monitor on the chest. Finally, the integration device is a laptop, which allows
for better processing capabilities, but prevents portability and pervasiveness.

ActiServ is an activity recognition service for mobile phones [10, 11]. Authors con-
sider a fuzzy inference system aimed to classify ambulation and phone activities based
on the signals given by the built-in accelerometer only. From the performance point of
view, when ActiServ is executed to meet a real-time response time, the accuracy drops
to 71%, while ActiServ can also reach up to 90% after personalization, in other words, a
subject-dependent analysis. Authors reported confusion matrices of the classification,
showing that the activity labeled as walking was often confused with cycling, while
standing and sitting could not be differentiated when the mobile device orientation was
changed.

Riboni et al. [80] presented a method for context-aware activity recognition exploit-
ing statistical and ontological reasoning under the Android platform. The proposed
system is able to recognize human activities as well as brushing teeth, strolling, and
writing on a blackboard. They gather data from two accelerometers, one in the mobile
device and another on the user wrist. Authors also discuss the statistical classification
of activities considering the historical variant. For instance, whether the predictions for
the last five time windows were {jogging, jogging, walking, jogging, jogging}, the third
window was likely a misclassification (i.e., due to the user performing some atypical
movement) and the algorithm should automatically correct it. The obtained accuracy
was roughly 93%.

Authors in [50] present an activity detection method based on an accelerometer sen-
sor placed on the user’s dominant wrist. They apply time domain features and the Lin-
ear Discriminant Analysis in order to reduce the dimension of the feature space. Then,
a Fuzzy Basis Function learner considering fuzzy If-Then rules, is used to classify the
several activities. An accuracy equal to 94.71% was reached for seven activities: brush-
ing teeth, hitting, knocking, working at a PC, running, walking, and swinging.

Ugolino and colleagues [91] consider 5 different activity classes, gathered from 4
subjects wearing accelerometers mounted on their waist, left thigh, right arm, and right
ankle. Authors consider decision tree machine learning-based algorithm used in con-
nection with the AdaBoost ensemble method for classifying different activities. The
overall recognition performance was of 99.4% (weighted average) using a 10-fold cross
validation testing mode.

Authors in [22] propose a technique for user’s authentication and verification using
gait as a biometric pattern. They consider the accelerometer sensors to extract features
from the Android mobile device of users under analysis. They built a dataset from
22 person using the accelerometer sensor in the upper torso of a person, obtaining an
accuracy ranging from 87.1 to 94.26.

Voigt et al. [94] explore the possibility of using point cloud data gathered from
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wearable depth cameras for on-body activity recognition. They consider 16 partici-
pants performing nine distinct activities (i.e., cleaning, cooking, dishes, eating, book,
sleeping, phone, TV and PV) in three home environments. They build supervised ma-
chine learning models using 10-fold cross-validation with the KNN and Random Forest
classification algorithms, obtaining an F-Score ranging 0.53 (eating) to 1 (sleeping ac-
tivity).

Researchers in [72] considere as feature set the accelerometer and gyroscopes placed
at the ankle, chest, hip and wrist with 19 participants performing eleven activities (i.e.,
sitting, lying, standing, washing dishes, vacuuming, sweeping, walking, ascending
stair, descending stair running and jumping). In the first experiment, the performances
of these sensors were analyzed using seven machine-learning classification algorithms.
In the second experiment, they evaluated the feature gathered from sensors attached
on the same location and on different locations of the body. Considering 10-fold cross
validation they demonstrated that the fusion of heterogeneous sensors attached to dif-
ferent locations of the body shows Chest and Hip sensors fusion achieves an average
F-measure of 0.942 and classification accuracy of 94.23% using Random Forest algo-
rithm.

Let’s consider now the state of the art about driver detection.
Considering the growing trend of cyber-attacks targeting vehicles, security technol-

ogy has been studied and developed. As results of these efforts, the ISO 262621, an
international standard for functional safety of electrical and/or electronic systems in
production automobiles defined by the International Organization for Standardization
(ISO) in 2011, was published. ISO 26262 is intended to be applied to safety-related
systems that include one or more electrical and/or electronic (E/E) systems and that are
installed in series production passenger cars with a maximum gross vehicle mass up to
3500 kg, while does not address unique E/E systems in special purpose vehicles such
as vehicles designed for drivers with disabilities.

In order to develop and establish an open industry standard for automotive E/E ar-
chitecture, the AUTOSAR (AUTomotive Open System ARchitecture)23 development
partnership was formed in July 2003 by BMW, Bosch, Continental, DaimlerChrysler,
Siemens VDO and Volkswagen. In November 2003, Ford Motor Company joined as a
Core Partner. It pursues the objective of creating and establishing an open and standard-
ized software architecture for automotive electronic control units (ECUs) excluding
infotainment. Goals include the scalability to different vehicle and platform variants,
transferability of software, the consideration of availability and safety requirements,
a collaboration between various partners, sustainable utilization of natural resources,
maintainability throughout the whole “Product Life Cycle". In the following, I review
the current literature related to the driving style recognition. A hidden-Markov-model-
(HMM)-based similarity measure is proposed in [33] in order to model driver human
behavior. They employ a simulated driving environment to test the effectiveness of the
proposed solution.

The authors of [66] consider cepstral features of each driver obtained through spec-
tral analysis of driving signals are modeled with a GMM: GMM driver model based on
cepstral features is evaluated in driver identification experiments using driving signals

1
http://www.iso.org/iso/catalogue_detail?csnumber=43464

2
https://www.elektrobit.com/products/ecu/technologies/autosar/

3
http://www.autosar.org/
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collected in a driving simulator and in a real vehicle on a city road. They categorized
the observed driving signals into three groups: Driving behavioral signals (e.g., gas
pedal pressure, brake pedal pressure, and steering angle); Vehicle status signals (e.g.,
velocity, acceleration, and engine speed) and Vehicle position signals (e.g., following
distance, relative lane position, and yaw angle). Experimental results show that the
driver model based on cepstral features achieves a driver identification rate of 89.6%
for driving simulator and 76.8% for real vehicle, resulting in 61% and 55% error re-
duction, respectively, over a conventional driver model that uses raw driving signals
without spectral analysis. The authors of [89] propose an algorithm for real-time driver
identification by using the combination of unsupervised anomaly detection and neural
networks. Their algorithm extracted nonphysiological signals as input, namely, driv-
ing behavior signals from inertial sensors (e.g., accelerometers) and geolocation signals
from GPS sensors. Their approach is able to identify the drivers within 13 seconds and
81% accuracy, regardless of routes and traffic conditions. The study of [92] focuses
on a lightweight, end-to-end deep-learning framework for performing driver-behavior
identification. The proposed architecture features depth-wise convolution, along with
augmented recurrent neural networks for time-series classification. They also demon-
strate the robustness in order to show that the accuracy of driver identification algo-
rithms is not directly associated with the reliability of car sensors, which are prone
to malfunction, noise, failures, and hacking attempts. The approach compare the per-
formance of several algorithms for driver identification with an accuracy rate between
95% and 98%. Nor and colleagues [71] use the kernel density estimation (KDE) as
tools to extract features. Then, they adopt these features to recognize the emotion of
the driver by using Multilayer Perceptron (MLP) as classifiers. The data collection was
conducted in Singapore during vacation time. The driver must have at least two years
driving experience. They managed to collect 11 drivers including men and women,
aged between 24-25 years old. The considered features are the brake and gas pedal
pressures. In the experiment they state that each driver meets the accuracy level which
is more than 50%: the highest accuracy is obtained from driver 10 with an accuracy
equal to 71.94%, while the lowest accuracy is obtained from driver 3 with an accuracy
equal to 61.65% in classification according to the other driver. Naturalistic data from
University of Texas Drive (UTDrive) corpus have been used by Choi et al. [23] to de-
rive both GMM and HMM models for the sequence of driving characteristics (wheel
angle, brake pedal status, acceleration status, and vehicle speed). The authors have
shown that driver identification can be accomplished at rates ranging from 30 to 70%.
Another good result in drivers’ recognition was performed by Zhang et al. [99] who
used HMM to analyze the data of the accelerator and steering wheel of each driver, and
achieved an accuracy of 85%.

2.3 Human Activity Recognition

In this section, it has been explained in detail the proposed method about user detection
and human activity recognition. Figure 2.1 depicts the proposed approach.

The analysis made is based on the following research questions:

• RQ1: is it possible to recognize human activities using information gathered from
the accelerometer sensor?

9
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Figure 2.1: The adopted approach: from wearable and mobile devices I obtain features from accelerom-
eter sensor. These features are the input for machine learning tasks (i.e., model and prediction).

• RQ2: is it possible to discriminate between users using information gathered from
the accelerometer sensor?

As stated into the first section, one of the distinctive characteristics of the proposed
method is the usage of a common feature set based on the accelerometer sensor for user
and human activity detection. Accelerometers are cheap sensors and they are available
in wearable and mobile devices. An accelerometer is able to measure proper acceler-
ation. Proper acceleration, being the acceleration (or rate of change of velocity) of a
body in its own instantaneous rest frame, it is not the same as coordinate acceleration,
being the acceleration in a fixed coordinate system.

Accelerometers are electromechanical devices that sense either static or dynamic
forces of acceleration. Static forces include gravity, while dynamic forces can include
vibrations and movements.

Accelerometers can measure acceleration on one, two, or three axes. 3-axis units
(i.e., x, y and z) are becoming really common in wearable and mobile devices as the
cost of development for them decreases.

Generally, accelerometers contain capacitive plates internally. Some of these are
fixed, while others are attached to minuscule springs that move internally as acceler-
ation forces act upon the sensor. As these plates move in relation to each other, the
capacitance between them changes. From these changes in capacitance, the accelera-
tion can be determined.

As depicted in Figure 2.1 the x, y and z featured gathered from accelerometer sensors
represent the input for the machine learning task.

Now, different aspects of the analysis have been presented. Specifically, the con-
sidered dataset used to evaluate the proposed solution in a real-world scenario; the
adopted procedures to build and test the models (i.e., classification analysis) and the
analysis performed (Human Activity Recognition and the User Detection).

2.3.1 The dataset

The study is based on two different datasets composed by real-world features gathered
from accelerometers: the first one (i.e., D1 dataset) is obtained using wearable devices
[2], while the second one (i.e., D2 dataset) is obtained using a mobile device [1]. Both
the D1 dataset and the D2 dataset are publicly available for research purposes.

10
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Table 2.1: Users involved D1 in dataset with details about genre, age, height and weight.

User Genre Age Height Weight
#1 woman 46 1,62 m 67 Kg
#2 woman 28 1,58 m 53 Kg
#3 man 31 1,71 m 83 Kg
#4 man 75 1,67 m 67 Kg

The wearable devices used to build the #D1 dataset are comprised of 4 tri-axial
ADXL335 accelerometers connected to an ATmega328V microcontroller. All modules
were of the Lilypad Arduino toolkit. The positioning of accelerometers is shown in
Figure 2.2.

Figure 2.2: Wearable devices scheme of positioning: (1) waist, (2) left thigh, (3) right ankle and (4) right
arm.

The four accelerometers were respectively positioned in the waist (1), left thigh (2),
right ankle (3), and right arm (4). All accelerometers were calibrated prior to the data
collection. The calibration consists of positioning the sensors and the performance of
the reading of values to be considered as “zero”. From the calibration, the read values
of each axis during data collection are subtracted from the values obtained at the time
of the calibration.

The collected data are related to 8 hours of activities, 2 hours with each one of the 4
users. Table 2.1 shows details about the users involved in the D1 dataset.

The D2 dataset is related to data extracted from an Android smartphone positioned
in the chest pocket from 22 participants walking in the wild over a predefined path.

Differently from the D1 dataset, in this case there is just one accelerometer (i.e., the
one provided by the mobile device).

Acceleration data from walking activities have been acquired using a Google Nexus
One mobile phone with operating system Android 2.2. Android-based mobile phones
have an open Application Program Interface that allows programming the phone and
accessing the sensors present in it to read and save accelerometer data. Each sensor in
the Android platform has an listener associated that delivers data when a change in its
value happen. The delivery rate can be set to different frequency but this value is just an
hint to the system. Accelerometer has been sampled with a timestamp of approximately
33 ms, using the mobile phone in normal mode, with all the network connections active.

Data have been collected from 22 users with ages between 25 and 35. Users per-
form seven different runs of walking, for a total of 140 different walking runs. Users
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were free to perform all the runs as they like. The mobile phone has been put in the
jacket pocket on the chest. The acceleration axis are concordant to the specification
of the Android platform and, in our setting, the z axis refers to the direction concor-
dant to the movement. The walking activity is performed in indoor, outdoor and urban
environment.

2.3.2 Classification analysis

The classification analysis consists in building classifiers in order to evaluate the fea-
ture vector accuracy to distinguish between (i) human activities (sitting, sitting down,
standing, standing up and walking), (ii) different users and (iii) genre (woman and
man). This is the reason why I train four different classifiers: the first one related to
human activity recognition (with D1 dataset), the second one related to user detection
(with D1 dataset), the third one related to user detection (with D2 dataset), while the
last one related to genre identification (with D1 dataset).

For training the classifiers (represented by the machine learning model task in Figure
2.1),I defined T as a set of labeled feature trace (M, l), where each M is associated to
a label l 2 {sitting, sitting down, standing, standing up, walking} with regard to the
human activities recognition. Relating to user detection, each M is associated to a label
l 2 {user #1, user #2, user #3, user #4, user #5, user #6, user #7, user #8, user #9, user
#10, user #11, user #12, user #13, user #14, user #15, user #16, user #17, user #18,
user #19, user #20, user #21, user #22} while, for the genre identification task each M
is associated to a labell 2 {woman, man}.

For each M I built a feature vector F 2 Ry, where y is the number of the features
used in training phase (y = 12) when I consider the D1 dataset (x, y and z axis for the
four accelerometers of wearable devices).

For each M I built a feature vector F 2 Ry, where y is the number of the features
used in training phase (y = 3) when I consider the D2 dataset (x, y and z axis for the
accelerometer of mobile devices).

For the learning phase,I use a k-fold cross-validation [5]: the dataset is randomly
partitioned into k subsets. A single subset is retained as the validation dataset in order
to evaluate the obtained model, while the remaining k�1 subsets of the original dataset
are considered as training data.I repeated the process for k = 2 times; each one of the
k subsets has been used once as the validation dataset [69, 87]. To obtain a single
estimate, I computed the average of the k results from the folds.

I evaluated the effectiveness of the classification method with the following proce-
dure:

1. build a training set T⇢D;

2. build a testing set T 0 = D÷T;

3. run the training phase on T;

4. apply the learned classifier to each element of T 0.

In the approach depicted in Figure 2.1 the evaluation of the classifier is represented
by the machine learning prediction task.
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Table 2.2: Precision, Recall, F-Measure and Roc Area for Human Activity Recognition.

Alg. Precision Recall F-Measure Roc Area Activity
0.999 0.999 0.999 0.999 sitting

J48 0.933 0.924 0.928 0.980 sitting down
0.989 0.988 0.989 0.995 standing
0.928 0.921 0.925 0.972 standing up
0.976 0.981 0.979 0.991 walking
0.982 0.983 0.983 0.984 sitting

BN 0.899 0.889 0.924 0.928 sitting down
0.979 0.974 0.975 0.981 standing
0.888 0.893 0.889 0.969 standing up
0.956 0.969 0.969 0.978 walking
0.993 0.991 0.989 0.989 sitting

SVM 0.921 0.898 0.926 0.932 sitting down
0.982 0.983 0.983 0.985 standing
0.885 0.888 0.901 0.976 standing up
0.962 0.973 0.972 0.981 walking
0.995 0.992 0.992 0.992 sitting

DT 0.944 0.922 0.908 0.934 sitting down
0.983 0.986 0.984 0.984 standing
0.888 0.889 0.907 0.981 standing up
0.968 0.975 0.974 0.983 walking

Each classification was performed using 50% of the dataset as training dataset and
50% as testing dataset employing the full feature set.

In order to enforce the conclusion validity, in this study I consider four classification
algorithm: J48, BayesNet (BN), LibSVM (SVN) and DecisionTable (DT) [65].

2.3.3 Human Activity Recognition Outcomes

In this section, the results for the Human Activity Recognition have been presented
The experiment is performed using the D1 dataset and the results are shown in Table

2.2.
For all the considered activities the recognition rate is very high. The algorithm

obtaining the best performances from the point of view of the analysed metrics is J48:
it obtains for the sitting activity a precision and a recall equal to 0.999, while for the
standing activity a precision equal to 0.898 and a recall equal to 0.988. Furthermore,
also the walking activity recognition reaches good values for precision (0.976) and
recall (0.981). Slightly lower performances are obtained with regard to standing up
(0.928 of precision and 0.921 of recall) and sitting down activities (0.933 of precision
and 0.924 of recall). With regard to the remaining algorithms, they obtain slightly lower
performances but in general the average of precision and recall is almost equal to 0.9.

RQ1 response: The information gathered from accelerometer sensors embedded into
four wearable devices are promising to distinguish between different human activities
with a precision ranging between 0,928 (standing up activity) and 0.999 (sitting ac-
tivity), while the recall is ranging between 0.921 (standing up activity) and and 0.999
(sitting activity) using the J48 algorithm.
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Table 2.3: Precision, Recall, F-Measure and Roc Area for User detection evaluated for D1 dataset.

Alg. Precision Recall F-Measure Roc Area Class
0.983 0.986 0.984 0.993 user #1

J48 0.980 0.976 0.978 0.990 user #2
0.979 0.981 0.980 0.991 user #3
0.977 0.972 0.975 0.992 user #4
0.978 0.979 0.981 0.987 user #1

BN 0.977 0.974 0.975 0.986 user #2
0.978 0.977 0.976 0.979 user #3
0.971 0.968 0.969 0.988 user #4
0.979 0.983 0.981 0.988 user #1

SVM 0.979 0.974 0.974 0.977 user #2
0.977 0.981 0.978 0.987 user #3
0.975 0.971 0.973 0.986 user #4
0.981 0.982 0.978 0.989 user #1

DT 0.978 0.977 0.977 0.984 user #2
0.978 0.978 0.979 0.982 user #3
0.974 0.973 0.972 0.984 user #4

2.3.4 User Detection Outcomes

Below are presented the results obtained with regard to User Detection. The results of
following experiments have been presented :

1. user detection using D1 dataset;

2. user detection using D2 dataset;

3. genre identification using D1 dataset.

In Table 2.3 are shown the results obtained for user detection using D1 dataset (note
that the D1 dataset is composed from features obtained from accelerometers of four
wearable devices).

Even in this experiment, the best performances are obtained from the J48 algorithm:
precision and recall is ranging between 0.977 and 0.983, while recall is ranging from
0.972 to 0.986. The performances obtained from the remaining algorithms are almost
equal to 0.978 in terms of precision and recall.

Tables 2.4, 2.5, 2.6 and 2.7 show the results for user detection using the D2 dataset
(i.e., the one considering only one accelerometer sensor embedded in the user mobile
device) with the J48, the BayesNet, the LibSVM and the DecisionTable algorithms.

Considering the J48 algorithm, the precision is ranging from 0.941 to 0.958 while
recall is ranging from 0.942 to 0.966: results are slightly lower if compared with the
ones obtained in the user detection with the D1 dataset (Table 2.3): this is symptomatic
that even if with one accelerometer the proposed method is able to obtain, in the worst
case, a precision equal to 0.941 and a recall equal to 0.942 (user #18), increasing the
number of accelerometer is it possible to slightly increase the performances: the worst
case of the experiment with the D1 dataset reports a precision equal to 0.977 and a
recall equal to 0.972 (user #3 in Table 2.4). With regard to the BayesNet (Table 2.5)
the best precision obtained is equal to 0.949 (users #2 and 21), while the best recall is
equal to 0.958 (users #1, #2, #4, #5 and #22). Almost equal performances are obtained
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Table 2.4: Precision, Recall, F-Measure and Roc Area for User detection evaluated for D2 dataset with
the J48 algorithm.

Precision Recall F-Measure Roc Area Class
0.958 0.967 0.953 0.757 user #1
0.951 0.961 0.952 0.758 user #2
0.949 0.959 0.951 0.751 user #3
0.953 0.966 0.953 0.761 user #4
0.955 0.966 0.955 0.756 user #5
0.948 0.949 0.946 0.751 user #6
0.949 0.953 0.948 0.756 user #7
0.946 0.956 0.952 0.759 user #8
0.950 0.959 0.958 0.763 user #9
0.952 0.962 0.959 0.765 user #10
0.953 0.963 0.962 0.766 user #11
0.948 0.955 0.956 0.762 user #12
0.952 0.962 0.962 0.765 user #13
0.945 0.948 0.947 0.755 user #14
0.946 0.946 0.948 0.756 user #15
0.947 0.948 0.949 0.754 user #16
0.943 0.949 0.946 0.755 user #17
0.941 0.942 0.946 0.749 user #18
0.943 0.945 0.949 0.752 user #19
0.949 0.954 0.951 0.768 user #20
0.952 0.963 0.961 0.766 user #21
0.954 0.963 0.962 0.768 user #22

from the LibSVM and DecisionTable algorithms: as a matter of fact, with regard to
the first one the best precision (0.933) is obtained for the user #13 and the best recall
(0.943) is obtained for the user #4. Slightly lower performances are reached from the
DecisionTable algorithm: it obtains as best precision a value equal to 0.892 (user #14)
and a best recall equal to 0.897 (users #12).

Table 2.8 shows the results obtained for the genre identification using the D1 dataset.
Considering the J48 algorithm, the woman genre is identified with a precision and a

recall equal to 0.99, while the man genre is identified with a precision equal to 0.984 and
a recall equal to 0.983: this is symptomatic that from the point of view of the consid-
ered features (the accelerometers embedded in the wearable devices) men and women
are distinguishable because the two categories exhibit different values for the analysed
features. In order to confirm the performances related to the other experiments, even in
this case the J48 outperforms the other classification algorithms: as a matter of fact,a
precision equal to 0.982 (for the woman class) and equal to 0.977 (for the man one) is
obtained using the LibSVM algorithm. The BayesNet obtain a precision equal to 0.987
(for the woman class) and 0.985 (for the man one), while the DecisionTable algorithm
reaches a precision equal to 0,984 (for the woman class) and 0.982 (for the man one).

A similar trend is showed with regard to recall: using the LibSVM algorithm is equal
to 0.981 (for the woman class) and 0.979 (for the man one), while with the BayesNet
algorithm is equal to 0.987 (for the woman class) and to 0.985 (for the man one). The
DecisionTable classification reaches a recall equal to 0.984 (with regard to the woman
class) and 0.982 (with regard to the man one).
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Chapter 2. Behavioral Analysis

Table 2.5: Precision, Recall, F-Measure and Roc Area for User detection evaluated for D2 dataset with
the BayesNet algorithm.

Precision Recall F-Measure Roc Area Class
0.946 0.958 0.946 0.739 user #1
0.949 0.958 0.947 0.741 user #2
0.943 0.951 0.946 0.743 user #3
0.946 0.958 0.948 0.752 user #4
0.947 0.958 0.949 0.748 user #5
0.931 0.941 0.944 0.748 user #6
0.942 0.949 0.943 0.747 user #7
0.939 0.946 0.946 0.747 user #8
0.939 0.949 0.949 0.751 user #9
0.947 0.953 0.951 0.754 user #10
0.947 0.956 0.957 0.752 user #11
0.942 0.951 0.949 0.753 user #12
0.944 0.955 0.955 0.756 user #13
0.941 0.941 0.941 0.749 user #14
0.938 0.937 0.939 0.745 user #15
0.943 0.940 0.941 0.743 user #16
0.939 0.938 0.937 0.744 user #17
0.933 0.936 0.938 0.738 user #18
0.938 0.936 0.941 0.742 user #19
0.941 0.948 0.948 0.755 user #20
0.946 0.956 0.950 0.753 user #21
0.949 0.958 0.956 0.755 user #22

RQ2 response: the information gathered from accelerometer sensors exhibits values
able to discriminate between different users. The experiment with the D1 dataset (built
with 4 wearable devices) showed that the precision is ranging from 0.977 and 0.983,
while the recall from 0.972 and 0.986. The experiment with the D2 dataset (built con-
sidering only the accelerometer embedded the user smartphone) showed that with one
accelerometer the performances are slightly lower, however they exhibit good perfor-
mances. The last experiment, the one aimed to identify the genre, demonstrated that
feature extracted from wearable devices can be also considered to distinguish between
women and men with high performances. Best performances are obtained using the
J48 classification algorithm.

2.4 Driver Detection

In this section it has been described the method used to identify driver behavior, using
data retrieved from the CAN bus. In order to collect the data, On Board Diagnostics 2
(OBD-II) and CarbigsP as OBD-II scanners are used. Every recent vehicle has many
measurement sensors and control sensors and is managed by a Electronic Control Unit
(ECU). ECU is the device that controls parts of the vehicle such as engine, automatic
transmission, and antilock braking system (ABS). OBD refers to the self-diagnostic
and reports capability by monitoring vehicle system in terms of ECU measurements
and vehicle failures. The data is recorded every 1 second during driving. It has been
considered a real-world environment and not a simulated one in order to examine all
possibly relevant variables, for instance: slowdowns at traffic lights and other possible
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2.4. Driver Detection

Table 2.6: Precision, Recall, F-Measure and Roc Area for User detection evaluated for D2 dataset with
the LibSVM algorithm.

Precision Recall F-Measure Roc Area Class
0.924 0.941 0.932 0.716 user #1
0.928 0.942 0.934 0.723 user #2
0.926 0.941 0.933 0.721 user #3
0.931 0.943 0.935 0.727 user #4
0.933 0.940 0.935 0.721 user #5
0.926 0.939 0.934 0.719 user #6
0.938 0.938 0.936 0.721 user #7
0.929 0.937 0.935 0.722 user #8
0.925 0.938 0.937 0.722 user #9
0.927 0.939 0.939 0.724 user #10
0.926 0.939 0.939 0.725 user #11
0.929 0.939 0.938 0.723 user #12
0.931 0.938 0.936 0.722 user #13
0.929 0.939 0.934 0.725 user #14
0.928 0.936 0.933 0.725 user #15
0.929 0.932 0.935 0.724 user #14
0.928 0.936 0.932 0.723 user #17
0.929 0.931 0.934 0.726 user #18
0.928 0.931 0.931 0.727 user #19
0.931 0.933 0.932 0.726 user #20
0.928 0.937 0.931 0.728 user #21
0.929 0.934 0.933 0.731 user #22

variables that are not considerable in a simulated environment. More specifically, the
experiment is aimed at verifying whether the feature set is able to discriminate the car
owner from impostors.

Figure 2.3: Flow diagram of the proposed approach.

Figure 2.3 represents a flow diagram of the proposed approach. The most important
step is represented by the selection block: in this block the feature set is acquired from
the OBD and it is evaluated against the learned model in order to decide whether it
belongs to the car owner.

The classification analysis was accomplished with Weka4, a suite of machine learn-
ing software, largely employed in data mining for scientific research.

4
http://www.cs.waikato.ac.nz/ml/weka/
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Chapter 2. Behavioral Analysis

Table 2.7: Precision, Recall, F-Measure and Roc Area for User detection evaluated for D2 dataset with
the DecisionTable algorithm.

Precision Recall F-Measure Roc Area Class
0.889 0.895 0.878 0.701 user #1
0.893 0.896 0.876 0.704 user #2
0.884 0.895 0.873 0.710 user #3
0.889 0.891 0.878 0.714 user #4
0.881 0.892 0.878 0.713 user #5
0.882 0.894 0.876 0.715 user #6
0.885 0.893 0.875 0.709 user #7
0.883 0.894 0.876 0.712 user #8
0.886 0.896 0.879 0.715 user #9
0.885 0.894 0.881 0.714 user #10
0.884 0.893 0.880 0.709 user #11
0.886 0.897 0.879 0.709 user #12
0.886 0.889 0.875 0.711 user #13
0.892 0.898 0.873 0.718 user #14
0.889 0.895 0.876 0.709 user #15
0.888 0.894 0.882 0.709 user #14
0.879 0.891 0.879 0.707 user #17
0.887 0.890 0.882 0.712 user #18
0.888 0.891 0.882 0.713 user #18
0.892 0.893 0.892 0.716 user #20
0.884 0.889 0.884 0.709 user #21
0.891 0.892 0.891 0.719 user #22

On the next section, it has been presented the real-world dataset used in the analysis
and the results of the experiment.

For the sake of clarity, the results of the evaluation will be discussed reflecting the
data analysis’ division in three phases: descriptive statistics, hypotheses testing and
classification.

2.4.1 The Dataset

Ten different drivers participated to the experiment by driving, with the same car, 4
different round-trip path in Seoul for about 23 hours of total driving time. It has been
used only one car for the experimental analysis, since I want that the variables used are
affected only by the driver’s characteristics and not by external factors, like for example
the path or the type of car used.

The driving path consists of three types of city way, motor way and parking space
with the total length of about 46 km. The experiments was performed in the similar time
zone from 8 p.m. to 11 p.m. on weekdays. The ten drivers completed two round trips
for reliable classification, while data are collected from totally different road conditions.
The city way has signal lamps and crosswalks, but the motor way has none. The parking
space is required to drive slowly and cautiously.

The data that I used has total 94,401 records stored every second with the size of
16.7Mb in total and it is freely available for research purpose5.

5
https://sites.google.com/a/hksecurity.net/ocslab/Datasets/driving-dataset
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2.4. Driver Detection

Table 2.8: Precision, Recall, F-Measure, Roc Area for User detection evaluated for genre identification.

Alg. Precision Recall F-Measure Roc Area Genre
J48 0.990 0.990 0.990 0.995 woman

0.984 0.983 0.984 0.995 man
SVM 0.982 0.981 0.979 0.981 woman

0.977 0.979 0.977 0.977 man
BN 0.987 0.987 0.988 0.987 woman

0.985 0.986 0.978 0.982 man
DT 0.984 0.985 0.985 0.985 woman

0.982 0.983 0.973 0.976 man

2.4.2 Descriptive statistics

Figure 2.4 shows the box plots for the 10 different drivers involved in the study related
to the Accelerator_pedal_value defined as the degree to which the driver is depressing
the accelerator pedal. This feature ranges between 0% and 100%. Considering the big
number of features, I do not show the box plot related to the full set composed of the
51 features, but a similar consideration can be done for all the features involved in the
study.

Figure 2.4: Box plots related to the Accelerator_pedal_value feature for the ten different drivers con-
sidered in the experiment.

The box plots show that the considered feature exhibits a similar distribution for A
and E drivers (with a maximum acceleration degree equal to 20%), while for B, C, D,
F, H and I drivers the acceleration degree is closed to 0%. Drivers G and J present a
medium acceleration degree if compared with the previous drivers groups. Our idea
is that A and E drivers carry more pressure on accelerator pedal with respect to other
drivers and, consequently, B, C, D, F, H and I drivers performing a lower pressure on the
accelerator pedal, they can be considered prudent drivers. E and J drivers, considering
their medium accelerator pedal pressure, can be considered the average drivers in this
analysis.

Figure 2.5 shows the box plots for the 10 different drivers involved in the study
related to the Torque_of_friction defined as torque caused by the frictional force that
occurs. This feature ranges between 0% and 100%. The friction is the mechanism that
allows drivers to take advantage of the potential of the vehicle, without it is not possible
to make hill starts or change gear quickly. It allows the separation between the drive
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Chapter 2. Behavioral Analysis

shaft and gear thus allowing to carry out a change of gear and with its slip and transmit
a torque capacity allows us to move the vehicle in both the flat and uphill. When the
friction pedal is pressed, through a mechanical or hydraulic system, the friction gener-
ates a pressure of plate mechanism and the respective thrust bearing, and the disc of the
high coefficient of friction is removed making the free torque transmission, and conse-
quently, the delivered engine power. The friction pedal must be pressed exclusively at
the start, stop and during gear changes. Many people use it more than necessary, even
on the march, this causes premature damages of the clutch.

Figure 2.5: Box plots related to the Torque_of_friction feature for the ten different drivers considered in
the experiment.

The box plots show that all drivers involved in the experiment present similar dis-
tributions. As a matter of fact, only the B driver presses the friction pedal for a longer
time than the others, while F, G, H, I and J drivers exhibit very similar distributions. For
instance, correlating the Accelerator_pedal_value and the Torque_of_friction features,I
can state the driver B is a very prudent driver, but need to press for less time the fric-
tion pedal in order to prevent corrupting, while driver A even he/she guides faster (and
therefore presumably must change gear more often), it spends less time in pressing the
friction pedal.

The box plots in Figure 2.6 present the distributions for the 10 drivers related to the
Fuel_consumption feature. This feature ranges between 0 and 10000 and it is measured
in cubic millimeter (mcc).

Figure 2.6: Box plots related to the the Fuel_consumption feature for the ten different drivers considered
in the experiment.
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2.4. Driver Detection

The 10 drivers present a similar distribution; considering that the Fuel_consumption
feature can be correlated to the Accelerator_pedal_value (more pressure on the accel-
erator pedal increases the speed of the vehicle and then more fuel is required) the driver
A presents a slightly larger box plot if compared with other drivers. The box plots in
Figure 2.7 show the driver distribution related to Intake_air_pressure feature (i.e., the
pressure of air inhaled to engine). It ranges between 0 and 255, and it is measured in
Kilopascal (kPA).

Figure 2.7: Box plots related to the Intake_air_pressure feature for the ten different drivers considered
in the experiment.

From the analysis of the Intake_air_pressure, it seems that engines of A, E and J
drivers inhale similar pressure of air (ranging between 45 and 60 kPA) while, the re-
maining engine drivers (B, C, D, F, G, H and I) need to an air pressure ranging between
0 and 50 kPA. Considering that the air intake pressure is influenced by the degree of
opening throttle plate which draws the fuel to the combustion chamber in engine [4], a
bigger air pressure will be reflected in fuel increased consumption.

This is consistent about our analysis about A driver and, considering the Acceler-
ator_pedal_value feature I highlight that bigger pressure on pedal accelerator is per-
formed also by A, E and J drivers: the same drivers who engines require more air
pressure.

2.4.3 Classification analysis

The results obtained are shown in Table 2.9. In particular, the table shows the FP Rate,
Precision, Recall, F-Measure and Roc Area for classifying the full drivers dataset with
the multi-driver classification. The time column is related to the time (in seconds) to
learn the classifier. In the all drivers classification the time to learn the algorithms
is ranging between 4.4s (with RepTree algorithm) and 16.18s (with J48consolidated
algorithm).

Two feature selection algorithms employed, the BestFirst and the GreedyStepwise,
confirm that 6 features on the 51 considered in the full features dataset are the most
discriminatory in driver identification i.e., the #5 (Intake_air_pressure), the #8 (En-
gine_soak_time), the #12 (Long_Term_Fuel_Trim_Bank1), the #15 (Torque_of_friction),
the #35 (Transmission_oil_temperature) and the #50 (Steering_wheel_speed) features.

Table 2.9 shows the classification analysis considering the features retrieved from
the feature selection step.
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Chapter 2. Behavioral Analysis

Table 2.9: Best Features Classification results.

Family Algorithm FP Rate Precision Recall F-Measure Roc Area Time
J48 0.001 0.989 0.989 0.989 0.998 1.69s
J48graft 0.001 0.990 0.99 0.990 0.997 1.58s

All drivers J48consolidated 0.002 0.986 0.986 0.986 0.998 1.71s
Random Tree 0.002 0.984 0.984 0.984 0.991 0.41s
RepTree 0.002 0.984 0.984 0.984 0.998 0.54s
J48 0.000 0.998 0.997 0.998 0.999 1.33s
J48graft 0.000 0.997 0.997 0.997 0.999 1.29s

Driver A J48consolidated 0.000 0.997 0.997 0.997 0.999 1.36s
Random Tree 0.000 0.997 0.996 0.997 0.998 0.25s
RepTree 0.000 0.997 0.996 0.997 1.000 0.49s
J48 0.001 0.991 0.991 0.991 0.998 3.26s
J48graft 0.002 0.990 0.992 0.991 0.998 3.18s

Driver B J48consolidated 0.002 0.988 0.985 0.987 0.998 3.23s
Random Tree 0.002 0.986 0.987 0.986 0.992 0.35s
RepTree 0.002 0.986 0.987 0.986 0.998 0.47s
J48 0.002 0.980 0.979 0.980 0.997 2.36s
J48graft 0.002 0.982 0.979 0.98 0.996 2.25s

Driver C J48consolidated 0.002 0.972 0.983 0.977 0.997 2.45s
Random Tree 0.002 0.974 0.971 0.972 0.984 0.39s
RepTree 0.002 0.973 0.972 0.972 0.997 0.42s
J48 0.002 0.987 0.984 0.985 0.997 4.71s
J48graft 0.002 0.987 0.986 0.986 0.996 4.79s

Driver D J48consolidated 0.002 0.985 0.973 0.979 0.997 4.69s
Random Tree 0.003 0.980 0.980 0.980 0.988 0.46s
RepTree 0.003 0.980 0.974 0.977 0.997 0.79s
J48 0.000 0.997 0.997 0.997 0.999 1.64s
J48graft 0.000 0.998 0.997 0.998 0.999 1.58s

Driver E J48consolidated 0.000 0.996 0.996 0.996 0.999 1.62s
Random Tree 0.001 0.995 0.996 0.995 0.998 0.27s
RepTree 0.000 0.996 0.995 0.995 0.999 0.49s
J48 0.001 0.990 0.991 0.990 0.998 1.23s
J48graft 0.001 0.990 0.991 0.991 0.998 1.27s

Driver F J48consolidated 0.002 0.984 0.987 0.986 0.998 1.25s
Random Tree 0.002 0.986 0.988 0.987 0.993 0.32s
RepTree 0.002 0.984 0.986 0.985 0.999 0.31s
J48 0.000 0.995 0.995 0.995 0.999 2.28s
J48graft 0.001 0.994 0.995 0.994 0.999 2.34s

Driver G J48consolidated 0.001 0.991 0.994 0.992 0.998 2.31s
Random Tree 0.001 0.989 0.989 0.989 0.994 0.38s
RepTree 0.001 0.989 0.990 0.989 0.999 0.51s
J48 0.002 0.986 0.988 0.987 0.998 4.11s
J48graft 0.001 0.988 0.987 0.988 0.997 4.07s

Driver H J48consolidated 0.002 0.982 0.986 0.984 0.998 4.05s
Random Tree 0.002 0.980 0.981 0.980 0.989 0.53s
RepTree 0.003 0.978 0.982 0.980 0.998 0.85s
J48 0.002 0.982 0.985 0.983 0.996 2.79s
J48graft 0.001 0.984 0.985 0.985 0.997 2.67s

Driver I J48consolidated 0.002 0.976 0.984 0.980 0.996 2.87s
Random Tree 0.002 0.979 0.974 0.977 0.986 0.28s
RepTree 0.002 0.976 0.982 0.979 0.998 0.43s
J48 0.001 0.988 0.986 0.987 0.997 2.51s
J48graft 0.001 0.987 0.987 0.987 0.997 2.43s

Driver J J48consolidated 0.001 0.986 0.983 0.984 0.997 2.56s
Random Tree 0.003 0.976 0.978 0.977 0.988 0.33s
RepTree 0.002 0.981 0.976 0.979 0.997 0.51s
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2.4. Driver Detection

In the classification the time to learn the algorithms is ranging between 0.41s (with
the Random Tree algorithm) and 1.71s (with the J48consolidated algorithm). Without
PCA analysis the J48consolidated algorithm employs 16.18s to learn the classifier. The
obtained results in terms of the analyzed metrics are closed to the previous ones, con-
firming that the excluded features were not useful in the classification task. Indeed, in
the second classification it has been used only 6 features on the 51 considered in the
previous one: the use of 6 features instead of 51 is reflected in a higher applicability of
the proposed method in the real world. As a matter of fact, the use of a lower number
of features is reflected in a smaller storage space and in a shorter computing time in
order to identify the driver impostor.

Using the best features (All drivers family), these are the results:

• FP rate equal to 0.001 with the J48 and J48graft algorithms;

• Precision, Recall and F-Measure equal to 0.989 using the J48 and the J48graft
classification algorithms;

• Roc Area equal to 0.998 using J48, J48consolidated, and RepTree classification
algorithms.

In order to have a full vision about the single driver identification, I represent using
histogram the obtained performance by the classification algorithms only for the FP
rate considering the classification algorithm able to reach the best performance in the
best feature classification i.e., the J48 algorithm.

Figure 2.8 shows the Precision, obtained classifying using the six best features with
the J48 algorithm, exhibit by the 10 drivers involved in the experiment.

Figure 2.8: Precision and Recall values for the 10 drivers involved in the experiment obtained classifying
the six best features using the J48 algorithm.

The Precision ranges between 0.98 and 0.998 for all the drivers involved in the ex-
periment. This result demonstrates that our method is able to identify on 100 retrieved
instances 98 or 99 that are belonging to the right class (i.e., owner or impostor). In
detail, drivers A, B, E, F, G, and J obtain a precision equal or greater than 0.99; while
drivers C, D, H and I reach a precision equal or greater than 0.98.
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Chapter 2. Behavioral Analysis

Figure 2.8 shows also the Recall, obtained classifying using the six best features
with the J48 algorithm, exhibit by the 10 drivers involved in the experiment.

The Recall ranges between 0.979 and 0.997 for all the drivers involved in the exper-
iment, i.e., is the fraction of relevant instances that are retrieved. The best recall value
is obtained by drivers A (0.997), E (0.997), G (0.995), B (0.991) and F (0.991). The
remaining drivers reach a recall value greater than 0.98 with the only exception of C
driver with a recall equal to 0.979.
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CHAPTER3
Machine Learning on Soccer Analytics

3.1 State of the art

The analysis that can be performed with sport analytics is typically divided into two dif-
ferent parts: bio-mechanical and notational analysis [43]. Both techniques involve the
analysis and improvement of the sport performance giving good feedbacks to coaches
and athletes. Sport biomechanics is concerned with fine detail about individual sport
techniques while, on the other hand, notational analysis is more concerned with gross
movements or movement patterns in games or teams, and is primarily interested in strat-
egy and tactics. These types of analysis are useful because, if I consider the Ill-chosen
performance indicators to evaluate a specific game, it can be possible to highlight ad-
vantageous strategy or important aspect of team performance. In other words, they help
coaches to identify good and bad performances of team member or the whole team [9].

Typically, the main weakness of the current state-of-the-art research is two-fold. The
first one relates to methodologies while the second one relates to the evaluation of the
proposed methods.

With regard to the methodology weakness, literature presents methods analyzing
feature set available only at the end of matches, for instance the number of goal or the
number of red cards received by the players.

This is the reason why it is not possible to predict the result of a match in progress,
and this represents a limitation because in this way the coach is not able to change the
tactic for instance, between the first and the second time.

The second weakness is related to the evaluation of the proposed method. Probably
for the novelty of the topic, the researchers do not have available a dataset of real-
data to analyse the proposed solution and to compare its effectiveness with the other
methods. This is an important issue, because currently it is not possible to compare
the performances of the various methodologies proposed. This problem is discussed by
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Chapter 3. Machine Learning on Soccer Analytics

Rein and colleagues [77]: they stated that one of the main problems in sport analytics
is the lack of available and relevant data and this is becoming an obstacle in itself for
the modelling of tactical decision making in team sports.

From the other side, big data researchers affirm that, with the development of ad-
vanced tracking technologies, this situation will change in a while. Indeed, they sustain
that the amount of available data related to sport analytics is becoming increasingly
difficult to manage [59, 88]: I will assist to the opposite situation, researchers will have
a lot of data available and the difficult task will be the extraction of knowledge from
heterogeneous sources.

One of the most widespread use of sport analytics, in soccer environment, is related
to the prediction of soccer match results. In literature there are several works focused
about the most important factors that influence the results of a game. Clearly, the
winning of a match is not related just to one factor [60], but there are several aspects that
contribute to this end. Considering how widespread are sports, there is an increasing
interest in developing methodologies and techniques aimed to predict a match result
examining a set of indicators [31] (generally based on statistics related to previous
matches).

In [19], the authors propose a new feature set aimed to model a soccer match. The
set is related to characteristics obtainable not only at the end of the match, and it is used
to predict the results of the match and the number of goals scored by the team that won
the game.

In [54], the author has evaluated a set of machine learning algorithms in order to
classify the 3 label result variables i.e., win, draw and loss: authors observed the best
performance with the Multilayer Perceptron algorithm with an accuracy equal to 69.474
% and a ROC area equal to 0.836.

In [49], an approach based on Bayesian Networks to predict match results has been
presented. The analysis shoId that the Bayesian networks is generally superior to other
techniques such as the MC4, a decision tree learner, naive Bayesian learner (NB), and k-
nearest neighbor learner (KNN) for this domain in terms of predictive accuracy. Specif-
ically, authors obtain an accuracy equal to 59% which outperformed other machine
learning models i.e., 41.7% (obtained by the MC4 classification algorithm), 47.86%
(with the NB algorithm) and 50.58% (with the KNN algorithm). A similar analysis has
been proposed in [57] it has been considered the problem of predicting the outcome of
a soccer match finished with a draw at the end of the first half using mainly the infor-
mation stored during the first part of the match. The dataset considered in this study
contains the results of 166 matches and, after removing the attributes containing few
values different from zero, the final set of feature is composed of 27 attributes. Firstly,
the authors have used a feature selection method and, then a classification task on a
three label result variables - home_win, away_win or draw. The RBF network is the
algorithm that performs better, with an accuracy equal to 45%.

In [85] the authors have used multiple classification algorithms such as support vec-
tor machine, random forest and Naive Bayes. The best performing algorithm in that
study is SVM, having an accuracy equal to 0.599 followed by Naive Bayes with an ac-
curacy equal to of 0.55. Random forest is the algorithm with worst performance, with
an accuracy equal to 0.50.

Many studies have been performed on Premier League matches. In [76], it has been
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used a Bayesian networks approach. This research uses predictors as home and away
team shots, home and away team shots on target, home and away corners, half time
home and away team goals, and so on, to predict the match outcome of a team. In par-
ticular, the study considered the English Premier League for the seasons of 2010-2011,
2011-2012 and 2012-2013. It has been used a 10-folds cross-validation to perform
the classification, and the results have an accuracy, in average,equal to 74%. In that
research, the authors use predictors that give direct information on the outcome of a
specific match, so variables that are strongly correlated to the predicted variable, as
goals scored in the first and second half.

In [6] the authors demonstrate the building of a generalized predictive model for
predicting the results of the English Premier League. Firstly, the authors have used
feature engineering and exploratory data analysis to create a feature set for determining
the most important factors for predicting the results of a football match. Then, a highly
accurate predictive system using machine learning has been created. The best model
of that study uses gradient boosting, achieving a performance of 0.2156 on the ranked
probability scores (RPS) metric for game weeks 6 to 38 for the English Premier League.
A different feature set is considered in [39]: they obtain a lower average accuracy if
compared to the method I propose (even if they consider also the draw matches).

In [12] the authors suggest that a key factor in soccer match outcome prediction
lies in the successful incorporation of domain knowledge into the machine learning
modeling process.

In soccer, there are other types of work concerning specific aspects of the game or
player performance analysis. For example, in [34] it has been presented a model that
quantifies the expected outcome of a soccer possession at any time during the posses-
sion, driven by a fine-grained evaluation of the full spatio-temporal characteristics of
the 22 players and the ball. In [52] the authors try to examine who are the best players
in European football, and demonstrate how the players’ ratings evolve over time, using
plus-minus rating. Finally, in [86] it has been proposed a weighted plus/minus metric
to be used as an instrument to evaluate player performance.

3.2 Soccer Match Outcome

In this section I propose a method to analyze the game, in real-time, in order to predict
match results in the context of the soccer game and it is also able to determine whether
the match under analysis will be win with more or less than two goals (in order to
provide a more fine-grained prediction).

In a nutshell, exploiting super-visioned machine learning algorithms, I build two
models: the first one to abstract the win or loss of a match, while the second one able to
model the number of goals scored by the winning team. I consider a feature set related
to characteristics obtainable not only at the end of the match, but also when the match
is in progress.

The study deals with two research questions:

• RQ1: is it possible to predict soccer match results exploiting machine learning
techniques?

• RQ2: is it possible to predict the goal number of the winning soccer team exploit-
ing machine learning techniques?
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The chapter proceeds as follows: Subsection 3.2.1 deeply describes and motivates the
proposed method; Subsection 3.2.2 contains information about the dataset used in the
study; Subsection 3.2.3 illustrates the results of the experiments.

3.2.1 Method

In this section I present the proposed method depicted in Figure 3.1. It is divided in
two main phases: the Model Building (i.e., Phase I in Figure 3.1) and the 2-step Result
Prediction (i.e., Phase II in Figure 3.1).

Figure 3.1: Flowchart of the proposed method.

The Model Building phase is related to the training aimed to build the two models to
predict the match result and the goal number and it is composed by following modules:

• match reports: this module is able to data acquisition in raw format from com-
pleted matches using a plethora of information sources, for instance, digital news-
papers, sport websites and RSS feed;

• feature cleaning and preprocessing: the aim of this module is to filter the raw
data obtained in the previous step in order to extract the feature set for each match
that will be considered in the two models. Basically, from the raw data for the
matches, the output of this module is a Ill-formatted CVS file in which, for each
examined match, the considered features appear;

• match model building: this module considers the feature set obtained in the pre-
vious step to build a model using the win or lose label associated to each feature
vector (i.e., a match);

• goal model building: this module considers the feature set obtained in the previous
step to build a model using the < 2 or >= 2 label associated to each feature vector
(i.e., a match). The < 2 label is related to a match won with a number of goals
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3.2. Soccer Match Outcome

less than 2, while the >= 2 label is associated to a match won with a number of
goals equal or greater than 2.

Once obtained the two models related to the main result of the match and to the goal
number, the 2-step Result Prediction phase has the responsibility to evaluate the results
(in terms of win/lose and number of goals) of new matches. As a matter of fact, the
features vector evaluated in the proposed method can be also used to evaluate match
in progress, for instance the coach, between the first and second half, could be able to
real-time predict the outcome of the match, and then think about changing the game
strategy in order to win the game.

The 2-step Result Prediction phase is composed by following modules:

• match under analysis: the aim of this module is the same of the first module in the
Model Building phase: in the real-world the developed method can be also used
from coaches inserting by hand the reports related to previous match or the partial
result of a match;

• feature cleaning and preprocessing: this module is responsible to obtain the fea-
ture set from the raw information obtained in the previous step, in addition it is
also able to parse the information inserted by the coach using an interface pro-
vided by the system in order to convert the information into a feature vector to
input the two models built in the Model Building phase;

• match predictor: this module represents the match evaluator. It takes as input
the feature vector and tests it against the model built in the match model building
module of the Model Building phase (this is the reason why the inputs of the match
predictor module are the match model building module and the feature vector).
The output of this module is a label: win whether the prediction, considering the
analysed feature vector, is a win of the match under analysis or lose, whether the
prediction is a lose of the match;

• goal predictor: this module represents the goal evaluator. The inputs of this mod-
ule are the goal model building module and the feature vector. Whether the match
predictor module predicts a win of the match under analysis, the goal predictor
module analyses the feature vector in order to predict whether the analysed match
will be win with a number of goals less then two (in this case the feature vector
will be marked with the < 2 label) or with a number of goals equal of greater than
two (in this case the feature vector will be marked with the >= 2 label).

Once depicted the high-level architecture of the proposed method, I discuss in details
the feature vector I considered to build the two models. Table 3.1 shows the considered
features. I consider from the initial dataset only 20 features i.e., the best feature set
obtained using the Best-first search principal component analysis.

I designed an experiment in order to evaluate the effectiveness of the feature vector
that I propose to detect the match results and the number of goal.

The evaluation consists of classification analysis aimed at assessing whether the
features are able to correctly classify between won and lose matches.

In order to perform the classification task, I selected six different classification algo-
rithms (to improve the conclusion validity): J48, SMO, RepTree, Random Forest and
MLP. For details about the algorithms the reader can refer to [98].
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Table 3.1: Features involved in the study.

Feature Description Info
F1 jog_distances_km_home path covered by the home team

at low intensity exp. in Km.
F2 sprint_distance_km_away path covered by the away team

at a high intensity exp. in Km.
F3 average_speed_km_home home team average speed exp. in Km/h.
F4 y_center_gravity_medium_1T_home y coordinate of the gravity center of the home team,

in the first half.
F5 y_center_gravity_medium_1T_away y coordinate of the gravity center of the away team,

in the first half.
F6 y_center_gravity_own_1T_away y coordinate of the gravity center of the away team

team during the attacking phase, in the first half.
F7 y_center_gravity_own_2T_away y coordinate of the gravity center of the away team

team during the defensive phase, in the second half.
F8 possession_half_away_field_percentage_home percentage of soccer ball possession in

the opposite half of the home team.
F9 possession_percentage_home percentage of possession of the

home team, during the full match.
F10 possession_half_home_field_seconds_home time of soccer ball possession, in seconds,

in their own half of the home team.
F11 possession_0_15_1T_home time of home team possession, in seconds,

from 0 minute to 15 minutes, in the first half.
F12 possession_16_30_1T_home time of home team possession, in seconds,

from 16 minutes to 30 minutes, in the first half.
F13 possession_31_45_1T_home time of home team possession, in seconds,

from 31 minutes to 45 minutes, in the first half.
F14 possession_0_15_1T_away time of away team possession, in seconds,

from 0 minute to 15 minutes, in the first half.
F15 possession_16_30_1T_away time of away team possession, in seconds,

from 16 minutes to 30 minutes, in the first half.
F16 possession_31_45_1T_away time of away team possession, in seconds,

from 31 minutes to 45 minutes, in the first half.
F17 possession_0_15_2T_away time of away team possession, in seconds,

from 0 minute to 15 minutes, in the second half.
F18 balls_recovered_midfield_right_away number of recovered on the right

of the midfield area from the away team.
F19 attacks_from_center_away number of away team attacks from

the center of the field.
F20 possession_midfield_opposing_percentage_away midfield possession in percentage

of away team

3.2.2 Dataset

The dataset has been constructed from the PDF files match report provided by the Serie
A league, for each match of the season 2017-20181. The dataset contains 98 attributes
and 378 instances. Each instance represents a specific match in the league.

I have different types of attributes, for each team of the match, as:

• attributes that give us information about possession, in each half time;

• attributes that give us information about the spatial disposition of the player in the
field - area, measured in mt2, or the center of gravity of the team in attacking and
defensive stage;

• attributes that gives us information about the goals scored and conceded;

• other types of information about the teams participating to the specific match.

The data were obtained using a Java script developed by the authors able to retrieve
the required information and to create the dataset.

1
http://www.legaseriea.it/it
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3.2.3 Evaluation

In the follow we present the descriptive statistics in order to provide statistical evidence
that the considered feature set are discriminating between lose and win matches; and
the classification analysis aimed to build model able to predict real-world match results
in terms of won and lose matches and number of goal of the winning team.

Figures 3.2, 3.3, 3.4 and 3.5 depict the violin plots related to a subset of the consid-
ered features (for reason of space I do not represent all the violin plots related to the
feature set under analysis).

In a nutshell, the violin plots represent the distributions related to teams that have
lost (represented with the lose label) and team that have won (represented with the win
label): the wide horizontal part in the violin plots represent the points where there are
more observations for the analysed feature.

Figure 3.2: Violin plot related to F1: jog_distances_km_home.

Figure 3.3: Violin plot related to F20: possession_midfield_opposing_percentage_away.

The violin plot in Figure 3.2 shows the distributions related to teams that have lost
(represented with the lose label) and teams that have won (represented with the win
label) for the F1 feature (i.e., average_speed_km_home): analysing the violin plot it
seems that the teams that won the matches run through more kilometers if compared to
loser teams. Anyway, the difference between the win and lose teams is not so relevant
even if it is present (both of them are ranging between 25 and 30 km).

The F20 feature distributions (i.e., possession_mid-field_opposing_percentage_away)
are shown in the violin plot in Figure 3.3. From distribution analysis it appears that most
of the observations related to the lose label exhibit a slightly higher value than the ones
obtained for the win label. This is the reason why I can state that possession during
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Figure 3.4: Violin plot related to F9: possession_percentage_home.

Figure 3.5: Violin plot related to F3: average_speed_km_home.

the match it is not directly related to the winning of a match, at least for the part of the
camp of the opposing team.

The violin plot in Figure 3.4 shows the distributions for the possession_percentage_home
(i.e., the F9 feature). This feature is related to possession when the team under analysis
is playing at home. From the violin plot analysis it emerges that the for the F9 feature
the teams that won exhibit an instance value slightly higher than the one obtains from
the lose teams.

The violin plot in Figure 3.5 shows the distributions for the average_speed_km_home
(i.e., the F3 feature). In this case the distributions do not exhibit particular differences
between lose and win matches; as a matter of fact, the speed of players for won and lose
teams is ranging between 6 and 7 km/h. The distribution related to the lose matches is
slightly wider at the top compared with the win distribution: this is symptomatic that
the lose teams possess more observations in the range from 7 to 7.5 km/h than the win
one: this is symptomatic that to win a soccer match it is not relevant that the players
have to run faster to the opposite team.

The classification analysis consisted of building classifiers in order to evaluate the
feature vector accuracy to distinguish between win and lose matches.

For training the first classifier (the one related to the match model building module in
Figure 3.1), I defined T as a set of labeled messages (M, l), where each M is associated
to a label l 2 {win, lose}. For each M I built a feature vector F 2 Ry, where y is the
number of the features used in training phase (y = 20). The label win is associated to a
won match, while the label lose is related to a lose match.

To train the second classifier i.e., the goal model building in Figure 3.1 I consider
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the a similar procedure like the one followed for the match model building module. In
this case I defined T as a set of labeled messages (M, l), where each M is associated to a
label l 2 {< 2, >= 2} using the same feature vector considered in the previous model.
The label < 2 is associated to a won match with a number of goal less to 2, while the
label >= 2 is related to a match won with a number of goal equal or greater than 2.

For the learning phase, I use a k-fold cross-validation [5]: the dataset is randomly
partitioned into k subsets. A single subset is retained as the validation dataset in order
to evaluate the obtained model, while the remaining k�1 subsets of the original dataset
are considered as training data. I repeated the process for k = 20 times; each one of
the k subsets has been used once as the validation dataset [69, 87]. To obtain a single
estimate, I computed the average of the k results from the folds.

The procedure is repeated two times: for the match model building and the goal
model building modules.

I evaluated the effectiveness of the classification method with the following proce-
dure:

1. build a training set T⇢D;

2. build a testing set T 0 = D÷T;

3. run the training phase on T;

4. apply the learned classifier to each element of T 0.

In the flowchart depicted in Figure 3.1 the evaluation of the match model building
is represented by the match predictor module, while the evaluation of the goal model
building is represented by the goal predictor module.

Each classification was performed using 95% of the dataset as training dataset and
5% as testing dataset employing the full feature set.

As shown in Table 3.2, I obtain an average precision ranging from 0.735 (with the
J48 algorithm) to 0.843 with the Random Forest algorithm. With regard to the recall,
this metric in average is ranging from 0.684 (with the RepTree algorithm) to 0.842
(obtained with the SMO and the Random Forest algorithm.).

RQ1 response: the obtained results show that machine learning techniques can be
able to predict soccer match results. The best performances in terms of precision and
recall Ire obtained by the Random Forest algorithm, with a precision equal to 0.857 and
a recall equal to 0.750 to predict a won match.

As previously discussed, for each classification I considered 95% of the dataset as
training dataset and 5% as testing dataset employing the full feature set.

In order to show the performances when the training set is increasing, Figure 3.6
depicts the precision and recall trend with training set percentages ranging from 90%
to 95%.

When the model is built with the 90% of the training set, both the precision and the
recall are equal to 0.739. The best performances are obtained when the training set is
equal to 95% (obtaining a precision equal to 0.833 and a recall equal to 0.909).

I adopted this fragmentation between training and testing dataset considering the
limited number of instances in the dataset (with the aim to build a more accurate model
to predict match results and the goal number) [20, 48, 64].

Table 3.3 shows the results obtained in the evaluation of the goal predictor module.

33



i
i

“output” — 2022/3/9 — 8:21 — page 34 — #48 i
i

i
i

i
i

Chapter 3. Machine Learning on Soccer Analytics

Table 3.2: Classification results for match prediction: FP rate, Precision, Recall, F-Measure and Roc
Area computed with J48, SMO, RepTree, Random Tree, Random Forest and Multilayer Perceptron
classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
0.375 0.750 0.818 0.783 0.841 lose

J48 0.182 0.714 0.625 0.667 0.841 win
0.294 0.735 0.737 0.734 0.841 average
0.250 0.833 0.909 0.870 0.830 lose

SMO 0.091 0.855 0.748 0.800 0.830 win
0.183 0.843 0.839 0.840 0.830 average
0.750 0.647 1.000 0.786 0.841 lose

Rep Tree 0.000 1.000 0.250 0.400 0.841 win
0.434 0.796 0.684 0.623 0.841 average
0.250 0.800 0.727 0.762 0.739 lose

Random Tree 0.273 0.667 0.750 0.706 0.739 win
0.260 0.744 0.737 0.738 0.739 average
0.250 0.833 0.909 0.870 0.955 lose

Random Forest 0.091 0.857 0.750 0.800 0.955 win
0.183 0.843 0.842 0.840 0.955 average
0.375 0.786 0.769 0.880 0.830 lose

Multilayer Perceptron 0.180 0.722 0.625 0.769 0.830 win
0.292 0.754 0.697 0.833 0.830 average

Figure 3.6: Bar charts related to precision and recall with different training set percentages (from 90% to
95%) using the Random Forest algorithm.

The best algorithm for goal number prediction is RandomForest, with an average
precision equal to 0.862 and an average recall equal to 0.868. The less performing
algorithms is J48, with an average precision equal to 0.749 and an average recall equal
to 0.699. RandomForest algorithm outperforms the other algorithms since it considers
a multitude of trees differently from the other considered classification approaches.

RQ2 response: the goal prediction analysis demonstrate that machine learning tech-
niques exhibit the ability to predict the number of goals scored by the winning team. In
detail, the Random Forest algorithm obtained a precision equal to 0.879 in the number
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Table 3.3: Classification results for goal prediction: FP rate, Precision, Recall, F-Measure and Roc
Area computed with J48, SMO, RepTree, Random Tree, Random Forest and Multilayer Perceptron
classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Goal Prediction
0.643 0.749 0.799 0.756 0.721 < 2

J48 0.071 0.750 0.600 0.667 0.721 >= 2
0.678 0.749 0.699 0.711 0.721 average
0.500 0.873 0.967 0.921 0.733 < 2

SMO 0.033 0.800 0.500 0.615 0.733 >= 2
0.402 0.860 0.861 0.856 0.733 average
0.400 0.867 0.929 0.897 0.929 < 2

RepTree 0.071 0.750 0.600 0.667 0.929 >= 2
0.836 0.842 0.842 0.836 0.929 average
0.500 0.879 0.967 0.921 0.733 < 2

RandomTree 0.033 0.800 0.500 0.615 0.733 >= 2
0.402 0.862 0.868 0.856 0.733 average
0.500 0.879 0.967 0.921 0.733 < 2

RandomForest 0.033 0.800 0.500 0.615 0.733 >= 2
0.402 0.862 0.868 0.856 0.733 average
0.400 0.867 0.929 0.897 0.929 < 2

MultilayerPerceptron 0.071 0.750 0.600 0.667 0.929 >= 2
0.836 0.842 0.842 0.836 0.929 average

of goal prediction less than two, and a precision equal to 0.8 in the number of goal
prediction equal or greater to two.

3.3 Soccer Player Position

In this section, I propose an approach to predict the player positions in a soccer match
that can be used to verify, also in real-time, if a specific player observes the guidelines
given by the coach. Additionally, this method can be used after the match, to analyze
the behaviour of the team and make considerations on several aspects to improve per-
formances during the training; or to analyze the next opponent team in order to get
some kind of information that can be used to obtain a strategical advantage before the
match. Similar objectives have never been considered yet with our best knowledge.
In this method, I exploit supervised machine learning techniques by considering sev-
eral classification algorithms to enforce the conclusion validity. In detail, the proposed
method exploits features related to the relative positions of the ball in x and y axis, other
features as, for instance, the player speed.

The analysis proceeds as follows: Subsection 3.3.1 contains the proposed method-
ology for soccer player position detection; in Subsection 3.3.2 it has been showed the
dataset used in the analysis; Subsection 3.3.3 presents the experimental results.

3.3.1 Method

I propose a methodology to identify the zone in which a specific player is located,
starting from other types of information such as the position of the ball and the direction
toward the player are moving and looking at. It is important to know and describe
the position of a player in terms of the ball position and body orientation in order to
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construct a model that can be used to predict, in each specific moment and tactical
situation, in which zone of the field a player should be located in. Additionally, with
this approach, when there is a negative event for a specific team, such as, for example, a
goal conceded, the constructed model can be used to verify if a specific player or group
of players I in a wrong position, respect than the coach instructions. The important
point of this methodology is that it can be applied also to real-time data, extracted from
a specific time window during a game, in order to verify, for example, if a player or
group of them observe the coach guidelines.

Specifically, the method that I propose is depicted in Figure 3.7 and it is character-
ized by 4 different steps:

Figure 3.7: Methodology.

• Real-Time Data Acquisition

• Dataset Creation

• Data Discretization

• Supervised Learning

Real-Time Data Acquisition

The first step is about the data collection. The proposed methodology can consider, as
source of information, video capturing method and advanced tracking system, like GPS
system. These technologies allow to analyze real-time data, acquired, for example, in a
specific time window - every 15 minutes.

Clearly, video capturing systems are widely used in sport environments all over the
world, and a great effort has been put into building deep learning algorithms and com-
puter systems for tracking object in videos, including sports. These types of systems
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allow us to collect a lot of data, but all types of algorithms and systems have their
strengths and weaknesses. For example, video capturing systems are very sensitive to
the lightning and environmental conditions, such as weather conditions, that are diffi-
cult to control, but, on the other hand, they provide a great amount of data to analyze.

For these reasons, it could be useful to combine different data acquisition approaches,
such as video capturing method and tracking systems, in order to obtain better results.

Dataset Creation

The second step of our methodology is about the dataset construction, that contains the
information that I have to use to perform our analysis. In this phase, it can be used some
algorithms, like normalization techniques, that allow us to do some operations on the
data to get it more understandable. At the end, the dataset has to contain information
about the position of the players involved in the game, the position of the ball and
information about players’ body orientation and movements.

Data Discretization

After the dataset creation, a discretization operation on player position variables (x_player
and y_player) has been performed. Discretization is the process that allows to trans-
form continuous variables, models or functions into a discrete form. To do this, a set of
contiguous intervals (or bins) that go across the desired range has been created. After
that, each evaluation of player positions, in x-axis and y-axis, is assigned to one of these
intervals.

In soccer scenario, discretizing player position variables, means that I divide the
pitch into k equal-width zones and I assign each evaluation to one of these zones (Fig-
ures 3.8 and 3.9 represent a discretization with k=3). I have to perform the discretization
operation only on the variables that I want to classify (player position variables), in or-
der to assign, to each player, a specific label which represents the zone occupied by that
player.

Supervised Learning

In the fourth step, it has been performed a classification operation. Specifically, for this
purpose, it can be used different supervised machine learning techniques. The variables
that I want to predict are those related to the positions of the players (x_position and
y_position). In our specific case, the classification consists in the assignment of a spe-
cific zone of the pitch to each player involved in the game, based on the predictors that I
have at our disposal (ball position, heading, direction and speed). In such a way, I want
to understand if there exist some predictors that are very informative and discriminant
in order to explain the position of a player in the field.

There are different types of classification algorithms that can be used for these pur-
poses and, in the experimental results section, about our analysis, I have shown only
those that are referred to the tree-based classification algorithms, since with these I
obtain the best results.
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Figure 3.8: Division of the pitch on x-axis into three zones.

Figure 3.9: Division of the pitch on y-axis into three zones.

3.3.2 Dataset

For our purposes, the dataset used has been constructed in [75]. In this work, the
authors have proposed a dataset of elite soccer player movements and ball position
information. The dataset is captured at Alfheim Stadium, the home arena of Tromsø
(Norway), during the match against Tottenham Hotspur. All the data refers to the home
team. The player positions are measured at 20 Hz using the ZXY Sport Tracking system
that is based on a two-dimensional positional coordinate system, inside the stadium in
which the game is played. This means, that I have 20 evaluations per second for each
player of the home team, for both axes of the pitch (X and Y axes).
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The reference system is composed by two-dimensional positional coordinates in
which the positive x-axis points to the right with respect to the camera shooting, along
the side of the field; while the positive y-axis points upwards, along the short edge of
the field, as shown in Figure 3.10.

Figure 3.10: Pitch reference system.

The position (0,0) is located in the lower-left corner of the image captured by the
camera. The soccer pitch is 105 mt ⇥68 mt of dimension so, the values for x_position
and y_position are, respectively, in the range of 0 6 x 6 105 and 0 6 y 6 68.

The variables referred to the players are represented in Figure 3.11.

Figure 3.11: Samples from the 20 Hz ZXY sensor traces.

About the ball position, instead, the information has been extracted manually by
the researchers from video analysis. Merging the ball and players information, and
removing some useless variables, I have obtained a dataset with approximately 495.000
observations and 7 variables, that are represented in Table 3.4.

3.3.3 Evaluation

In this subsection I present the results obtained.
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Feature Description Info
F1 x_player Relative position, in meters, of the player, on the x-axis.
F2 y_player Relative position, in meters, of the player, on the y-axis.
F3 heading Direction to the player is facing, in radians, where 0 is the direction of the y-axis.
F4 direction Direction to the player is travelling, in radians, where 0 is the direction of the y-axis.
F5 speed Player speed, in meters per seconds.
F6 x_ball Relative position, in meters, of the ball, on the x-axis.
F7 y_ball Relative position, in meters, of the ball, on the y-axis.

Table 3.4: Predictors used in the classification analysis.

For our analysis, I have considered three different discretizations of the variables
that I want to classify, x_position and y_position of each player. Specifically, the two
features have been discretized into 3, 4 and 5 labels. Each label represents a single zone
with which I divide the field. So, if I consider a 3-label discretization, I are considering
the pitch divided into three equal-width zones. Our goal is to assign the position of
each player, in terms of x-axis and y-axis, to a specific zone.

In order to evaluate the classification that I have performed, five different metrics
have been considered: false positive rate, precision, recall, F-Measure and Roc area. I
have obtained, for each metrics, a value for each zone and an average value.

As previously discussed, for each classification I considered 95% of the dataset as
training dataset and 5% as testing dataset employing the full feature set.

For the experimental analysis and for each type of classification, are presented the re-
sults in relation to four different tree-based algorithm: J48, Rep Tree, Random Tree and
Hoeffding Tree. The analysis has been performed also using other types of algorithm,
that are not illustrated since the results are really low. For each type of discretization
used in the analysis, the best results are obtained in correspondence of the Random Tree
algorithm; while, the worst performance, among the algorithms used, is for Hoeffding
Tree.

For what concern the 3-label classification, I obtain an accuracy of 0.954 for x posi-
tion and 0.920 for y position. The algorithm with the worst performance is Hoeffding
Tree with an accuracy of 0.781 for x position analysis and 0.668 for y position analysis.

In Figure 3.12 and Figure 3.13, it has been show the confusion matrices for Random
Tree algorithm, with a 3 label discretization.

As I have said before, also for the 4-label classification, the algorithm that performs
Ill is Random Tree with an accuracy of 0.936 for x position and 0.898 for y position;
while, with the Hoeffding Tree, I obtain 0.678 (x-axis) and 0.583 (y-axis). The confu-
sion matrices for Random Tree algorithm are set below (Figure 3.14 and Figure 3.15).

Finally, with the 5-label classification I have results that are very similar to the pre-
vious discretization. Specifically, I obtain 0.924 and 0.893 in relation to, respectively,
x and y axis, with Random Tree. The worst performance is, even in this case, for the
Hoeffding Tree algorithm with an accuracy of 0.621 (x-axis) and 0.534 (y-axis). The
confusion matrices for Random Tree algorithm are set below (Figure 3.16 and Fig-
ure 3.17).

For all the analysis performed the level of accuracy of the other two algorithms, J48
and Rep Tree, is slightly lower with respect to the best algorithm, Random Tree. An-
other aspect of the results obtained is that, for each level of discretization, the number
of FP and FN is the same, since the precision and accuracy take the same value for each
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3.3. Soccer Player Position

Figure 3.12: Confusion matrix for Random Tree Algorithm in x-axis position prediction (k=3).

Figure 3.13: Confusion matrix for Random Tree Algorithm in y-axis position prediction (k=3).

algorithm.
Starting from the results obtained, I can conclude that I are able, with this methodol-

ogy, to identify the position of a player with a good level of accuracy. This is important
because the coach can verify if a specific player, in a certain game situation, respect his
guidelines in terms of position. This can be useful when the coach wants to obtain a
general comprehension of the position of each player, in every game situation, based
on the ball position.
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Chapter 3. Machine Learning on Soccer Analytics

Figure 3.14: Confusion matrix for Random Tree Algorithm in x-axis position prediction (k=4).

Figure 3.15: Confusion matrix for Random Tree Algorithm in y-axis position prediction (k=4).
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3.3. Soccer Player Position

Figure 3.16: Confusion matrix for Random Tree Algorithm in x-axis position prediction (k=5).

Figure 3.17: Confusion matrix for Random Tree Algorithm in y-axis position prediction (k=5).
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Chapter 3. Machine Learning on Soccer Analytics

Table 3.5: Classification results for x player position (3-labeled): FP rate, Precision, Recall, F-Measure
and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree and Decision
Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.007 0.901 0.885 0.892 0.966 Zone 1

0.060 0.958 0.961 0.959 0.965 Zone 2
0.028 0.948 0.946 0.947 0.973 Zone 3
0.045 0.950 0.950 0.950 0.968 Average

Rep Tree 0.007 0.901 0.885 0.892 0.966 Zone 1
0.060 0.958 0.961 0.959 0.965 Zone 2
0.02 0.948 0.946 0.947 0.973 Zone 3

0.045 0.950 0.950 0.950 0.968 Average
Random Tree 0.007 0.907 0.895 0.901 0.944 Zone 1

0.055 0.962 0.963 0.963 0.954 Zone 2
0.026 0.951 0.951 0.951 0.962 Zone 3
0.041 0.954 0.954 0.954 0.957 Average

Hoeffding Tree 0.016 0.570 0.300 0.393 0.902 Zone 1
0.293 0.806 0.857 0.830 0.864 Zone 2
0.116 0.779 0.766 0.772 0.911 Zone 3
0.213 0.781 0.788 0.781 0.883 Average

Table 3.6: Classification results for y player position (3-labeled): FP rate, Precision, Recall, F-Measure
and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree and Decision
Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.024 0.865 0.852 0.859 0.947 Zone 1

0.078 0.908 0.919 0.914 0.943 Zone 2
0.040 0.936 0.927 0.932 0.962 Zone 3
0.055 0.912 0.912 0.912 0.951 Average

Rep Tree 0.034 0.806 0.778 0.792 0.949 Zone 1
0.117 0.865 0.893 0.879 0.940 Zone 2
0.052 0.916 0.893 0.904 0.965 Zone 3
0.079 0.876 0.875 0.875 0.951 Average

Random Tree 0.023 0.876 0.872 0.874 0.925 Zone 1
0.069 0.918 0.923 0.921 0.927 Zone 2
0.039 0.938 0.934 0.936 0.947 Zone 3
0.050 0.920 0.920 0.920 0.935 Average

Hoeffding Tree 0.022 0.589 0.174 0.268 0.806 Zone 1
0.478 0.616 0.913 0.736 0.782 Zone 2
0.047 0.897 0.641 0.747 0.869 Zone 3
0.240 0.721 0.693 0.668 0.820 Average
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3.3. Soccer Player Position

Table 3.7: Classification results for x player position (4-labeled): FP rate, Precision, Recall, F-Measure
and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree and Decision
Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.005 0.892 0.881 0.887 0.964 Zone 1

0.026 0.896 0.881 0.888 0.959 Zone 2
0.082 0.945 0.953 0.949 0.957 Zone 3
0.015 0.921 0.917 0.919 0.971 Zone 4
0.057 0.929 0.930 0.929 0.960 Average

Rep Tree 0.070 0.837 0.814 0.825 0.975 Zone 1
0.036 0.853 0.826 0.839 0.961 Zone 2
0.121 0.920 0.935 0.927 0.957 Zone 3
0.021 0.888 0.876 0.882 0.978 Zone 4
0.083 0.898 0.899 0.898 0.962 Average

Random Tree 0.004 0.903 0.895 0.899 0.945 Zone 1
0.024 0.903 0.898 0.900 0.937 Zone 2
0.072 0.951 0.955 0.953 0.941 Zone 3
0.014 0.925 0.922 0.924 0.954 Zone 4
0.051 0.936 0.936 0.936 0.943 Average

Hoeffding Tree 0.009 0.510 0.220 0.308 0.900 Zone 1
0.070 0.598 0.416 0.491 0.829 Zone 2
0.455 0.736 0.855 0.791 0.806 Zone 3
0.069 0.612 0.566 0.588 0.907 Zone 4
0.297 0.679 0.695 0.678 0.831 Average

Table 3.8: Classification results for y player position (4-labeled): FP rate, Precision, Recall, F-Measure
and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree and Decision
Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.014 0.855 0.846 0.851 0.942 Zone 1

0.059 0.860 0.867 0.864 0.931 Zone 2
0.062 0.871 0.872 0.872 0.932 Zone 3
0.018 0.955 0.949 0.952 0.977 Zone 4
0.044 0.891 0.891 0.891 0.945 Average

Rep Tree 0.020 0.781 0.755 0.768 0.953 Zone 1
0.089 0.793 0.809 0.801 0.927 Zone 2
0.092 0.810 0.818 0.814 0.927 Zone 3
0.024 0.940 0.920 0.930 0.982 Zone 4
0.065 0.840 0.839 0.840 0.945 Average

Random Tree 0.013 0.867 0.861 0.864 0.924 Zone 1
0.055 0.870 0.874 0.872 0.910 Zone 2
0.058 0.879 0.880 0.879 0.911 Zone 3
0.018 0.956 0.953 0.955 0.968 Zone 4
0.042 0.898 0.898 0.898 0.928 Average

Hoeffding Tree 0.016 0.475 0.153 0.232 0.824 Zone 1
0.244 0.456 0.487 0.471 0.726 Zone 2
0.323 0.489 0.640 0.554 0.742 Zone 3
0.017 0.947 0.747 0.835 0.927 Zone 4
0.184 0.611 0.583 0.583 0.798 Average
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Table 3.9: Classification results for x player position (5-labeled): FP rate, Precision, Recall, F-Measure
and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree and Decision
Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.003 0.889 0.879 0.884 0.962 Zone 1

0.010 0.880 0.873 0.876 0.960 Zone 2
0.044 0.909 0.908 0.909 0.955 Zone 3
0.044 0.935 0.939 0.937 0.961 Zone 4
0.011 0.913 0.906 0.910 0.966 Zone 5
0.041 0.918 0.918 0.918 0.960 Average

Rep Tree 0.005 0.825 0.796 0.810 0.975 Zone 1
0.015 0.825 0.800 0.812 0.970 Zone 2
0.065 0.866 0.873 0.869 0.957 Zone 3
0.077 0.908 0.913 0.910 0.965 Zone 4
0.016 0.873 0.858 0.866 0.977 Zone 5
0.059 0.881 0.881 0.881 0.964 Average

Random Tree 0.003 0.894 0.881 0.887 0.939 Zone 1
0.010 0.886 0.886 0.886 0.938 Zone 2
0.040 0.917 0.916 0.916 0.938 Zone 3
0.050 0.940 0.944 0.942 0.947 Zone 4
0.011 0.915 0.909 0.912 0.949 Zone 5
0.038 0.924 0.924 0.924 0.943 Average

Hoeffding Tree 0.007 0.414 0.163 0.234 0.913 Zone 1
0.026 0.491 0.290 0.365 0.872 Zone 2
0.240 0.577 0.681 0.625 0.805 Zone 3
0.245 0.717 0.731 0.721 -0.842 Zone 4
0.048 0.540 0.441 0.485 0.909 Zone 5
0.197 0.622 0.630 0.621 0.842 Average
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Table 3.10: Classification results for y player position (5-labeled): FP rate, Precision, Recall, F-
Measure and Roc Area computed with J48, RepTree, Random Tree, Naive Bayes, Hoeffding Tree
and Decision Stump classification algorithms.

Algorithm FP rate Precision Recall F-Measure Roc Area Result Prediction
J48 0.010 0.845 0.840 0.843 0.941 Zone 1

0.034 0.835 0.842 0.838 0.935 Zone 2
0.060 0.861 0.867 0.864 0.929 Zone 3
0.040 0.853 0.845 0.849 0.931 Zone 4
0.010 0.972 0.968 0.970 0.986 Zone 5
0.035 0.882 0.882 0.847 0.946 Average

Rep Tree 0.013 0.783 0.751 0.767 0.955 Zone 1
0.050 0.762 0.769 0.765 0.939 Zone 2
0.088 0.799 0.819 0.809 0.930 Zone 3
0.057 0.789 0.775 0.782 0.936 Zone 4
0.012 0.963 0.952 0.957 0.991 Zone 5
0.051 0.831 0.831 0.831 0.950 Average

Random Tree 0.008 0.865 0.859 0.862 0.925 Zone 1
0.031 0.853 0.858 0.856 0.914 Zone 2
0.053 0.876 0.878 0.877 0.912 Zone 3
0.038 0.862 0.859 0.860 0.910 Zone 4
0.009 0.973 0.972 0.972 0.981 Zone 5
0.032 0.893 0.893 0.893 0.930 Average

Hoeffding Tree 0.012 0.421 0.137 0.207 0.835 Zone 1
0.064 0.374 0.186 0.248 0.737 Zone 2
0.377 0.445 0.705 0.546 0.740 Zone 3
0.147 0.422 0.390 0.405 0.755 Zone 4
0.011 0.963 0.839 0.897 0.957 Zone 5
0.159 0.558 0.549 0.534 0.803 Average
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CHAPTER4
Formal Methods in Soccer Analytics

4.1 State of the art

As I have said in the previous chapter, soccer represents one of the best examples of
team work. Even though the success of a team is ordinarily defined in terms of its wins
and losses, these wins and losses are the results of complex and intriguing interactions
between the performances of individual players of the two teams and also the uncer-
tainties pertinent to the situation. Because of this complex nature of interaction, it is
difficult to decide upon the suitable set of attributes which can be used to evaluate a
team behavioural style [67]. Currently, it is popular to rely on soccer experts that, typ-
ically, assign ratings to players and teams, to assess and compare their performances.
There is a latent knowledge used by experts for these ratings which might be difficult
to define.

Sports performance analysis enables the coach, players and managers to objectively
assess and thereby improve their sporting performance. For this reason, from a strategic
point of view, there is an increasing interest in this research field. In particular, team
behavioural analysis, aimed to detect the team style, is attracting interest [17]. Team
behaviour analysis is aimed to study and to understand the behaviour of the full team to
establish a specific profile about it [28]. It has firstly been used in psychology [21] and
since a few years, it has been implemented in information technology [45]. Modeling
the team behaviour is not a trivial task, considering that soccer team can be considered
as a complex social system [70], whose performance crucially depends on its ability to
coordinate the behaviour of its members in such a way that goals are scored and the
opponents’ attempts to score are blocked [93]. In this context, one most interesting
aspects of soccer team behaviour concerns the modelling of the ball passes between the
players. While the positions and roles of players in modern football are loosely defined,
the general schematic path of moving the ball is far more defined. Typically, the ball
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Chapter 4. Formal Methods in Soccer Analytics

passes from the first line of defense through the midfield, where most of the passes
take place, and up to the attack by players (i.e., a goal poacher) who aim to score. The
fact that most ball passes take place at the midfield is almost self-evident as this is the
major medium through which the ball moves from the team’s first line to the forward
players. This pattern can be easily observed in sites of soccer statistics1. Passing the
ball represents a highly complex and coordinated activity that must maintain an optimal
balance between players.

In the previous chapter, it has been used machine learning techniques in the sport an-
alytics context, but with regard to these techniques, there are several well-known weak-
nesses. For instance, linear regression (one of the most widespread machine learning
algorithms) performs poorly when there are non-linear relationships (as in the case of
human behaviour modeling). They are not naturally flexible enough to capture more
complex patterns. The decision tree based algorithms, another category of supervised
machine learning algorithm widespread for a plethora of task, consider individual trees,
prone to over-fitting because they can keep branching until they memorize the training
data [54]. Moreover, machine learning based solutions lack of the so-called explain-
ability [74]. The explainability is related to the important problem that complex ma-
chines and algorithms usually cannot provide insights into their behaviour and thought
processes [38]. In fact, the explanability is important to ensure algorithmic fairness,
identify potential bias/problems in the training data, and to ensure that the machine
learning model perform as expected [32].

In order to deal with these weaknesses, in this chapter I have introduced the concept
of formal methods in the context of sport analytics to verify some properties on soccer
data (e.g. identify the playing style of teams).

4.2 Dunuen

In this section I propose Dunuen, a tool aimed to automatically generate a formal model
starting from a comma separate value (CSV) file. I focus on the CSV file as source for
the model building, considering that a plethora of problem are described as time-series.

Dunuen basically performs following tasks i.e., pre-processing, discretization and
model building.

Furthermore, once generated the formal model of the system under analysis, Dunuen
allows directly to dynamically invoke a formal environment verification tool (i.e., CWB-
NC). A real-world case study showing the user friendly tool interfaces is presented.

The section proceeds as follows: in the next Subsection the Dunuen tool is pre-
sented; in Subsection 4.2.2 has been presented the architecture of Dunuen and in Sub-
section 4.2.3 a real-world case study is discussed.

4.2.1 Technique and Implementation

This section briefly describes the Dunuen tool in order to explain its main functional-
ities available through a series of tabs i.e., Pre-processing, Discretization and Model
Building.

1
whoscored.com
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4.2. Dunuen

Pre-processing

Dunuen provides a set of pre-processing functionalities such as loading CSV file, delet-
ing of specific rows and saving the modified CSV file, as shown in Figure 4.1.

Figure 4.1: Tab of Dunuen for preprocessing operation.

Discretization

The second tab of Dunuen is about the variable discretization in the loaded CSV, ex-
ploiting two different discretization methods: equal frequency or equal width method.
The interface allows the user to specify the indices of the attributes to discretize, the
number of the bins and the discretization method, as shown in Figure 4.2.

Figure 4.2: Tab of Dunuen for discretization operation.

Model Building

The third tab of Dunuen is aimed to build the CCS model and it allows the user to:

• Loading a .CSV file: in this scenario the tool computes all possible permutation
of the variables under analysis to build the CCS model;

• Loading a .CCS file: in this scenario the user can load directly a .CCS file repre-
senting the model that he/she wants to check;

• Loading a .mu file: through this option the user can load a .mu file containing the
logical temporal properties to verify on the built CCS model.
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time F1 F2 F3
t1 V 3_F1 V 1_F2 V 2_F3
t2 V 0_F1 V 0_F2 V 3_F3
t3 V 1_F1 V 2_F2 V 3_F3
t4 ... ... ...

Table 4.1: Example of CSV file.

P def
= 1. V 3_F1.DONE k V 1_F2.DONE k

V 2_F3.DONE;
2. V 0_F1.DONE k V 0_F2.DONE k

V 3_F3.DONE;
3. V 1_F1.DONE k V 2_F2.DONE k

V 3_F3.DONE;
4. ...;

Table 4.2: CCS model Fragment.

I briefly describe the model building construction: for this aim, I use Milner’s Cal-
culus of Communicating Systems (CCS) [81]. CCS is one of the most well known
process algebras.

CCS contains basic operators to build finite processes, communication operators
to express concurrency, and some notion of recursion to capture infinite behaviour.
The semantics of a CCS process p is formally defined using the structural operational
semantics. The semantic definition is given by a set of conditional rules describing the
transition relation of the automaton corresponding to the behavior expression defining
p. This automaton is called standard transition system for p. Readers unfamiliar with
CCS are referred to [81] for further details. To the building model I use the following
CCS operators:

• “+”: the process p+q is a process that non-deterministically behaves either as p
or as q.

• “;”: this operator is suitably used to express the sequentialization between two
processes. The process p;q means that p must terminate before the process q can
start its execution.

• “k”: the process pkq represents the parallel execution of p and q and terminates
only if both processes terminate.

• “DONE": is the constant that corresponds to a process whose task is to terminate
without further moves.

An example of CSV containing time-series data is shown in Table 4.1, where the
features are F1, F2 and F3 and I considered four discretization intervals i.e., V0, V1,
V2 and V3.

The CCS model describing the time series is shown in Table 4.2.

4.2.2 Overall Architecture

The typical Dunuen workflow comprises the following steps:

• Model construction: creating an abstract representation of the system;

• Property specification: encoding the formal specification describing the desired/-
expected system behaviour;

• Verification: automatically verifying the correctness of the model relative to the
formal specification.
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4.2. Dunuen

Figure 4.3: Dunuen functionalities.

As shown in Figure 4.3, Dunuen is a tool allowing the user to perform a kind of pre-
processing operation, starting from a CSV file, as discretization or removing attributes;
subsequently, it automatically creates a formal model from the pre-processed CSV file
and, by invoking the model checker (i.e., the CWB-NC), and it finally verifies whether
the generated model satisfies a property expressed in temporal logic through a graphic
interface.

Usage

This section describes the steps that a user has to take to use Dunuen. I describe re-
quirements, installation procedure and functionalities of the tool.

Requirement and Installation

Dunuen requires the following software to be installed: Java 8 or later, and the verifi-
cation tool "The Concurrency Workbench of the New Century" (CWB-NC).

To install the CWB-NC on Windows platforms do the following:

1. Download cwb-nc.zip (https://sourceforge.net/projects/cwb-nc/);

2. Unzip the downloaded file to a temporary directory. There are many compress/un-
compress windows utilities supporting the ZIP format; for example, you may
check WINZIP’s homepage www.winzip.com for more information.

3. Install the cwb-nc.

4. Download the Dunuen jar file.

5. Execute the command java -jar filename.jar.
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4.2.3 Case Study

In this section I present a scenario aimed to show the main functionalities provided by
the Dunuen tool.

A real-world dataset related to a series of patients with diabetes [51, 63] whose
measurement of insulin are stored pre and post breakfast, lunch, dinner and bedtime
is considered. The dataset is freely available for research purpose2. The dataset is
available in CSV file related to diabetes information characterized by 63 instances and
3 attributes. In the follow I describe the step-by-step procedure to build the CSS model
with Dunuen and I show an example of property verification through its user interface.

Firstly, the user have to upload the CSV file and read it.
Once loaded the file, the user performs a discretization operation on the three at-

tributes i.e., F1, F2, F3, using the equal frequency discretization with 4 bins, as shown
in Figure 4.4. The tool allows the user to see the information related to each attribute
of the file.

Figure 4.4: Example of discretization in Dunuen.

In Figure 4.5, the user has specified the CSV file, from which the tool has con-
structed the CCS model, and the mu file containing the property that has to be checked
on the CCS model (Figure 4.6).

2
https://archive.ics.uci.edu/ml/datasets/diabetes
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Figure 4.5: Example of loading CSV file in Dunuen.

Once built the CCS model from the discretized CSV file, the user can evaluate a
property. In this case study, I evaluate the property:

j = nX .[V 3_F2] ff ^ [�V 0_F1] X

Considering that the F1 feature is related to Pre-breakfast blood glucose measurement,
while F2 is related to the Regular insulin dose, the property is aimed to verify that:

”no insulin dose has been injected (i.e., F2 exhibits a high value) if the blood glucose
pre-breakfast blood glucose measurement is low (i.e., the F1 feature exhibits a low
value)” .

In this case, the property satisfies the model, as a matter of fact the Dunuen tool,
once verified the property by invoking the CWB-NC, outputs TRUE.

4.3 Real-Time Data Verification

Considering the lacking of real-time dataset in soccer environment (as I have said in
the previous chapter), I propose a methodology for the creation of a dataset which can
be used to verify some properties, by means of model checking, in sport scenarios.

In order to do this, object detection algorithms are very useful in several different
areas. A significant effort has been put into develop algorithms and computer systems
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Figure 4.6: Example of model construction and property checking in Dunuen.

for tracking objects in videos [17], including in sports. In our case, I focus on the
application of object recognition in soccer match scenes. Object detection, to be useful
for this task, should be as accurate as possible and should be able to deal with a different
number of objects of various sizes, partially occluded, with bad illumination and deal
with cluttered scenes.

Naturally, object tracking remains a hard challenge [16]. Specifically, in outdoor
situations like on a soccer field, there are different parameters that affect the robustness
of the algorithms, such as the lightning, the environmental conditions, the distance of
the pitch from the camera, and also the colors of the teams involved in the analysis.

4.3.1 The Method

In this section, I explain the methodology, depicted in Figure 4.7 used in this research.

Video Acquisition

The proposed method considers, as sources of information, any video acquisition from
several devices (i.e., live TV, streaming, smartphone, 4K camera). Specifically, to cap-
ture the field (Figure 4.8) it has been used EVO 4K S+ camera, with a resolution of
1920x1080 pixels and a frame rate of 25fps.
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4.3. Real-Time Data Verification

Figure 4.7: The overall schema of the proposed methodology.

Subsequently, before performing object detection process, I have obtained all frames
from video analyzed, in order to perform the detection of player involved in the analy-
sis, frame by frame.

Figure 4.8: The field view from the camera used in the study.

Object Detection

Given an image or a video stream, an object detection model can identify which of a
known set of objects might be present and provide information about their positions
within the image. This step considers deep learning techniques, specifically, by invok-
ing the Tensorflow Object Detection API, to recognize object in the frames, such as
players and soccer ball. Tensorflow Object Detection API that is an end-to-end open
source platform for machine learning. It has a comprehensive, flexible ecosystem of
tools, libraries and community resources that lets researchers push the state-of-the-art
in ML and developers easily build and deploy ML powered applications. The API pro-
vides pre-trained object detection models that have been trained on the COCO data-set.
COCO data-set is a set of 90 commonly found objects. In our cases I focus on persons
and soccer ball, which are both part of COCO data-set.
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Before team detection, I have to perform segmentation,that is the process of parti-
tioning a digital image into multiple segments in order to simplify the representation of
the frame into something that is easier to analyze. Specifically, I obtain a collection of
images where each of image is an object detected in the previous step - ball or player.

Team Detection

Once I have identified the players, using the object detection API, I have to predict
in which team they are. To do this, I can use OpenCV which is powerful library for
image processing. OpenCV allows us to identify masks of specific colors in the object
detected to know if a specific player is of the home team or the away team.

Figure 4.9: Dunuen functionality.

Data Format

The data obtained are store in CSV file. The file contains player position and the ac-
curacy of the detection for each player detected in a specific frame. Each frame is
represented by a row in the CSV file, as shown in Figure 4.10. For each frame, I want
to identify three players per team, computing their coordinate, in terms of x-axis and
y-axis in a bi-dimensional space, and the accuracy of each detection. It is important to
note that the script that I have implemented in order to perform this detection, consider
a specific player only if the detection accuracy is greater than 70%. If there aren’t at
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4.4. Style Detection

least three player for a team in a specific frame, then the data are filled with NULL
value.

Figure 4.10: CSV data structure.

Model Checking

In the last step, I have used Dunuen [18] to generate a formal model [25, 83, 84] and to
verify specific behavioural properties on the CSV generated in the previous step. The
main functionalities of Dunuen are:

• providing a set of pre-processing functionalities such as loading CSV file, deleting
of specific rows and saving the modified CSV file;

• providing variable discretization in the loaded CSV, exploiting two different dis-
cretization methods: equal frequency or equal width method;

• building of CCS model from the CSV and load the property file;

• performing model checking of the property file loaded on the constructed CCS
(Figure 4.9).

4.4 Style Detection

In this section an approach based on formal methods finalised to detect the soccer team
style is proposed. Additionally, our method can be designed as a decision support
system used by coach and players, during a specific game, in order to understand if
there exists a strategic decision that can improve the performance of a team or a player
(also while the match under analysis is in progress). One of the novelty is that the
designed decision support system does not hide its internal logic to the coach providing
the explainability and interpretability of the results.

In this work, three different playing styles concerning spatial, tactical and bio-
mechanical information have been taken into account. These information are important
from the coach point of view since, knowing this aspect, it can be possible to evaluate
the player performance in a specific period of time and, eventually, change the strategy
of the team. Also, I itemise the distinctive points of our approach:

• I propose the adoption of formal methods in soccer analytics. This work represents
the first attempt to introduce formal verification environments in this context;

• I consider a feature set obtainable while the match is in progress. This represents a
novelty point with regard to the state of the art. In fact, the existing methodologies
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exploit features available only at the end of matches, for instance the number of
goals or the number of red cards received by the players. In details, in this work
three feature categories are analysed: tactical, spatial, bio-mechanical;

• I model a soccer match in terms of a formal model;

• I present a set of properties aimed to detect the soccer team playing style by means
of temporal logic formulae;

• I introduce the adoption of the counter-example to provide explainability and to
support the coach in the tactical decision process;

• I exploit a tool, developed by authors, focused on the model generation starting
from raw log in CSV (comma-separated values) format;

• experimental results, with a reasoned discussion, are provided with the aim to
demonstrate the effectiveness of the proposed approach, compared with standard
baseline approaches.

The section proceeds as follows: next subsection explains and motivates the pro-
posed method; the Results subsection illustrates the results of the experiments in rela-
tion to the style considered; while, the Discussion and Comparison subsection provides
a reasoned discussion and a case of study showing how the proposed method can be
useful for supporting coach tactical decision.

4.4.1 The Method

As I have already said, sport analytics has been recently applied in sports like baseball
and basketball. However, its application in soccer has been limited and only machine
learning techniques have been employed, but mostly for predictions. There is a need
to find out other techniques to analyze data for evaluating the playing behaviour of
the team, especially in soccer which is one of the best examples of team work. There
are a lot of unstructured data not fully usable by experts, although these data may
contain hidden useful knowledge. Our goal is to shed light on this hidden knowledge
by means of model checking which, to the authors’ knowledge, has never been used
before for soccer analytics. In this way, I provide a support for the coach to improve
the sporting performance of the team, by analyzing tactical and spatial aspects of the
team. One factor that limits the use of model checking and consequently the use of
formal verification tools is mainly related to the deep knowledge of formal specification
languages. For this reason I use Dunuen with its user-friendly interface.

The idea is to analyze behaviours performed by the players during a match, applying
formal methods. The aim of this work is two-fold:

• to automate as much as possible the use of formal methods environments;

• to use model checking in soccer for analyzing data to provide a support for the
coach in constructing a team, building a strategy and evaluating the playing be-
haviour of the team in order to improve the sport performance.

The key points are:

• to collect data concerning different features of a soccer match;
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• to provide a formal data representation;

• to provide a logic representation of the behaviour of the team;

• to provide an interpretation of the collected and processed data, in order to ana-
lyze the performance of a team to improve these aspects and to carry out a coach
support analysis;

• to validate our analysis with the support of an expert of the domain and of the
sport analytics websites.

Figure 4.11: The method.

First I propose a method, shown in Figure 4.11, to automatically accomplish the
Model construction, starting from data. It is worth noting that differences exist between
the raw data and the insights into soccer team behaviours that an analyst would like
to gain. It is important to establish relationships between the concepts characterizing
behaviours and knowledge that can be extracted from data. To achieve this, data of
each soccer match is considered to generate the model used for analysis, but also logic
formulae are proposed to express the behavioural of a soccer team.

In details, I automatically generate a formal model starting from a CSV file. I focus
on the CSV file as source for the model building, considering that soccer based repos-
itories are usually described as time-series. I consider several team playing style. For
each style, the following steps are performed:

• selection of a subset of all features of the data-set, based on the specific style;

• discretization of the selected features using a variable number of discretization
classes;
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• creation of a CSV file for each team with the discretized features;

• creation of a CCS process for each CSV file;

• definition of style properties based on the playing style that I want to verify;

• verification of the properties on the CCS model built in one of the previous step.

Once obtained the formal models, I will express in temporal logic the playing style
team and through the model checking approach I are able to perform a deep and accu-
rate analysis.

4.4.2 Results

In this subsection, I present our experimental evaluation. Deciding on effective team
strategies and tactics is fundamental to obtain successful performance in soccer. The
aim of this section is to identify and define different styles of play in Italian Soccer
Championship, during the 2017-2018 season, and to classify the observed teams styles
of play. For example, if soccer teams adopt an overall combination of attacking and
defensive styles of play and strategy then they will increase their possibility of success.
A style of play is defined as the general behaviour of the whole team to achieve the
attacking and defensive objectives in the game.

Three different styles of play have been considered in order to understand if a team
have a specific characterizing style. The three styles are:

• Style 1: this style characterizes a team on spatial information, using as feature,
center of gravity (in terms of y-axis) and area information.

• Style 2: this style characterizes a team on tactical information, such as possession
percentage.

• Style 3: this style characterizes a team on bio-mechanical information, using as
feature the covered distance, average speed and the covered distance at different
intensity level.

In our analysis, not all the styles are referred to the whole match. For example,
the features considered in the Style 1 are about only the first time, in order to predict
the behaviour of the team in the second time. On the other hand, Style 2 and Style 3
are considered in the entire match, since our goal is to evaluate the playing style team
during the game. To express all the above styles we use the mu-calculus logic. In
particular, the generic formula:

j1 = µX .ha1,b1itt^ha2,b2itt_h�a1,b1,a2,b2iX

tells the Model Checker to find the pattern composed by either the action a1 or the
action b1 followed by either by the action a2 or the action b2 This pattern could be
present starting from the initial state of the model or starting from an intermediate
state. In the latter case, verification is possible thanks to the recursive operator, i.e.,
_h�a1,b1,a2,b2iX .

62



i
i

“output” — 2022/3/9 — 8:21 — page 63 — #77 i
i

i
i

i
i

4.4. Style Detection

Dataset

The dataset has been constructed by extracting information from a set of PDF files
match report related to the Italian Soccer Championship, for each match of the 2017-
20183 season. The data-set contains a set of 98 attributes and 378 instances. Each
instance represents a specific match in the league. I have different types of attributes,
for each team of the match, as:

• information about possession, in each half time;

• information about the spatial disposition of the player in the field - area, measured
in mt2, or the center of gravity of the team in attacking and defensive stage;

• information about the goals scored and conceded;

• other types of information about the teams participating to the specific match.

The data were obtained using a Java script developed by the authors able to retrieve
the required information and to generated the data-set in CSV format.

Style 1

About the style 1, I consider features on center of gravity and area of the team, in both
different phases, possession and non possession. Specifically, two property files have
been constructed:

• in the first property file, the features are the longitudinal center of gravity, in pos-
session and not;

• in the second property file, instead, in addition to the features used in the first
property file, I have taken into account the area covered by the team, in both
phases.

With the features used in this style, I try to understand if a specific team is an ag-
gressive or offensive team. In order to do this, I have to highlight that the center of
gravity and the area in soccer are related with the concept of pressing, which is a soccer
feature that is an important indicator of the playing style of a specific team.

Pressing is a collective tactical action (i.e., carried out by more than one player),
performed in situations of non-possession (also called the defense phase). The purpose
of pressing is to close up the spaces and playing time for the team that is in possession,
making it difficult for it to develop its attacking moves and easier for the other team
to regain the ball. One of the most widely classifications used to define the pressing
type carried out by a team refers to the part of the field where collective tactics are
applied in a most systematic way. I often speak, therefore, of ultra-offensive, offensive
or defensive pressing, depending on where the active attempt to disturb the opponent’s
play begins.

Instead, about the area, usually the more defensive team tends to have a low area,
both in possession phase and in not-possession phase, compared with a more offensive
team. For example, during the defensive stage, low-quality team tends to defend near to
its own goal and the players are close to each other, so this means that the area covered
by the team is small.

3
http://www.legaseriea.it/it
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Style 1 (Center of Gravity Information)

As discussed above, the variables used to characterize this style are shown in Table 4.3.
After different experiments, the features have been discretized in 5 different levels:
VeryLow, Low, Medium, High and VeryHigh.

Feature Description Info
F1 y_center_gravity_opponent_possession_1T y coordinate of the gravity center

when the opponent is in possession, in the first half.

F2 y_center_gravity_our_possession_1T y coordinate of the gravity center
when the team is in possession, in the first half.

Table 4.3: Features used in the property file.

As stated above, I want to verify if the team has a defensive playing style during a
game. I have discretized the variable in 5 levels, this corresponds to divide the pitch
into five equals zone. Our objective is to verify if a team have a defensive pressing, so I
want check when the center of gravity variable is equals to VeryLow and Low (i.e, the
actions: VeryLow_F1, Low_F1, VeryLow_F2, Low_F2 in the following formula).

This property can be expressed using the mu-calculus logic as follows:

j1 = nX . [Giornata1]j2 ^ [�]X

j2 = µX .hVeryLow_F1,Low_F1itt^hVeryLow_F2,Low_F2itt_

h�VeryLow_F1,Low_F1,VeryLow_F2,Low_F2,Giornata2iX
This property has been checked using the Dunuen tool, obtaining the results shown

in Table 4.4. The first column of the table represents the team involved in the analysis,
the second column (resp. third column) indicates the number of times in which the
property is satisfied (resp. not satisfied). Clearly, if I wanted to verify if a team have
an offensive attitude, I would have to construct the dual property in which the features
related to the center of gravity should have a value equals to High or VeryHigh.

It is worth noting that the number of total games, for each team, is equal to 38.
With the support of a domain expert and analyzing the experimental results, a threshold
has been defined in order to establish the defensive behaviour of a specific team. This
threshold has been set equal to 23.

Thus, I can conclude that Benevento (30/38 true), Verona (29/38 true), Udinese and
Bologna (28/38 true), Cagliari, Chievo, Crotone and Genoa (25/38 true), Spal (24/38
true) and Torino (23/38 true) have the most defensive behaviour during the season. On
the contrary, Napoli is the team with the most attacking style of play during the season,
in terms of team pressing, since for 35 matches out of 38 do not have a Low center of
gravity, in the two different phases. Also Roma and Milan can be considered offensive
teams, while the remaining teams do not have a specific characterizing behaviour during
the most of the league.

It is very interesting to note that the way in which the teams play is only a tactical
and strategical choice, not directly affecting the result of a match. In fact, there is no
clearly correlation between a specific tactical behaviour and the win of a championship,
since, as I can note from the results obtained, Juventus, the championship winner, does
not have a very offensive behaviour during the season, since the property results satis-
fied for 17 times out 38. So, Juventus doesn’t have a unique pattern of play, in terms of
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Team True False
Benevento 30 8
Verona 29 9
Bologna 28 10
Udinese 28 10
Cagliari 25 13
Chievo 25 13
Crotone 25 13
Genoa 25 13
Spal 24 14
Torino 23 15
Fiorentina 19 19
Juventus 17 21
Sassuolo 17 21
Sampdoria 15 23
Lazio 14 24
Inter 12 26
Atalanta 11 27
Milan 8 30
Roma 7 31
Napoli 3 35

Table 4.4: Results obtained using center of gravity information.

pressing. Although Juventus does not have a clearly tactical strategy during the entire
of season, I can affirm that the ranking position, is correlated with the property con-
structed. In fact, in average, teams for which the property is less satisfied are those
classified in the top positions at the end of the league.

Style 1 (Center of Gravity and Area Information)

In the second case, in addition to the center of gravity information, also the covered area
in both phases, possession and not possession, in the first half has been considered. The
features, shown in Table 4.5, have been discretized in 7 levels: VeryVeryLow, VeryLow,
Low, Medium, High, VeryHigh and VeryVeryHigh.

In this analysis, I have considered more levels respect than the previous case in order
to obtain a more deep knowledge of the problem.

Feature Description Info
F1 y_center_gravity_opponent_possession_1T y coordinate of the gravity center

when the opponent is in possession, in the first half.

F2 y_center_gravity_our_possession_1T y coordinate of the gravity center
when the team is in possession, in the first half.

F3 area_opponent_possession_1T area covered by the shape composed by
the team during the non possession phase, in the first half.

F4 area_our_possession_1T area covered by the shape composed by
the team during the possession phase, in the first half.

Table 4.5: Features used in the property file.

In this case, the property to be verified is related to a more defensive strategy respect
than the previous property, since I also consider the area information. Usually, a well
defensive-team have, not only a low center of gravity, but also a low area covered in the
pitch during the two phases of play, possession and not possession.

This property is expressed in temporal logic as follows:
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j1 = nX . [Giornata1]j2 ^ [�]X
j2 = µX .hVeryVeryLow_F1,VeryLow_F1,Low_F1,Medium_F1itt^

hVeryVeryLow_F2,VeryLow_F2,Low_F2,Medium_F2itt^

hVeryVeryLow_F3,VeryLow_F3,Low_F3itt^

hVeryVeryLow_F4,VeryLow_F4,Low_F4itt_

h�VeryVeryLow_F1,VeryLow_F1,Low_F1,Medium_F1,VeryVeryLow_F2,

VeryLow_F2,Low_F2,Medium_F2,VeryVeryLow_F3,VeryLow_F3,

Low_F3,VeryVeryLow_F4,VeryLow_F4,Low_F4,Giornata2iX

Specifically, the property results true when the following conditions are verified:

• y_center_gravity_opponent_possession_1T is equals to VeryVeryLow, VeryLow,
Low, Medium;

• y_center_gravity_our_possession_1T is equals to VeryVeryLow, VeryLow, Low,
Medium;

• area_opponent_possession_1T is equals to VeryVeryLow, VeryLow, Low;

• area_our_possession_1T is equals to VeryVeryLow, VeryLow, Low.

Team True False
Verona 24 14
Chievo 23 15
Benevento 22 16
Cagliari 22 16
Udinese 22 16
Bologna 21 17
Spal 21 17
Genoa 18 20
Crotone 17 21
Sassuolo 12 26
Torino 12 26
Fiorentina 10 28
Sampdoria 10 28
Juventus 8 30
Atalanta 7 31
Inter 5 33
Lazio 5 33
Milan 3 35
Roma 2 36
Napoli 1 37

Table 4.6: Results obtained using center of gravity and area information.

The result are shown in Table 4.6, in which the first column represents the team
involved in the analysis, the second column (resp. third column) indicates the number
of times in which the property it is satisfied (resp. not satisfied). From the results, I can
provide the same consideration done for the previous analysis, even if, in this last case,
there is a more clear distinction between the offensive and the defensive teams.
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Style 2

In the second analysis, the property style based on tactical information has been con-
sidered. Specifically, the features taken into account are related to the overall ball
possession of a team and the ball possession in the opponent half of the field, as shown
in the Table 4.7. In this case, the goal is to define the play mentality of a specific team
in terms of ball possession and offensive style of play.
The features are discretized in 7 levels: VeryVeryLow, VeryLow, Low, Medium, High,
VeryHigh and VeryVeryHigh. In this case, the property results verified if the value of
the two variables considered are equals to High, VeryHigh and VeryVeryHigh.

Feature Description Info
F1 y_possession_percentage percentage of ball possession during the game.
F2 y_possession_half_opponent_field_percentage percentage of ball possession in the opponent half of field during the game.

Table 4.7: Features used in the Style 2 property file.

The property considered in this section is expressed in temporal logic as follows:

j1 = nX . [Giornata1]j2 ^ [�]X
j2 = µX .hHigh_F1,VeryHigh_F1,VeryVeryHigh_F1itt^

hHigh_F2,VeryHigh_F2,VeryVeryHigh_F2itt_

h�High_F1,VeryHigh_F1,VeryVeryHigh_F1,High_F2,

VeryHigh_F2,VeryVeryHigh_F2,Giornata2iX

The results are shown in Table 4.8, in which the first column represents the team
involved in the analysis, the second column (resp. third column) indicates the number
of times in which the property it is satisfied (resp. not satisfied).
From the results, I can conclude that, according to this style of play, Napoli is the most
ball-possession team, since for 35 matches out 38, the property results satisfied. Also
Roma is a team that have an offensive mentality of play.

Style 3

In the third analysis, the style based on bio-mechanical information has been consid-
ered, as represented in Table 4.9. Specifically, the features taken into account give us
information about the covered distance (measured in km), covered distance at different
intensity levels and the average speed.

The features considered are discretized in 7 level: VeryVeryLow, VeryLow, Low,
Medium, High, VeryHigh and VeryVeryHigh.
The property considered is expressed in temporal logic as follows:
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Team True False
Napoli 24 14
Roma 18 20
Inter 15 23
Juventus 14 24
Milan 13 25
Atalanta 11 27
Lazio 10 28
Sampdoria 10 28
Bologna 5 33
Chievo 4 34
Fiorentina 4 34
Genoa 4 34
Torino 4 34
Udinese 4 34
Cagliari 3 35
Verona 3 35
Spal 2 36
Benevento 1 37
Crotone 1 37
Sassuolo 1 37

Table 4.8: Results obtained using possession information.

Feature Description Info
F1 y_covered_distance_km total distance covered by the team

measured in Km.

F2 y_covered_distance_run_km distance covered by the team at medium
intensity measured in Km.

F3 y_covered_distance_sprint_km distance covered by the team at high
intensity measured in Km.

F4 y_average_speed_kmh team average speed
measured in Km/h.

Table 4.9: Features used in the Style 3 property file.

j1 = nX . [Giornata1]j2 ^ [�]X

j2 = µX .hMedium_F1,High_F1,VeryHigh_F1,VeryVeryHigh_F1itt^

hMedium_F2,High_F2,VeryHigh_F2,VeryVeryHigh_F2itt^

hMedium_F3,High_F3,VeryHigh_F3,VeryVeryHigh_F3itt^

hMedium_F4,High_F4,VeryHigh_F4,VeryVeryHigh_F4itt_

h�Medium_F1,High_F1,VeryHigh_F1,VeryVeryHigh_F1,

Medium_F2,High_F2,VeryHigh_F2,VeryVeryHigh_F2,Medium_F3,

High_F3,VeryHigh_F3,VeryVeryHigh_F3,Medium_F4,

High_F4,VeryHigh_F4,VeryVeryHigh_F4,Giornata2iX

The property is verified if the fours considered variables are equals to Medium, High,
VeryHigh and VeryVeryHigh. The results are shown in Table 4.10.
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Team True False
Napoli 28 10
Inter 26 12
Udinese 18 20
Bologna 16 22
Fiorentina 16 22
Verona 16 22
Atalanta 15 23
Chievo 12 26
Crotone 10 28
Lazio 10 28
Cagliari 8 30
Benevento 7 31
Sassuolo 7 31
Torino 7 31
Milan 6 32
Sampdoria 6 32
Spal 6 32
Juventus 4 34
Roma 4 34
Genoa 2 36

Table 4.10: Results obtained using bio-mechanical information.

A very interesting aspect of this section is the difference, from a bio-mechanics point
of view, of the first and second ranking classified at the end of the season, respectively
Juventus and Napoli. Specifically, Juventus has had a great physical effort only in 4
games out 38 during the whole league, instead for Napoli 28 games out 38. Then
Napoli is a particular case in Italy, about its playing style, because, as I can see from
the first and the second analysed styles, it has an offensive mentality and, as I can see
from the third style, it has a great physical effort during most of the league (28 games
out 38).

4.4.3 Discussion and Comparison

In this subsection, a reasoned discussion about the obtained results is provided. Also
a case study to demonstrate the explanibility and the interpretability of our method is
presented. In particular, in order to asses our methodology, our results are compared
using two different ways.

First a comparison with standard baseline approaches have been made, then also
other sources of information have been used. In the following I describe both theses
comparisons.

To compare our results with a baseline approach, I have applied, for each style,
the cluster analysis, a widely used technique in machine learning. Cluster analysis is
aimed to group a set of objects in such a way that objects in the same group (called a
cluster) are more similar (with some notion of similarity) to each other than to those in
other groups (clusters). The machine learning experiments are accomplished with the
Weka tool, a very popular machine learning suite. The Simple K Means cluster analysis
algorithm is considered, with a number of cluster equal to 2.

I briefly reconsider the three style properties previously discussed. In the Style
1, spatial information are taken into account in order to construct the style property.
Specifically, I are focused to characterize a defensive playing style for a specific team.
Our results, as described in the previous section, show, for example, that Napoli is the
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most offensive team during the season, in terms of center of gravity.

Figure 4.12: Results obtained with cluster analysis for the Style 1.

The comparison with a cluster analysis approach (Figure 4.12), with 2 clusters, con-
firms that our results are in according to the machine learning technique, since I obtain
a cluster in which I have the offensive team, such as Napoli, Roma, Sampdoria, Lazio
and Milan; a second cluster, in which there are Benevento, Bologna, Cagliari, Chievo,
Verona and Udinese. In the second analysis of the Style 1, the cluster analysis has
confirmed the same considerations done for the previous property. This is shown by
the similarity of the two figures. Differently, in our formal method approach there is a
more clear distinction between the offensive and the defensive teams, and this is one of
the strengths of our method compared to the cluster analysis (Figure 4.13).

In the Style 2, instead, it has been used tactical information and the results show
that, also in this case, Napoli is the most offensive team, followed by Roma, Inter and
Juventus, in terms of ball possession. The results are in agreement with the cluster
analysis performed on the same variable as shown in Figure 4.14.

In the Style 3, the features considered concern bio-mechanical information in order
to understand the physical effort of a specific team during the whole league. In this
case, from the results obtained by formal methods and cluster analysis (Figure 4.15),
it is very interesting to note the behaviour of the first three ranked teams at the end of
the season, Juventus, Roma and Napoli. Specifically, Napoli, for which the property
is satisfied in 28 games out 38, is the team that has the most physical effort during the
entire league. Instead, Juventus and Roma (4 games out 38), except Genoa (2 games
out 38) have the least effort during the league. From a general point of view, it seems
that there is no clearly relationship between this type of information and the ranking
position at the end of the league. All these results are confirmed by the cluster analysis,
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Figure 4.13: Results obtained with cluster analysis for the Style 1 with area information.

Figure 4.14: Results obtained with cluster analysis for the Style 2.

since I can see that Napoli is mostly present in the first cluster, while Juventus, Napoli
and Genoa are mostly in cluster 2.
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Figure 4.15: Results obtained with cluster analysis for the Style 3.

The second way to asses our methodology is the comparison using other sources of
information. I have considered WhoScored4, which data are provided by ENetPulse5

and OptaSport6, two of the most important sport data providers in the world.
This web site provides metrics related to the style of a soccer team. In particular, I

have validated the properties Style 2, from the information extracted by the WhoScored
website. I can deduce that our results are consistent to those reported by WhoScore.
It is sufficient to compare our results, i.e., Table 4.8, with the WhoScore results, i.e.,
Figure 4.16.

Note that, with our methodology, the analysis of Style 1 and Style 3 can been seen
as novelty. In fact, for the Style 1 I have defined, with the domain expert, as additional
contribution, a property based on information, such as center of gravity and area that
are not directly considered from soccer statistical website, since I have extracted this
data through the application of image processing technique on several images refereed
to several soccer matches. With regard to Style 3, WhoScored does not consider bio-
mechanical information.

Our methodology offers several advantages in comparison with the above methods.
The first important aspect is that a very limited number of features have be taken into
account (4 features for the Styles 1 and 3, and 2 features for the Style 2), while sta-
tistical web sites usually consider a very extended number of features, for instance the
WhoScore website examines over 200 raw features7. Thus, I obtain the same results
using a small number of features, while, for example, the data providers use a process

4
https://www.whoscored.com/

5
https://www.enetpulse.com/

6
https://www.optasports.com/

7
https://it.whoscored.com/Feeds/Ratings
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Figure 4.16: Screen obtained from WhoScored.com. (Total = Total Passes / LungComp = Long Com-
pleted Passes / LungErr = Long Wrong Passes / CorComp = Short Completed Passes / CorErr =
Short Wrong Passes)

in which data have to be recorded, analysed and distributed using a bespoke system.
Moreover, to demonstrate the applicability of our method, I have verified a set of be-
havioural properties different from the ones proposed by soccer statistical web sites.
In fact, I have formulated, as an example, the Style 1 property. Indeed, the proposed
approach can be considered to automatically verify any behaviour, for this reason our
approach can be considered as an ad-hoc solution customizable by the coach.

Typically, the coach provides different schemes according to the team to be faced,
but also in relation to the available players for a specific match. Using the proposed
approach, the coach can decide different playing styles to check for the specific match.
This aspect differentiates our method with the various soccer statistics available from
dedicated websites. In fact, soccer statistics websites provide generic evaluations on the
teams (usually to predict odds for bets), while our proposal is related to an automatic
software tool to support the coach decisions for the tactics to adopt.

Furthermore, recently many accurate decision support systems, based on machine
learning, have been constructed as black boxes, that is as systems that hide their in-
ternal logic to the user. They are mainly based on machine learning models that train
on massive data-sets, but with the risk to create and use decision systems that I do not
really understand. Differently, the proposed method offers the explainability and the
interpretability of the results. In fact, whether the formula is evaluated as false on the
model by the formal verification environment, there is the possibility to perform a deep
analysis to understand the reason why this happened. In this way the coach can imple-
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ment (and evaluate) a different tactic (described by its ownership). Thus, the coaches
can trust their results if they understand and validate the underlying rationale of their
formal method based support decision system. Thus, an important difference between
our method and machine learning technique is precisely that, with formal methods, I
are able to explain the results and to provide a system which does not hide its internal
logic to the user, represented by the coach, in this context. Below I show how a case
study showing how the proposed approach can be useful to support the coach.

Let us consider the following P1 CCS process fragment, related to the first day of
the season of the Benevento team.

proc P1 = day1.(Benevento_team.VeryLow_F1.Low_F2.P2+

Benevento_team.Low_F2.VeryLow_F1.P2+

VeryLow_F1.Benevento_team.Low_F2.P2+

VeryLow_F1.Low_F2.Benevento_team.P2+

Low_F2.Benevento_team.VeryLow_F1.P2+

Low_F2.VeryLow_F1.Benevento_team.P2)

The coach wants to evaluate if the team exhibits an offensive play style in terms of
ball possession, for this reason he/she evaluates the Style 2 formula. I recall that the
Style 2 formula is true if the value of the two features considered in the model (i.e.,
overall ball possession of the team and ball possession in the opponent half of the field)
are equals to High, VeryHigh and VeryVeryHigh.

The Dunuen tool outputs false, this is symptomatic that in the day1 the Benevento
team exhibited a not offensive play style and this is confirmed by the features consid-
ered in the day1 model (with values equal to Low and VeryLow). In fact, as confirmation
of a not offensive style, the Benevento team lost this match against the Sampdoria team
(2 goals for the Sampdoria team and 1 goal for the Benevento one).

The coach through the usage of the counter-example (typical of formal methods
based approached) is able to understand the reason why the day1 CCS model is labelled
as false when the Style 2 property is checked.

Figure 4.17 shows the counter-example for the day1 CCS model.
Considering that the Style 2 property expects High, VeryHigh and VeryVeryHigh

values for the analysed features, the coach from the counter-examples can understand
that the team does not have an offensive style due to the presence of Low and VeryLow
overall ball possession of the team and ball possession in the opponent half of the
field and, consequently, can activate the tactics necessary for the change of style, for
instance suggesting to the team to exhibit a more aggressive play style. To summarise,
by analysing the results obtained, the coach can understand that one of the factors for
which his team is losing is that it fails to have a good percentage of possession. Clearly,
the more a team has the ball, the more it can make a goal. Let us analyse the second
P27 CCS process fragment, shown below, related to the day27 of the Benevento team
for the same season.
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Figure 4.17: The counter-example.

proc P27 = day27.(Benevento_team.VeryHigh_F1.VeryHigh_F2.P28+

Benevento_team.VeryHigh_F2.VeryHigh_F1.P28+

VeryHigh_F1.Benevento_team.VeryHigh_F2.P28+

VeryHigh_F1.VeryHigh_F2.Benevento_team.P28+

VeryHigh_F2.Benevento_team.VeryHigh_F1.P28+

VeryHigh_F2.VeryHigh_F1.Benevento_team.P28)

As shown from the model, there are all VeryHigh values for the considered features:
this is confirmed by the Dunuen tool that outputs true when it is verifying the Style 2
property. The coach understands that the team actually considered his advice and the
style change has been confirmed by the Dunuen output. In fact, this match was won
by the Benevento team with a number of goals equal to 3 (the other team, the Hellas
Verona, made only 1 goal in this match). For this reason the coach can summarise
that the Benevento team won the match for the changing of style, from not offensive to
offensive.
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CHAPTER5
Conclusion

5.1 Conclusion

The focus of my work was about the concept of sport analytic. The research was carried
on starting from three different steps: the study of human activity in the context of
behavioural analysis; the application of machine learning algorithms on soccer data
and the usage of formal method techniques on the same data.

About behavioural analysis, I considered two different scenarios: human activity
recognition with wearable devices data and driver detection activity. In the first sce-
nario, I proposed a method in order to recognize human activities and detect users
using features gathered from accelerometer sensors, widespread in wearable and mo-
bile devices. I exploited machine learning to build model that was able to discriminate
between a set of user activities: sitting, sitting down, standing, standing up and walk-
ing. Furthermore, I demonstrated that the proposed method was able to distinguish
between different users and to identify the user genre. In the second scenario, it has
been defined a method for detecting the driver of a car, in real-time, exploiting super-
vised machine learning techniques, starting from data extracted with an OBD system.
In both cases, the experimental analysis performed on real-world data shows that the
proposed methods obtained encouraging results.

About the application of machine learning techniques on soccer data, I focused on
the prediction of soccer match results and the analysis of soccer player positions. In
the first case, I proposed a new feature set (related to the match and to players) aimed
to model a soccer match. The set was related to characteristics obtainable, in real-time,
when the match is in progress. I considered machine learning techniques to predict
the results of the match and the number of goals, evaluating a dataset of real-world data
obtained from the Italian Serie A league in the 2017-2018 season. The best results were
obtained with the Random Forest algorithm, with a precision of 0.857 and a recall of
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0.750 in won match prediction. While, for the goal prediction, it has been obtained a
precision of 0.879 in the number of goal prediction less than two, and a precision of 0.8
in the number of goal prediction equal or greater to two.

About the prediction of soccer player positions, I proposed an approach used to rec-
ognize the player position in a soccer match, predicting the specific zone in which the
player was located in a specific moment, based on predictors such as the ball position,
body orientation and speed of the players involved in the analysis. It has been used su-
pervised machine learning techniques by considering a dataset obtained through video
capturing and tracking system. The data analyzed refer to several professional soccer
games captured in late 2013 at the Alfheim Stadium in Tromso, Norway. The approach
can be used in real-time, in order to verify if a player is playing according to the guide-
lines of the coach. The best results were obtained with Random Tree algorithm.

In the last step, about the application of formal methods in sport analytics, I pro-
posed a method able to detect the style of a soccer teams, providing explainability and
interpretability of the results. I modelled soccer teams in terms of automata and, by ex-
ploiting model verification techniques, I verified whether a style, expressed by means of
a temporal logic formula, was exhibited by the team under analysis. The experimental
analysis confirmed the effectiveness of the proposed method in soccer team behaviour
detection, obtaining promising results, compared with standard baseline approaches.

As future work, it could be possible to construct a system that, analyzing data in
real-time, give automatic directives to coaches and players in order to improve the
performance of individual players and the entire team.
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