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Abstract—This paper studies downlink cellular networks re-

lying on non-orthogonal multiple access (NOMA). Specifically,

the access point (AP) is able to harvest wireless power from

the power beacon (PB). In the context of an AP facilitated with

multiple antennas, the transmit antenna selection procedure

is performed to process the downlink signal, with the trans-

mission guaranteed by energy harvesting. Therefore, a wire-

less power transfer-based network is introduced to overcome

power outages at the AP. In particular, an energy-constrained

AP harvests energy from the radio frequency signals trans-

mitted by the PB in order to assist in transmitting user data.

Outage performance and ergodic capacity are evaluated with

the use of closed-form expressions. In order to highlight some

insights, approximate computations are provided. Finally, nu-

merical simulations are performed to confirm the benefits of

combining the downlink NOMA transmission and the trans-

mit power scheme at the AP in order to serve a multitude of

users.

Keywords—ergodic capacity, NOMA, outage probability, power

beacon.

1. Introduction

The main requirements faced by 5G systems include the

following: high demand for data-intensive services and im-

proved bandwidth availability for cellular networks [1], [2].

For multiple accesses (MA) techniques in 5G, some

non-orthogonal techniques such as power domain non-

orthogonal multiple accesses (PD-NOMA) [3] and sparse

code multiple accesses (SCMA) [4], are introduced. In the

context of NOMA, PD-NOMA allocates a sub-carrier to

multiple users at the same time, by employing superim-

posed coding on the transmitter side, while user signals

are detected thanks to the successive interference cancella-

tion (SIC) method adopted at the receiver side. In SCMA,

each sub-carrier may be implemented by allocating differ-

ent codebooks on the transmitter side, while simultaneously

applying the message passing algorithm (MPA) for the re-

ceiver side to detect user signals.

PD-NOMA and SCMA have been recently considered, in

numerous works, as appropriate candidates enabling to de-

ploy the MA technique in a 5G context, [5]–[9]. Ding et

al. [5] studied PD-NOMA-based systems to evaluate their

user pairing-related abilities. By pairing users who en-

joy a good channel situation with those suffering from

poor channel conditions, overall throughput of the system

may be improved. Hanif et al. [6] proposed a multi-user,

multiple-input multiple-output (MIMO) PD-NOMA-based

system by relying the joint power allocation and preceding

design. They proposed a method for achieving the maxi-

mum system sum rate. It has been reported in many recent

works that wireless transfers of power from natural sources

may be achieved, and numerous advancements concern-

ing this technique have been reported [10]. For example,

multi-user communication scenarios were recommended in

emerging communication systems in order to implement

the Internet of Things (IoT) and fifth-generation (5G) net-

works [11], [12].

The benefits of energy harvesting were reported

in [13]–[20]. In paper [13], benefits for the operation of

wireless networks, stemming from the wireless power trans-

fer method were described. This work proposed a new ex-

pression for achieving optimal throughput in energy-aware

cooperative systems with a general time-power energy har-

vesting protocol, namely time-power switching-based relay-

ing (TPSR). In particular, the impact that relay node and

destination node hardware imperfections exert on two-way

relaying networks (TWRN) was shown. Interestingly, to

maximize system throughput, an optimized policy for joint

wireless information and energy transfers was determined

by identifying optimal time switching and power splitting

fractions.

In [16], the authors presented a small-cell network oper-

ating in the context of heterogeneous cellular networks,

for both downlink (DL) and uplink (UL) scenarios, relying

on three techniques, namely energy harvesting, full-duplex

transmission mode, and the power domain-based NOMA

scheme. Compared to the conventional half-duplex orthog-

onal multiple accesses (OMA) scheme that has been widely

implemented in current wireless communication systems,

the full-duplex (FD) NOMA relying on an energy harvest-
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ing scheme offers great potential in terms of a further en-

hancement of the system’s performance and has additional

advantages, such as spectral efficiency, connectivity-related

capabilities, and outage-related performance. In [18], the

authors studied a simultaneous wireless information and

power transfer for a NOMA network, with the relay being

an energy-constrained device. The relay harvests energy

from source radio frequency (RF) signals using the time-

switching protocol. Both imperfect channel state informa-

tion (ICSI) and residual hardware impairments (RHIs) were

considered. To characterize these effects in the network un-

der consideration, outage probability (OP) and throughput-

related expressions were designed.

Motivated by the recent publications [13]–[20], we con-

sider, in this study, a power beacon (PB) helping the ac-

cess point (AP) transmit signal at the downlink portion of

a NOMA system.

The remaining part of this paper is organized as follows.

Section 2 introduces the principle of a downlink NOMA

and describes how the signal may be processed and de-

tected at each of the receivers. Section 3 provides an anal-

ysis of outage probability and some useful insights. Sec-

tion 4 presents the results of simulations with two users,

thus allowing us to confirm some of the comparisons made.

A summary is provided in Section 5.

Table 1

Key parameters of the system model

Symbols Description

ai Power allocation coefficient

PS Transmit power at AP

PP Transmit power at PB

x̄i Information of Ui
Ri Target rate at Ui
T Total time used for energy harvesting

and information processing

η Energy harvesting efficiency

θ Time switching factor

2. System Model

In Fig. 1, the AP is equipped with multiple antennas, i.e.

N to guarantee the operation of such an AP on the down-

link, while the PB transfers wireless energy to the AP. The

AP transmits the superimposed signal to destinations U1,

U2 which will receive signal xS =
√

a1PSx1 +
√

a2PSx2, in

which a1 and a2 are power allocation factors. The condition

applying to the factors is that a1 +a2 = 1, with a2 > a1.

During the energy harvesting phase, the index of the best

antenna may be determined and the energy received from

the signal at the AP may be expressed as follows:

n∗=arg max
︸︷︷︸

n=1,2,...,N

X̄ , X̄ ∈
{

|h0,n|2, |hn,1|2, |hn,2|2
}

,
(1)

Fig. 1. Model of a power beacon-based downlink NOMA system.

and

yn
S =

√
PPh0,nxS +ωn

S , (2)

where PP is the transmit power at the PB, h0,n denotes

the power transfer channel with h0,n ∼CN (0,λ0), xS is the

energy signal vector satisfying the total power constraint

E
{

x2
1
}

= E
{

x2
2
}

= 1 in which E{.} is the expectation op-

erator and ωn
S denotes the additive white Gaussian noise

(AWGN) with ωn
S ∼CN (0,N0).

In this model, the power-splitting energy harvesting tech-

nique is employed [13]. Hence, the total harvested energy

at the end of the first phase is:

E = ηPPθT |h0,n|2 , (3)

where T is the block time in which a certain amount of

information is transmitted from the AP node to two user

nodes, θ is the fraction of the block time in which the

AP harvests energy from the PB’s information signal and

η (0 < η < 1) denotes the energy conversion efficiency.

In line with reports from several previous papers, we as-

sume that all of the harvested energy is used during the

information transmission phase. Hence, the transmit power

of the source is:

PS =
E

(1−θ)T
=

ηPPθ |h0,n|2
1−θ

. (4)

During the wireless information transfer (WIT) phase,

the AP employs the harvested energy to convey indepen-

dent signals, serving multiple users through the NOMA

paradigm.

In this case, the PB uses the beamforming technique in

order to enhance performance. As such, the signal received

by two users may be written as:

yn
Ui

= hn,i
(√

a1PSx̄1 +
√

a2PSx̄2
)
+
√

PPgixS +ωn
Ui

, (5)

where hn,i, i ∈ {1,2} denotes the main channel from AP to

Ui in which hn,1 ∼ CN (0,λ1) and with hn,2 ∼ CN (0,λ2),
while gi denotes interference from the PB to two users.
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The elements of hn,i and gi are independent and identically

distributed zero-mean complex Gaussian random variables

with variance λi and Ωi, respectively. x̄i denotes the source

symbol with unit power with E
{

x̄2
i
}

= 1. xS is the jamming

signal with unit power. Here, ωn
Ui

is the AWGN at user with

variance N0. Therefore, the received signal-to-interference-

plus-noise ratio (SINR) at U1 to detect U2 message x2 is

given by:

γU2→U1 '
a2PS|hn∗,1|2

a1PS|h1,n∗ |2 +PPΩ1 +N0

' ϕ2|h0,n∗ |2|hn∗,1|2

ϕ1|h0,n∗ |2|hn∗,1|2 +Θ1
,

(6)

where ρ = PP
N0

is the transmit signal-to-noise ratio (SNR)

at the source. ϕ1 = a1ηρθ
(1−θ) , ϕ2 = a2ηρθ

(1−θ) and Θ1 = ρΩ1 +1.

We assume that E

{

|gi|2
}

≈ Ωi, i ∈ {1,2}.

After SIC, the received SINR at U1 detecting its own mes-

sage x1 is:

γU1 '
ϕ1|h0,n∗ |2|hn∗,1|2

Θ1
. (7)

The received signal at U2 is yU2 in Eq. (5), and the SINR

at U2 is represented by:

γU2 '
ϕ2|h0,n∗ |2|hn∗,2|2

ϕ1|h0,n∗ |2|hn∗,2|2 +Θ2
, (8)

where Θ2 = ρΩ2 +1.

3. Outage Probability Analysis

3.1. Outage Probability of U1

According to the NOMA protocol, the complementary

events of an outage at U1 can be explained by the fact

that U1 may detect x2 as well as its own message x1. From

the above description, the outage probability of U1 can be

defined as:

OP1 =Pr(γU2→U1 < γth2 ∪ γU1 < γth1)

=1−Pr(γU2→U1 > γth2,γU1 > γth1)

=1−Pr
(

|h0,n∗ |2|hn∗,1|2 > χ
)

,

(9)

where the threshold SNRs are γth1 = 2
R1

1−θ −1, γth2 = 2
R2

1−θ −
1 in which Ri is the target rate at Ui, δ1 = Θ1γth1

ϕ1
, δ2 =

γth2Θ1
ϕ2−ϕ1γth2

and χ = max(δ1,δ2).

Before computing the outage probability, we assume that

all channel models are followed by Rayleigh fading. The

probability density function (PDF) of channel gains X̄ ,

X̄ ∈
{

|h0,n|2, |hn,1|2, |hn,2|2
}

, i.e. fX̄∗ (x) is given by [22,

Eq. (6)]:

fX∗ (x) =
N

∑
n=1

(
N
n

)
n(−1)n−1

λX̄
e
− nx

λX̄ . (10)

Proposition 1: The following PDF of f|h0,n∗ |2|hn∗,i|2 , i ∈
{1,2} is calculated as:

f|h0,n∗ |2|hn∗,i|2 (x) =
N

∑
n0=1

N

∑
ni=1

(
N
ni

)(
N
n0

)

× ni(−1)ni+n0−2

λi




λi

ni
−2

√

n0λix
λ0ni

K1

(

2
√

n0nix
λ0λi

)


 ,

(11)

where Kn (x) is the first-order modified Bessel function of

the second kind.

Proof 1: See Appendix A.

Proposition 2: The closed-form expression of approxi-

mated OP1 can be represented as:

OP1 ≈1−
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)

(−1)n1+n0−2

+
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)
n1(−1)n1+n0−2

λ1

× π2

2K

K

∑
k=1

√

1−ξ 2
k sec2

(
(ξk +1)π

4

)

ϒ(ξk) . ,

(12)

where ξk = cos
(

π(2k−1)
2K

)

, Ξ(a) = tan
(

(a+1)π
4

)

+ χ and

ϒ(a) =
√

n0λ1Ξ(a)
λ0n1

K1

(

2
√

n0n1Ξ(a)
λ0λ1

)

.

Proof 2: See Appendix B.

3.2. Outage Probability of U2

In a similar way, the outage probability at the second user

is computed as:

OP2 =1−Pr(γU2 > γth2)

=1−Pr
(

|h0,n∗ |2|hn∗,2|2 > δ̄2

)

,
(13)

where δ̄2 = γth2Θ2
ϕ2−ϕ1γth2

.

Similarly to the manner in which OP1 was solved, the close-

form expression of approximated OP2 may be computed as:

OP2 ≈ 1−
N

∑
n0=1

N

∑
n2=1

(
N
n2

)(
N
n0

)

(−1)n2+n0−2

+
N

∑
n0=1

N

∑
n2=1

Q

∑
q=1

(
N
n2

)(
N
n0

)
√

1−ξ 2
q n2π2

2Qλ2

× (−1)n2+n0−2Θ(ξq)sec2
(

(ξq +1)π
4

)

,

(14)

where ξq = cos
(

π(2q−1)
2Q

)

, Φ(a) =
[

tan
(

(a+1)π
4

)

+ δ̄2

]

and

Θ(a) =
√

n0λ2Φ(a)
λ0n2

K1

(

2
√

n0n2Φ(a)
λ0λ2

)

.
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3.3. Approximate Expression of Outage Probability for

Two Users

Based on the analytical results presented in Eq. (14) and

Eq. (12), when ρ → ∞, the approximate outage probabili-

ties of two users with χ ≈ 0 and δ̄2 ≈ 0 are given as:

OP
∞
1 ≈ 1−

N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)

(−1)n1+n0−2

×
[

1− n1π2

2λ1K

K

∑
k=1

√

1−ξ 2
k sec2

(
(ξk +1)π

4

)

×

√

n0λ1Ξ̂(ξk)

λ0n1
K1



2

√

n0n1Ξ̂(ξk)

λ0λ1







 ,

(15)

and

OP
∞
2 ≈ 1−

N

∑
n0=1

N

∑
n2=1

(
N
n2

)(
N
n0

)

(−1)n2+n0−2
.

×
[

1− n2π2

2λ2Q

Q

∑
q=1

√

1−ξ 2
q sec2

(
(ξq +1)π

4

)

×

√

n0λ2Ξ̂(ξq)

λ0n2
K1



2

√

n0n2Ξ̂(ξq)

λ0λ2







 ,

(16)

where Ξ̂(a) =
[
tan
(
(α +1) π

4

)
+1
]
.

Next, in order to obtain more insights, diversity orders for

U1 and U2 are investigated. In particular, they may be

defined as [15, Eq. (18)]

da = − lim
︸︷︷︸

ρ→∞

log(OP∞
a )

log(ρ)
,a ∈ {1,2}. (17)

By substituting Eqs. (16) and (15) into Eq. (17), the di-

versity orders of U1 and U2 are given as:

d1 = d2 = 0. (18)

Remark. From Eq. (18) at high SNR, the outage proba-

bility of U1 and U2 approaches a fixed non-zero constant,

indicating that outage performance error floors exist.

3.4. Throughput for Two Users

Based on achievable outage probability, throughput in the

delay-limited transmission mode may be evaluated as [16,

Eq. (42)]:

τ? = (1−OP?)R? ,? ∈ {1,2} . (19)

4. Ergodic Capacity for Two Users

In this section, the ergodic capacity is further metric eval-

uated at U2 as [23]:

C2 = (1−θ)E [log2 (1+ γU2)] . (20)

Proposition 3: The closed-form expression for ergodic rate

of C2 is given by:

C2 =
N
∑

n0=1

N
∑

n2=1

(
N
n0

)(
N
n2

)

(1−θ)(−1)n0+n2−2

ln2

×
[

G3,1
1,3

(

Ψ̄
∣
∣
∣
∣

0
0,1,0

)

−G3,1
1,3

(

Ψ̃
∣
∣
∣
∣

0
0,1,0

)]

,

(21)

where Gm,n
p,q [.] is the Meijer G-function given in [21, Eq.

(9.301)], Ψ̄ = n2n0Θ2
λ2λ0(ϕ2+ϕ1)

and Ψ̃ = n2n0Θ2
λ2λ0ϕ1

.

Proof 3: See Appendix C.

Next, the ergodic capacity at U1 is given as:

C1 =(1−θ)E [log2 (1+ γU1)]

=(1−θ)E







log2







1+
ϕ1|h0,n∗ |2|hn∗,1|2

Θ1
︸ ︷︷ ︸

X













=
(1−θ)

ln2

∞∫

0

1−FX (x)
1+ x

dx .

(22)

Based on the formula (31) from appendix C, FX (x) is:

FX (x) =1−Pr
(

|h0,n∗ |2|hn∗,1|2 >
Θ1

ϕ1
x
)

=1−2
N

∑
n0=1

N

∑
n1=1

(
N
n0

)(
N
n1

)

(−1)n0+n1−2

×
√

n2n0Θ1x
λ2λ0ϕ1

K1

(

2

√

n2n0Θ1x
λ2λ0ϕ1

)

.

(23)

By replacing Eq. (23) with Eq. (22) and using [21, Eq.

(7.811.5), (9.34.3)], C1 may be defined as:

C1 =
N

∑
n0=1

N

∑
n1=1

(
N
n0

)(
N
n1

)
(1−θ) (−1)n0+n1−2

ln2

×G3,1
1,3

(
n2n0Θ1

λ2λ0ϕ1

∣
∣
∣
∣

0
0,1,0

)

.

(24)

5. Numerical Results

In this section, we simulate some theoretical results illus-

trated by specific figures in order to show the outage per-

formance of the system. The key parameters are presented

in Table 2. Additionally, the Gauss-Chebyshev parameter

is selected as K = Q = 100 to yield a close approximation.

Figure 2 shows an improvement in outage performance at

high transmit SNR. One may notice that lower outage prob-

ability rates may be achieved at SNR greater than 40 dB.

The outage performance of the second user outperforms

that of the first user. The higher the number of antennas at

the AP, the better the outage behavior. In particular, perfor-

mance is the best for the second user. It is further confirmed

that the approximated outage performance is very close to

the exact value at high SNR. The differences concerning
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Table 2

Definition of system parameters [25]

Parameter Notation Values

Power splitting factors a1,a2 0.1,0.9

Target SINR rates to

decode x1 and x2
R1 = R2 0.5

Energy conversion efficiency η 0.8

Fraction of the block time θ 0.2

Exponential distribution

random variables

λ0

λ1

λ2

Ω1 = Ω2

1

0.4

0.6

0.01

Fig. 2. Outage probability versus transmit SNR at AP with

varying number of transmit antennas.

performance of two users exist throughout the entire SNR

range. This is cause primarily by the fact that different

power allocation factors are assigned to the individual users.

In order to consider the impact that interference from the

PB has on the two users, the outage probability of NOMA

in the downlink mode is shown in Fig. 3. The performance

of NOMA improves remarkably with the different power

levels of interference channels. This is a promising result,

as lower interference boosts outage performance. These

outage trends for two users are similar to the trend shown

in Fig. 2. Consequently, limitation of the impact of inter-

ference channels contributes to enhancing the performance

of a NOMA system.

As can be seen from Fig. 4, with the increase of SNR,

the outage performance of NOMA is still better than that

of OMA as in Fig. 4. Interestingly, the saturation happens

Fig. 3. Outage performance of two users with different levels of

interference and N = 3.

Fig. 4. Comparison between OMA and NOMA with N = 3.

at high SNR. This result indicates that NOMA shows its

superiority compared with OMA.

In Fig. 5, one may observe that a large amount of en-

ergy harvested influences the outage performance of two

users. At a high region of θ , higher harvested energy

leads to higher SINR, then outage performance can be im-

proved significantly. Specifically, outage performance may

be changed significantly in the case of N = 3. Therefore,

a power beacon plays an important role in improving sys-

tem performance.

As seen from Fig. 6, the throughput of two users increases

significantly along with the increase in data rates. There are

specific optimal points along these throughput performance

5
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Fig. 5. Outage performance of two users vs. θ , with ρ = 40 dB.

curves. The throughput-related result is consistent with

outage performance of two users shown in the previous

figures.

Fig. 6. Throughput performance of two users, with N = 3, a1 =
0.05, a2 = 0.95 and ρ = 40 dB.

Specific ergodic capacity trends may be noticed with SNR

increasing from 0 to 50, as illustrated in Fig. 7. It is obvious

that high SNR rates lead to better ergodic performance,

but ergodic capacity increases significantly in the low SNR

range only, as demonstrated by the fact that the lines remain

unchanged at high SNR rates. In the considered cases, the

highest ergodic capacity may be observed when the AP is

facilitated with N = 3 antennas. This is cause by the fact

that the selected antennas contribute to the improvement in

ergodic capacity.

Fig. 7. Ergodic capacity versus transmit SNR.

Variations in the power splitting coefficient θ affect the

ergodic capacity as well as illustrated in Fig. 8. It is worth

noting that user U2 in the NOMA mode shows superior

performance for two cases N = 1, 3. This is caused mainly

by the fact that SINR depends on the level of power used to

transmit signals at the AP. In particular, the power splitting

coefficient of θ results in higher transmit power at the AP.

Fig. 8. Ergodic capacity versus power splitting coefficient θ ,

with ρ = 30 dB.

Similarly to Fig. 8, ergodic capacity may be improved once

the number of transmit antennas at the AP is increased, as

shown in Fig. 9. It is noteworthy that the ergodic capac-

ity of user U1 in the NOMA mode is likely affected by

varying N.
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Fig. 9. Ergodic capacity versus N, with ρ = 30 dB.

6. Conclusion

In this study, a downlink of NOMA relying on the WIT

scheme was considered. Specifically, by employing en-

ergy from the PB, the AP assists in transmitting the signal

to two users in the downlink mode. Performance of the

system depends on the amount of power harvested, mean-

ing that larger numbers of AP antennas contribute to im-

provement in performance. Furthermore, performance of

the system may be boosted by limiting the impact of in-

terference. Finally, we have analyzed performance of the

NOMA network and derived closed-form expressions for

outage probability, throughput, and ergodic capacity. It has

been shown that the theoretical approximations align per-

fectly with the simulation results. Additionally, the impact

of the WIT strategy is analyzed. For example, a signifi-

cant improvement is achieved in terms of outage behavior,

throughput and ergodic capacity.

Appendix A

From formula (10), we have f|h0,n∗ |2|hn∗,i|2 (x) are the

PDF of two random variables (RVs) |h0,n∗ |2|hn∗,i|2 with

i ∈ {1,2} is calculated by:

f|h0,n∗ |2|hn∗,i|2 (x) =Pr

(

|h0,n∗ |2 <
x

|hn∗,i|2

)

=

∞∫

0

f|hn∗,i|2 (y)
∞∫

0

f|h0,n∗ |2 (z)dydz

=
N

∑
n0=1

N

∑
ni=1

(
N
ni

)(
N
n0

)
ni(−1)ni+n0−2

λi

×
∞∫

0

e
− niy

λi

[

1− e
− n0x

λ0y

]

dy

=
N

∑
n0=1

N

∑
ni=1

(
N
ni

)(
N
n0

)
ni(−1)ni+n0−2

λi

×





∞∫

0

e
− niy

λi dy−
∞∫

0

e
− niy

λi
− n0x

λ0y dy



 .

(25)

Based on [14, Eq. (3.324.1)] and by applying some polyno-

mial expansion manipulations, we obtain the statistic func-

tion of two RVs |h0,n∗ |2|hn∗,i|2 as in Proposition 1.

Appendix B

Using the PDF from Eq. (11), the outage probability OP1
may be expressed by:

OP1 = 1−Pr
(

|h0,n∗ |2|hn∗,1|2 > χ
)

= 1−
∞∫

χ

f|h0,n∗ |2|hn∗,1|2 (x)dx

= 1−
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)
n1(−1)n1+n0−2

λ1

×
∞∫

χ




λ1

n1
−2

√

n0λ1x
λ0n1

K1

(

2
√

n0n1x
λ0λ1

)


dx

= 1−
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)

(−1)n1+n0−2

+2
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)
n1(−1)n1+n0−2

λ1

×
∞∫

χ

√

n0λ1x
λ0n1

K1

(

2
√

n0n1x
λ0λ1

)

︸ ︷︷ ︸

A

dx.

(26)

Unfortunately, identifying a closed-form expression for A

is a tough task, but an accurate approximation may be ob-

tained instead. With variable x = tan
[
(t +1)π

/
4
]
+ χ ⇒

dx = πsec2 [(t +1)π
/

4
]/

4 and the Gaussian-Chebyshev

quadrature from [24, Eq. (25.4.38)], A can be repre-

sented as:

A =
π
4

1∫

−1

sec2
[
(t +1)π

4

]
√

n0λ1
(
tan
[
(t +1)π

/
4
]
+ χ
)

λ0n1

×K1



2

√

n0n1
(
tan
[
(t +1)π

/
4
]
+ χ
)

λ0λ1



dt

≈ π2

K4

K

∑
k=1

√

1−ξ 2
k sec2

[
(ξk +1)π

4

]

ϒ(ξk) ,

(27)
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where sec2 (t) = 1
cos2(t) , ξk = cos

(
π(2k−1)

2K

)

, Ξ(t) =

tan
[

(t+1)π
4

]

+ χ and ϒ(t) =
√

n0λ1Ξ(t)
λ0n1

K1

[

2
√

n0n1Ξ(t)
λ0λ1

]

.

Combining Eq. (27) into Eq. (26), OP1 can be identified

by:

OP1 ≈1−
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)

(−1)n1+n0−2

+
N

∑
n0=1

N

∑
n1=1

(
N
n1

)(
N
n0

)
n1(−1)n1+n0−2

λ1

× π2

2K

K

∑
k=1

√

1−ξ 2
k sec2

[
(ξk +1)π

4

]

ϒ(ξk) .

(28)

Proof 2 is completed.

Appendix C

By the definition of the expectation operator and after

integration-by-part, C2 can then be evaluated as [23], [26]:

C2
∆
=(1−θ)E [log2 (1+ γU2)]

=
1−θ
ln2

∞∫

0

1
1+ x

[

1−F|h0,n∗ |2|hn∗,2|2 (x)
]

dx

=
1−θ
ln2

ϕ2
ϕ1∫

0

1
1+ x

F̄|h0,n∗ |2|hn∗,2|2
(

xΘ2

ϕ2 − xϕ1

)

dx,

(29)

where F̄|h0,n∗ |2|hn∗,2|2(x) = 1−F|h0,n∗ |2|hn∗,2|2(x). Note that

C2 is derived on the condition of ϕ2 −xϕ1 > 0. By chang-

ing variable t = xΘ2
ϕ2−xϕ1

and by performing a series of cal-

culations, Eq. (29) can be further derived as [27]:

C2 =
1−θ
ln2

∞∫

0

(

1

t +Θ2(ϕ2 +ϕ1)
−1 − 1

t +Θ2ϕ−1
1

)

× F̄|h0,n∗ |2|hn∗,2|2
(

xΘ2

ϕ2 − xϕ1

)

dt.

(30)

In Eq. (29), F|h0,n∗ |2|hn∗,2|2 (x) is calculated as:

F|h0,n∗ |2|hn∗,2|2 (x) = 1−Pr
(

|h0,n∗ |2|hn∗,2|2 > t
)

=1−
N

∑
n0=1

N

∑
n2=1

(
N
n0

)(
N
n2

)
n0(−1)n0+n2−2

λ0

×
∞∫

0

e
− n2t

λ2y−
n0y
λ0 dy

=1−2
N

∑
n0=1

N

∑
n2=1

(
N
n0

)(
N
n2

)

(−1)n0+n2−2

×
√

n2n0t
λ2λ0

K1

(

2
√

n2n0t
λ2λ0

)

.

(31)

By substituting Eq. (31) into Eq. (30), C2 can be given by:

C2 =
N

∑
n0=1

N

∑
n2=1

(
N
n0

)(
N
n2

)
(1−θ) (−1)n0+n2−2

ln2

×
∞∫

0

(

1

t +Θ2(ϕ2 +ϕ1)
−1 − 1

t +Θ2ϕ−1
1

)

×2
√

n2n0t
λ2λ0

K1

(

2
√

n2n0t
λ2λ0

)

dt .

(32)

Finally, with the help of [21, Eq. (7.811.5), (9.34.3)] and

after some manipulations, we can obtain (21).

Proof 3 is completed.
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Abstract—This paper presents an algorithm that supports the

dynamic spectrum access process in cognitive radio networks

by generating a sorted list of best radio channels or by identi-

fying those frequency ranges that are not in use temporarily.

The concept is based on the reinforcement learning technique

named Q-learning. To evaluate the utility of individual ra-

dio channels, spectrum monitoring is performed. In the pre-

sented solution, the epsilon-greedy action selection method is

used to indicate which channel should be monitored next. The

article includes a description of the proposed algorithm, sce-

narios, metrics, and simulation results showing the correct

operation of the approach relied upon to evaluate the util-

ity of radio channels and the epsilon-greedy action selection

method. Based on the performed tests, it is possible to deter-

mine algorithm parameters that should be used in this pro-

posed deployment. The paper also presents a comparison of

the results with two other action selection methods.

Keywords—cognitive radio, dynamic spectrum access, spectrum

monitoring, machine learning, Q-learning.

1. Introduction

With the dynamic development of wireless communica-

tions systems, spectrum scarcity has become an increas-

ingly important problem. The vast majority of radio fre-

quency bands are assigned to licensed (primary) users on

an exclusive basis. At the same time, by analyzing the use

of frequency resources over time [1]–[3], one can iden-

tify the so-called spectrum holes. This term refers to fre-

quency bands that are not in use temporarily and may be

utilized for transmission by secondary (unlicensed) users.

This approach is referred to as dynamic spectrum access

(DSA). To apply this concept, cognitive radio (CR) tech-

nology is proposed. The functionalities of CR include the

ability to receive various information from the surround-

ing environment, analyze it, make decisions, and perform

specific actions. The ability to learn (improve functional-

ity) from previous reactions and from the results obtained

is another essential feature of CR.

Implementation of DSA requires constant monitoring of the

available radio resources and means that the usefulness of

individual frequency ranges (i.e. radio channels) needs to

be determined. For secondary users, channels with low

occupancy ratios (activity of other users) are the most im-

portant ones.

2. Evolution of Radio Channel Utility

The algorithm proposed in this paper for evaluating the

utility of radio channels supports DSA and is based on

the machine learning method named Q-learning. This tech-

nique belongs to the class of reinforcement learning meth-

ods in which learning takes place through experimentation.

In addition to reinforcement learning, two primary groups

of machine learning methods may be distinguished, namely

supervised and unsupervised learning [4], [5]. Reinforce-

ment learning is considered to be useful in terms of CR,

especially in monitoring and accessing the spectrum in

a dynamically changing environment [4]. In the considered

solution, reinforcement learning of the single state [6], [7]

or stateless type [8], [9] is analyzed. The proposed algo-

rithm does not require any knowledge of the radio environ-

ment. It recognizes and learns spectrum usability-related in-

formation by relying on the trial and error method [6], [10].

On the other hand, if the state of several frequency chan-

nels is known, it may also be used during the initialization

step or during the algorithm’s operation.

Figure 1 depicts the general scheme of the proposed algo-

rithm that consists of four primary stages repeated as the

system is operated. Before the algorithm starts, the Q ma-

trix should be initialized. This matrix consists of channels

a and their estimated qualities Q(a).
The first step of the algorithm is the selection of action

(a). During this stage, a new channel for sensing (i.e. ra-

dio spectrum monitoring) is indicated. Random and cyclic

algorithms are the most straightforward and the most pop-

ular solution, as they search the entire action space with

equal probabilities. In the first case, the action (channel)

is selected randomly. The second solution assumes that

channels are specified in sequence over a repeated cycle.

Another proposal is the epsilon-greedy strategy, which is

a greedy policy variant (see Fig. 2). By using this approach,

one may exploit (use) the best actions and reduce the effort
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Fig. 1. Radio channel utility evaluation algorithm.

required to explore (search) for others. According to this

principle, the following action is chosen:

• randomly with low probability ε ,

• or according to the current policy of maximizing re-

wards with a probability of 1− ε .

Fig. 2. Epsilon-greedy action selection method.

The ε value determines the probability of taking the greedy

action, selecting the best channel for sensing. Otherwise, it

also defines the probability 1− ε of performing a random

action. This makes it possible to find other channels with

good qualities. As shown in Fig. 2, by changing the ε value,

a trade-off between exploration and exploitation is reached.

An example algorithm for the epsilon-greedy action selec-

tion method is shown in Fig. 3. Firstly, a random number

p (p = 0, . . . ,1) is generated. Then, its value is compared

with the defined ε . Depending on the result, a random

action is performed or the best channel is selected.

Fig. 3. Epsilon-greedy action selection algorithm.

In the next step, the radio channel utility evaluation algo-

rithm is executed on the selected frequency channel. Two

basic sensing approaches may be used in the proposed so-

lution: local spectrum monitoring or cooperative sensing

of spatially distributed radio network nodes. The problem

of optimizing the placement of sensing elements is consid-

ered, inter alia, in [11] and [12]. The use of cooperative

spectrum monitoring allows to reduce the severity of the

problem of the so-called hidden nodes [13]. In such cases,

it is necessary to apply a certain data fusion method, e.g.

the Dempster-Shaffer theory [14].

The spectrum monitoring result r is passed to the following

step of the algorithm in which the calculation of a new

Q′(a) value for the analyzed channel is performed. Both

the newly obtained r result and the previous value Q(a) are

considered. The significance of new and historical data is

defined by the learning rate α . The calculation of the new

value Q′(a) is performed using the following relationship:

Q′(a) = (1−α)Q(a)+αr , (1)

where:

• a – selected action,

• Q(a) – Q value for the selected action,

• Q′(a) – new (updated) Q value for the selected action,

• α ∈< 0,1 > – learning rate,

• r – reward.

In the next step, the determined value Q′(a) is used to

update the Q matrix, and then the algorithm cycle repeats.
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3. Simulations and Results

This section of the paper presents the scenarios, metrics,

and simulation results of the proposed algorithm using the

epsilon-greedy action selection approach.

To evaluate the proposed algorithm, two base scenarios

were prepared. Each scenario consists of radio channels

with their occupancy defined over time. To generate spec-

trum occupancy figures, a statistical approach based on the

On-Off model (see Fig. 4) was used [15]. The traffic gen-

erated may be interpreted as originating from one or more

users. This model assumes two possible states: occupied

(On) and not-occupied (Off).

Fig. 4. On-Off spectral occupancy model [15].

In the selected Poisson-exponential model, the arrival pro-

cedure is modeled by a Poisson process. The time between

successive spectral occupancies Tf (Off periods) is defined

by an exponentially distributed random process:

f
(

Tf
)

=
1
T̄f

e
−

Tf
T̄f , (2)

with a mean interarrival time of:

E
[

Tf
]

= Tf . (3)

The duration of the occupancy time To (On periods) is also

modeled as an exponentially distributed random process

given by:

f (To) =
1
To

e
−

To
To , (4)

with a mean occupancy time of:

E [To] = To . (5)

According to the ITU-R report [16], spectrum resource oc-

cupancy SRO is the ratio of the number of channels in use

(occupied) to the total number of channels in the entire fre-

quency band. SRO for multiple channels within a specific

time, called the integration time, is calculated as follows:

SRO =
N0

N
, (6)

where: N0 – number of samples on any channel with a level

above the threshold and N – total number of samples taken

on all channels during the integration time.

In this case, the integration time is equated with the sce-

nario time. Spectrum resource occupancy SRO may be in-

terpreted as the average occupancy of the channels.

Table 1

Scenario 1 parameters

Parameter

name

Parameter value

Even-numbered

channels

(2, 4, 6,

8, 10, 12)

Odd-numbered

channels

(1, 3, 5,

7, 9, 11)

All

channels

Simulation

time T
10,000

Number of

channels M
6 6 12

Average On

time T0
10 10 -

Average Off

time Tf
10 30 -

Spectrum

resource

occupancy

SRO

0.5 0.25 0.375

Table 2

Scenario 2 parameters

Parameter

name

Parameter value

Even-numbered

channels

(2, 4, 6,

8, 10, 12)

Odd-numbered

channels

(1, 3, 5,

7, 9, 11)

All

channels

Simulation

time T
10,000

Number of

channels M
6 6 12

Average On

time T0
40 40 -

Average Off

time Tf
40 120 -

Spectrum

resource

occupancy

SRO

0.5 0.25 0.375

For evaluation purposes, two scenarios are considered.

Both consist of twelve radio channels for which 10,000

states are defined (Table 1 and Table 2). The channels are

divided into two groups with different parameters. Spec-

trum resource occupancy SRO for even-numbered chan-

nels is about 0.5, whereas for odd-numbered channels

SRO ≈ 0.25. This means that the overall spectrum occu-

pancy for both scenarios (all channels) equals 0.375. The

difference between scenario 1 and scenario 2 is in average

On and Off times. Channel state changes in scenario 2 are
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four times slower compared to scenario 1, e.g. To and Tf
for even-numbered channels in scenario 1 are equal to 10,

while for the scenario 2 these parameters are equal to 40.

Fig. 5. Radio channel occupancy for base scenario 1.

The generated radio channel occupancy rates are shown in

Figs. 5 and 6 for scenario 1 and scenario 2, respectively.

The results are consistent with the Poisson-exponential

model. White color represents not-occupied states (free),

whereas gray is used to identify occupied channels.

Fig. 6. Radio channel occupancy for base scenario 2.

The two presented scenarios serve as a basis for the simula-

tions (base scenarios). They are used for the first iteration

of the simulations performed according to the algorithm

illustrated in Fig. 7.

Each scenario is simulated for different ε values, and then

the relevant metrics are calculated. After analyzing the

obtained metrics, ε value rendering the best results is se-

lected. Consequently, there is a Q matrix and the best radio

channel for each time step. In the next stage, information

about temporally best channels is used to modify the input

scenario, and then the simulations are performed relying

on this updated data. That allows the scenarios used in

subsequent iterations to be defined based on an increasing

spectrum resource occupancy rate.

Fig. 7. Simulation algorithm – successive iterations.

3.1. Metrics Used

To evaluate the proposed solution, specific metrics are pro-

posed. The first one is channel utility Utl, defined as:

Utl =
N f

T
, (7)

where: N f – number of samples on the selected channel

with a level below threshold (channel not-occupied) and

T – total number of samples taken on the selected channel

during the scenario time.

The Utl value can vary from 0 to 1. The second metric is

spectrum resource occupancy gain SROgain defined as:

SROgain = SRO2 −SRO1 , (8)

where: SRO1 – reference spectrum resource occupancy

value (occupancy of the scenario prepared for simulation)

and SRO2 – spectrum resource occupancy after simulation

(including the occupancy resulting from the use of the best

channel determined by the algorithm).

The goal is to obtain the highest SROgain and therefore the

greatest Utl value, as radio resources are then used more

efficiently. SRO1 may be defined in the same way as in

Eq. (6):

SRO1 =
N0

N
. (9)

The use of the spectrum, when the system is using the best

channels indicated by the proposed algorithm, increases

proportionally to the Utl value. In such a case, the not-

occupied states of the selected channel N f change their

status to occupied and increase the utilization of frequency

resources. Accordingly, SRO2 may be defined as:

SRO2 =
No +N f

N
. (10)
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The total number of samples N taken on all channels during

the integration time is expressed by:

N = MT , (11)

where M is the number of channels.

The SROgain may be defined as:

SROgain =
No +N f

N
−

N0

N
=

N f

MT
=

Utl
M

. (12)

Considering the range of variability of the parameter Utl,
the maximum SROgain is:

SROgainMax =
1
M

. (13)

3.2. Results

Fig. 8. Utility values for different epsilon ε values in successive

iterations of base scenario 1. (see the digital version for color

images)

Fig. 9. Utility values for different epsilon ε values in successive

iterations of base scenario 2.

Figures 8–11 show Utl, SRO, and SROgain in successive

iterations for both scenarios. Utility values presented in

Figs. 8 and 9 are calculated for the first channel in the Q
matrix – the best radio channel in each simulation step.

Better results are obtained for scenario 2. Here, higher util-

ity values are obtained compared to those for scenario 1 for

the same spectrum resource occupancy (iteration number).

It is so because of the different channel state changes dy-

namics. In scenario 1, shorter On and Off times cause fre-

quent channel state changes. The larger the iteration num-

ber, the greater value of ε provides the best utility values. It

means that for a higher spectrum resource occupancy rate,

the epsilon-greedy action selection method should increase

exploration.

Fig. 10. Spectrum resource occupancy SRO in successive itera-

tions for both scenarios.

Figures 10 and 11 show spectrum resource occupancy and

SROgain for both scenarios. For the first three iterations,

Fig. 11. Spectrum resource occupancy gain SROgain in successive

iterations of both scenarios.
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SROgain values are close to their maximum SROgainMax (red

dashed line in Fig. 11). As mentioned before, better re-

sults (higher SROgain) can be obtained for scenario 2 due

to lower channel state changes dynamics. As the iteration

number increases, the spectrum occupancy grows, and thus

the chances of finding free radio resources (not-occupied

channel) decreases. Therefore, the channel utility Utl val-

ues shown in Figs. 8 and 9 and the spectrum resource occu-

pancy gain SROgain presented in Fig. 11 take a lower values

with the increase in the iteration number.

Fig. 12. Radio channel occupancy for the third iteration of base

scenario 1.

Figures 12 and 13 show the growth in radio channel oc-

cupancy after two iterations, compared to the base sce-

narios. White and gray colors represent free and occupied

states in the base scenario. Green indicates new occupied

states resulting from including the temporarily best chan-

nels selected by the proposed algorithm. As one may no-

tice, odd-numbered channels are chosen more often because

their spectrum resource occupancy is lower. Please refer

Fig. 13. Radio channel occupancy for the third iteration of base

scenario 2.

to Tables 1 and 2 for detailed parameters. This behavior

confirms the correct operation of the algorithm identifying

temporarily free channels.

Fig. 14. Radio channels selected by the epsilon-greedy method

(ε = 0.2) in the first iteration of base scenario 1.

Figures 14 and 15 depict the effect of the epsilon-greedy

action selection method. They show how often particu-

lar channels are selected for sensing (monitoring). There

are two example results from the scenario 1 simulations.

The first one concerns the base scenario (first iteration),

when SRO is approx. 0.375. In this case the ε value is

set to 0.2, which means that greedy actions are taken with

the probability of 0.8 (please refer to Fig. 2). This re-

sults in more frequent selection of less busy channels (odd-

numbered channels). Figure 15 presents the behavior of the

epsilon-greedy action selection method in the fourth itera-

tion. In this situation, the ε value that allows to obtain the

best Utl is 0.5 (see Fig. 8). As the spectrum occupancy

grows it is needed to increase the exploration to find other

free channels. Probabilities of the selection of individual

channels are equalized.

Fig. 15. Radio channels selected by the epsilon-greedy method

(ε = 0.5) in the fourth iteration of base scenario 1.
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Radio channels utilities in the first and fourth iteration of

base scenario 1 are presented in Figs. 16 and 17, respec-

tively. These results compare three action selection meth-

ods: epsilon-greedy, random and cyclic. Analysis of the

first channel index in the Q matrix (the best one) shows

a significant advantage that the epsilon-greedy algorithm

has over the other two methods.

Fig. 16. Radio channel utility rate in the first iteration of base

scenario 1.

Fig. 17. Radio channel utility rate in the fourth iteration of base

scenario 1.

4. Conclusions

This paper presents an algorithm for evaluating the useful-

ness of radio channels based on a machine learning tech-

nique named Q-learning. The proposed algorithm identifies

radio channels for sensing using the epsilon-greedy action

selection method. This process aims to reach a trade-off

between exploration and exploitation of the available radio

channels. Based on the results from the process of mon-

itoring frequency resources, individual radio channels are

evaluated. As a result, a sorted list of radio channels capa-

ble of supporting DSA is generated. An essential feature of

the proposed concept is that it does not need to be initial-

ized, meaning it may work in an unknown electromagnetic

environment, gradually building its situational awareness.

The presented scenarios, metrics, and simulation results

show the algorithm’s correct operation and the proper

choice of the action selection method. The tests performed

have identified the crucial ε values that allow to reach

the maximum spectrum utilization rate under specific con-

ditions. The epsilon-greedy action selection method is

also compared with two other approaches: random and

cyclic. It has been shown that the channel utilization

rates obtained using the epsilon-greedy approach are much

better.
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Abstract—Calibration of RF power sensors is crucial issue in

RF power measurements. Many calibration laboratories use

the direct comparison transfer system with a signal generator

and a power splitter. Increasing performance of modern vec-

tor network analyzers makes it possible to perform a power

sensor calibration with acceptable uncertainties. The main

advantage when using a VNA is a simple measurement setup

with a wide frequency range (up to 50 GHz, limited only by the

VNA and the standard power sensor), where all of required

components, i.e. signal generator, a directional coupler and

a reference power indicator are built in the VNA technology.

This paper reports performing a VNA-based RF power sen-

sors calibration for 10 MHz – 18 GHz band, carried out in the

Laboratory of Electric, Electronic and Optoelectronic Metrol-

ogy at the National Institute of Telecommunications in War-

saw, Poland. In order to validate the proposed solution two

of power sensors were calibrated at a reference laboratory.

The validation consisted of two steps. At first, one of those

characterized power sensors was calibrated at our laboratory

in direct comparison transfer system. Finally, the results ob-

tained from the VNA-based system were compared with the

previously obtained ones.

Keywords—direct comparison transfer, microwave power mea-

surements, power sensor calibration, measurement uncertainty,

VNA.

1. Introduction

Measurement of RF signal power is one of the most im-

portant metrology issues in microwaves. Power sensors

together with suitable power meters are used in test stand.

To achieve best accuracy of the measurement, a standard

power sensor is calibrated by one of the national labora-

tory, for instance NIST, METAS, PTB, etc. For power

sensor calibration the direct comparison transfer method is

widely used [1], [2]. The calibration system consists of

a power splitter or a directional coupler where input port is

connected to signal generator, and have a reference power

sensor attached to one of the two output ports as shown in

the Fig. 1. The second output port is connected to the stan-

dard power sensor and to the power sensor being calibrated

(device under test, DUT) interchangeably. The calibration

performance depends on the effective source match of the

splitter or the directional coupler, and on the accuracy of

the used standard power sensor.

Fig. 1. Power sensor calibration system in generator – splitter

connection for direct comparison transfer.

The use of vector network analyzer (VNA) for calibra-

tion power sensors was presented in [3], [4]. The prin-

ciple of operation of the VNA-based system is same as for

generator-splitter method, hence it is the direct compari-

son transfer system with identical sources of measurement

uncertainty. However, the quality of VNA output signal

is generally much worse than that of the signal obtained

from RF generators, hence it can significantly affect the

uncertainty budget. A comparison of these two systems

was presented in [4]. The main benefit of using the VNA

versus the generator-splitter system is its great simplicity.

Figure 2 shows the block diagram of VNA port 1.

The standard power sensor and the unit to be calibrated are

alternately connected to the VNA. The signal generator,

the directional coupler, and the reference power sensor are

circuits built into VNA, thus the setup of the system is very

simple.

This paper presents the VNA-based power sensor calibra-

tion system for frequency range 10 MHz–18 GHz. This is

a preliminary work proving the concept of VNA usage for

this purpose. The aim is to set up the measurement station

covering the VNA full range, up to 50 GHz.
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Fig. 2. Block diagram of VNA port 1.

In order to validate the developed system two power sensors

were calibrated in a reference laboratory. One of them was

then used as the standard power sensor, whereas the sec-

ond one was used as the DUT. The results retrieved from

the reference lab and the data obtained with the generator-

splitter method and with the VNA system were compared.

2. Direct Comparison Transfer Overview

The measurement system consists of a RF signal generator,

a power splitter (or directional coupler), and a reference

power sensor connected to one of the output ports of the

splitter. The standard power sensor and DUT are alternately

connected to the second port of the splitter (see Fig. 1).

Using the reference power sensor and the power splitter

instead of connecting the sensors directly to the output of

the generator improves the effective source match. The

effective source match Γe2 depends only on the scattering

parameters of the power splitter itself and is generally much

better and stable than the source match of the generator [5].

Importantly, it is quite easy to measure using VNA, either

by determining the scattering parameters or by Jureshek

method [6]. In contrast, source match of signal generators

is quite difficult to determine:

Γe2 = S33 −
S31S23

S21
. (1)

The DUT calibration factor KD is calculating using [4]:

KD = KS
PD

PMD
·

PMS

PS
·

(

|1−Γe2ΓD|

|1−Γe2ΓS|

)2

, (2)

where PS,PMS,PD,PMD are power levels measured by the

standard power sensor, by the reference power sensor with

the standard sensor connected, by the DUT power sensor,

and by the reference power sensor with the DUT sensor

connected, respectively. ΓS and ΓD are the reflection coef-

ficients of the standard and of the DUT. The B type uncer-

tainty of the measured calibration factor KD mainly consists

of the uncertainty of the transferred calibration factor KS
and the uncertainties of the reflection coefficients in the

mismatch factor in Eq. 2. It is worth noting, that the cali-

bration factor KD does not depend on the calibration factor

and the reflection coefficient of the reference power sensor,

thus this power sensor does not affect the B type calibration

uncertainty. The A type uncertainty mainly includes power

readings instabilities of each power sensor used, as well

as the connection repeatability. The uncertainty budget for

a calibration of a power sensor with the direct comparison

transfer method is described in [1].

3. VNA in Power Sensor Calibration

A vector network analyzer is used for a measurement of

a reflection of a calibrated power sensor. It is a very im-

portant parameter specified by all manufacturers of power

sensors. In addition, reflection coefficients of standard and

DUT power sensors are required to calculate the calibra-

tion factor KD by Eq. (2) and are taking into account when

calculating measurement uncertainties.

This article shows the usage of a VNA in a direct com-

parison transfer system to determine the calibration factor

KD. Furthermore, VNA can be used to calibrate the linear-

ity factor, thus it makes it possible to perform a complete

power sensor calibration in a simple way [3].

The VNA integrates all required components for measure-

ment of the calibration factor with the direct comparison

transfer system. When looking at Fig. 2 and comparing

it with Fig. 1 one can clearly deduce that the directional

coupler with R1 receiver works the same way as the power

splitter with the reference power sensor. The signal gener-

ator is built into VNA. Thus the formula for the calibration

factor of DUT sensor is similar to the Eq. (2):

KD = KS
PD

|R1D|2
·
|R1S|

2

PS
·

(

|1−ΓesΓD|

|1−ΓesΓS|

)2

, (3)

where R1D and R1S are the measured complex incident

voltage waves when the standard power sensor and the DUT

are connected to the VNA port, respectively, and Γes is

the source match of the port used. Γes is relatively easy

to determine as it is one of the error terms retrieved from

reflection calibration of the VNA port [7]. The similarity of

Eqs. (2) and (3) reflects in the uncertainty analysis, where

uncertainty factors similar to those in the generator-splitter

method are taken into account [7], [8].

4. Measurements

4.1. Measurement Setups

The DUT and standard power sensors were respectively

a diode power sensor and a thermal power sensor man-

ufactured by Keysight Technologies. Both power sensors

had been calibrated in a reference laboratory at frequencies

ranging from 10 MHz to 18 GHz. Figure 3 presents the
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Fig. 3. Measurement setup with a signal generator, a power split-

ter and with a reference power sensor for power sensor calibration

in direct comparison transfer system.

calibration system setup with a signal generator, a power

splitter and a reference power sensor. The VNA-based sys-

tem with port 1 involved is shown in Fig. 4. Both circuits

consisted of a standard and a DUT power sensors, as well

as a power meter for power readings from the sensors. The

generator-splitter setup in addition to a signal generator and

a power splitter has a reference power sensor with its cor-

responding power meter. It is evident from the photos that

using the system with a VNA requires less equipment, al-

though is more expensive. However, as mentioned earlier,

the VNA is necessary for power sensor calibration and most

likely it is already present in the calibration laboratories.

Fig. 4. VNA-based measurement system for power sensor cali-

bration in direct comparison transfer system.

4.2. Source Match Evaluation

First, the source reflections at the splitter output and at port

1 of the VNA with cable were evaluated. With this purpose

an electronic calibration unit was used. The source match

characterization of the splitter was performed using the Ju-

roshek method [6]. The source match of the VNA system

was retrieved as an error term after oneport reflection cali-

bration [9]. Figure 5 shows the results of both source re-

flection measurements. The equivalent source match of the

power splitter is better than the source match of the VNA in

the whole frequency range of interest. For the frequencies

up to 2 GHz a source reflection of the splitter is extremely

low.

Fig. 5. Source reflections of the power splitter and VNA port 1

with cable.

4.3. Calibration Results

The results of power sensor calibration using a generator-

splitter setup, using a VNA-based system, and those ob-

tained from the reference lab are depicted in Fig. 6. Cor-

responding data for both systems are presented in Table 1.

Results from a generator-splitter system seem a bit more

consistent with results from the reference laboratory. Dis-

crepancies are especially noticeable around 10 GHz. In or-

der to evaluate the performance of the VNA system a figure

of merit En was calculated [10]:

En =

∣

∣

∣

∣

∣

∣

KD,A −KD,B
√

U2
A +U2

B

∣

∣

∣

∣

∣

∣

, (4)

where KD,A, KD,B are the calibration factor results from

the VNA method and from the generator-splitter method,

respectively. UA and UB are corresponding expanded un-

certainties. Uncertainties for both methods were calculated

according to ISO GUM [11], to internal laboratory proce-

dures, and to uncertainty budges presented in [1], [3], [8].

A graph of the En parameter is shown in Fig. 7, and the cor-

responding data is presented in Table 1. According to [10]

the comparison result is accepted when En < 1. In this

case a maximum value of 0.79 is obtained for 10 MHz,

which means that the obtained variances are acceptable.
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Fig. 6. Calibration factors of DUT power sensor obtained from

generator-splitter system, VNA system, and from reference lab.

Fig. 7. En parameter for VNA method and generator-splitter

method.

Generally quite good consistency is observable between the

VNA-based method and the generator-splitter method. Sec-

ond highest value of En is 0.39 for 10.5 GHz.

5. Conclusions

This article presented the development of a RF power sen-

sor calibration setup which makes use of a VNA at fre-

quencies ranging from 10 MHz to 18 GHz, in the Labora-

tory of Electric, Electronic and Optoelectronic Metrology

at the National Institute of Telecommunications in War-

saw, Poland. As the preliminary work for full-range mea-

surement capability to calibrate the power sensors up to

50 GHz, it proves the concept, that VNA can successfully

be used to determine the calibration factor of power sensors

in the direct comparison transfer system instead of a well-

known generator-splitter method. The comparison between

the two methods showed a good mutual consistency.

Table 1

Power sensor calibration results

Freq. [GHz] KD.A [%] UA [%] KD.B [%] UB [%] En
0.01 99.69 1.50 98.31 0.92 0.79

0.03 99.76 0.61 99.61 0.57 0.17

0.05 100.00 0.38 100.00 0.37 0.00

0.075 100.00 0.63 99.90 0.62 0.12

0.1 99.99 0.63 99.92 0.62 0.08

0.3 99.93 0.71 99.92 0.70 0.01

0.5 100.25 0.71 100.27 0.71 0.02

0.75 101.39 0.72 101.47 0.72 0.08

1.0 102.55 0.74 102.62 0.72 0.07

1.5 103.47 0.75 103.41 0.74 0.06

2.0 103.28 0.76 103.13 0.73 0.14

2.5 103.20 0.76 103.02 0.73 0.17

3.0 102.70 0.74 102.55 0.73 0.14

3.5 102.63 0.81 102.35 0.73 0.25

4.0 102.16 0.80 102.15 0.73 0.01

4.5 102.05 0.79 101.93 0.77 0.11

5.0 102.08 0.78 101.89 0.76 0.17

5.5 102.00 0.80 101.94 0.76 0.06

6.0 102.11 0.82 101.96 0.75 0.14

6.5 101.84 0.77 101.93 0.76 0.08

7.0 101.75 0.78 101.71 0.75 0.04

7.5 101.44 0.78 101.51 0.78 0.07

8.0 101.27 0.78 101.42 0.79 0.13

8.5 101.40 0.83 101.48 0.83 0.07

9.0 101.57 0.84 101.62 0.84 0.04

9.5 101.74 0.85 101.49 0.87 0.20

10.0 101.85 0.86 101.55 0.90 0.24

10.5 101.84 1.07 101.29 0.90 0.39

11.0 101.72 1.06 101.43 0.87 0.21

11.5 100.92 0.99 100.74 0.84 0.14

12.0 101.37 0.82 101.22 0.84 0.12

12.5 100.93 0.91 100.52 0.90 0.32

13.0 100.79 0.86 100.54 0.93 0.20

13.5 100.96 0.87 100.71 0.96 0.19

14.0 100.89 0.89 100.81 0.98 0.06

14.5 100.35 1.05 100.38 0.97 0.02

15.0 99.46 0.92 99.51 0.87 0.04

15.5 100.67 0.93 100.47 0.93 0.15

16.0 100.41 0.94 100.13 0.92 0.21

16.5 100.18 0.92 99.83 0.92 0.27

17.0 100.68 0.94 100.37 0.94 0.24

17.5 101.34 0.97 101.02 0.96 0.23

18.0 100.88 0.99 100.86 0.98 0.02
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Abstract—We have conducted research on the performance

of six supervised machine learning (ML) algorithms used for

network traffic classification in a virtual environment driven

by network function virtualization (NFV). The performance-

related analysis focused on the precision of the classification

process, but also in time-intensity (speed) of the supervised

ML algorithms. We devised specific traffic taxonomy using

commonly used categories, with particular emphasis placed on

VoIP and encrypted VoIP protocols serve as a basis of the 5G

architecture. NFV is considered to be one of the foundations

of 5G development, as the traditional networking components

are fully virtualized, in many cases relaying on mixed cloud

solutions, both of the premise- and public cloud-based vari-

ety. Virtual machines are being replaced by containers and

application functions while most of the network traffic is flow-

ing in the east-west direction within the cloud. The analysis

performed has shown that in such an environment, the Deci-

sion Tree algorithm is best suited, among the six algorithms

considered, for performing classification-related tasks, and of-

fers the required speed that will introduce minimal delays in

network flows, which is crucial in 5G networks, where packet

delay requirements are of great significance. It has proven to

be reliable and offered excellent overall performance across

multiple network packet classes within a virtualized NFV net-

work architecture. While performing the classification proce-

dure, we were working only with the statistical network flow

features, leaving out packet payload, source, destination- and

port-related information, thus making the analysis valid not

only from the technical, but also from the regulatory point of

view.

Keywords—classification, machine learning, network functions

virtualization, network traffic.

1. Introduction

Classification of network traffic is always important, as net-

work architectures are changing continuously, especially

now, when virtual machines (VM), software defined net-

working (SDN), private, public, and mixed clouds are com-

monplace solutions used in the IT world. The current

trend favors microservices, containers, application func-

tions and, network functions in network functions virtu-

alization (NFV) environments [1], meaning that network

flows are becoming ever more complex. Currently, the ma-

jority of network traffic is moving in the cloud, usually

within the same datacenter, in the east-west direction. This

traffic never leaves the virtual plane and is often managed by

SDN components in the NFV environment, thus obstruct-

ing the capture or any other operations over the same traffic.

This is important both for cloud operators and for entities

using the services provided via public clouds. Operations

which are common practice and are considered trivial, such

as quality of service (QoS), network security, optimization,

application management and monitoring functionalities, are

becoming a challenge.

In this paper, we are performing an experimental test to

reveal network traffic classification efficiency of several

supervised machine learning (ML) algorithms. We have

created a unique test environment that resembles real life

processes and simulates the east-west traffic on the virtual

plane, exchanged between virtual hosts, with NFV estab-

lished. Efficiency of ML algorithms is explored from the

point of view of classification precision, but also from the

point of view of computational speed. This is very impor-

tant when we take into consideration the penetration of 5G,

as it is tightly integrated with the cloudification of network-

ing operations. For example, the 5G specification calls for

a user plane latency of as little as 1 ms for ultra-reliable

low-latency communications (URLLC) [2]. This is why

the speed of the ML algorithm is crucial and why the pro-

cess must be performed in a manner that will minimize the

expected latency added by the classification.

The study we have conducted provides a novel scenario that

is comparable to emerging architectures with NFV and 5G

implemented therein. It involves 6 different supervised ML

algorithms: Bayes Net, NaiveBayes, J48, K-Nearest Neigh-

bors (KNN), Decision Tree and AdaBoost, as they are the

ones that are widely used in traditional computer networks,

are proven to be reliable while simultaneously providing

valid classification results, and are easy to implement in

practice. We have used Weka [3] as a tool for classifica-

tion.

The taxonomy used in this paper relies on 6 classes which

are chosen based on our experience in traditional networks
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and remain in alignment with the network traffic expected

within 5G radio, as well as 5G core networks: VoIP, en-

crypted VoIP, DNS, Management, SSH, HTTP and HTTPS

traffic. It is our intention to highlight VoIP and encrypted

VoIP classifications which are crucial for ensuring QoS ca-

pabilities of 5G networks, thus enabling smart connectivity

and providing the ability to steer, secure and break out net-

work traffic.

The NFV architecture is becoming a true 5G enabler, pro-

viding the ability to place initial workloads within the net-

work and allowing them grow towards the edge, thus of-

fering the basis needed for the expansion of IoT expected

with the growth in 5G penetration.

Numerous previous papers have been devoted to the is-

sue of ML algorithms used for performing packet inspec-

tion [4]–[7]. The novel experimental testbed and the

method classifying network data based on the statistical

parameters of packets and on packet flows only, without

relying on source and destination addresses (both MAC

and IP addresses), without any examination of the payload

and without analysis of the communication ports, are the

features that distinguish the approach we have adopted.

The volume of encrypted network traffic is growing fast.

Significant numbers of services and applications are using

encryption as a primary method of securing information.

But this has made traffic classification a challenge. The

solution that we propose is applicable in practice without

compromising data privacy and integrity. It provides an

insight into the performance of supervised ML algorithms

and determines which one is best suited for NFV-based

environments.

There are also many examples of ML algorithms used

for deep packet inspection (DPI) in traditional net-

works [3], [8], [9]. Unlike the aforementioned works, we

focus on virtualization and the NFV environment. In such

a scenario, network packets are mostly moving in the east-

west direction and are often encrypted, meaning that no

classic DPI may be conducted. In the proposed approach,

it is not important whether the payload is encrypted or not.

Legal requirements related to performing DPI in a cloud en-

vironment (especially a public cloud) are satisfied as well,

since the data carried within the payload is not compro-

mised. We are using the statistical features of the network

packets and the network flows only to create datasets that

are later used for training and testing the ML algorithms.

During the testing phase, we are evaluating the efficiency

of the algorithm from the point of view of its precision,

but also from the point of view of its speed. Network traf-

fic is sniffed directly inside an open vSwitch. We are not

introducing any additional probes or SDN components to

capture the traffic. We take into consideration all network

traffic between the specific virtual elements making up the

environment, but also traffic that is used in managing that

environment (including that originating from controllers).

Incoming and outgoing Internet traffic is dealt with as well.

Such a scenario is realistic with majority of cloud solutions.

In addition to its precision, the speed of an ML algorithm

is even more important in many instances. If the time con-

sumed to classify the data is adding significant latency to

network traffic, and if it is consuming the resources (CPU

time, memory usage) of the cloud, precision of the classi-

fication process is not as relevant.

In the remainder of the paper, we will go through the related

work on the subject, briefly explained in Section 2. The

experimental setup and the dataset creation procedure are

explained in Section 3, while the results are analyzed in

Section 4. Section 5 is devoted to the conclusion and our

plans for future work.

2. Related Work

Many researches focus on DPI-related aspects and scenar-

ios involving SDN components [10]–[12]. Others research

security-related aspects of performing DPI [13], [14] by

using SDN probes for sniffing network traffic and for pro-

cessing data. This work may be distinguished by its NFV-

based setup and targets to ensure complete isolation of the

packet payload. Some authors consider the classification

of network traffic in traditional networks [15], [16] with-

out tackling the specifics of virtualization which is a very

trendy solution and forms an important aspect of our work.

Parsaei et al. [17] are using SDN to categorize traffic by

application, using different variants of the neural network

estimator. They are using data mining techniques based on

different ML algorithms and propose a controller that could

dynamically allocate bandwidth to network flows thus op-

timizing resource allocation. They achieve a classification

accuracy rate of over 97%. Unlike in the work described

herein, they use source and destination IPs, as well as the

transport layer port for classification purposes. In [18],

QoS in an SDN based network is researched with an em-

phasis placed on overcoming the limitations of traditional

networking architectures. Different flow routing mecha-

nisms are categorized there. In this research, we explore

classification as a basic concept from which QoS may ben-

efit significantly.

Paper [4] is a study in which the NFV environment is cre-

ated to classify different types of TCP traffic using three

supervised ML algorithms: NaiveBayes, Bayes Net and

J48. Network packets are analyzed individually, meaning

that three different datasets are obtained: traditional, vir-

tual and combined, in order to compare the performance of

different classification approaches. Only statistical parame-

ters of the packets are used. In our case, we use TCP- and

UDP-based traffic and analyze the statistical parameters of

packet flows within an NFV environment that closely re-

sembles cloud platforms.

Le et al. [19] applied big data, ML algorithms, SDN,

and NFV to build a practical and powerful framework for

clustering, forecasting, and managing traffic behaviors for

a huge number of base stations with different statistical

traffic characteristics typical of different types of cellular

networks (GSM, 3G, 4G). The framework was intended for

developing future 5G self-organizing network (SON) ap-

plications. Several traffic forecasting-based applications are
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introduced as well. Five ML algorithms are used to classify

traffic generated by mobile applications, with QoS imple-

mented to enable bandwidth guarantees. The conclusion is

that Decision Tree offers the best overall performance of

all the algorithms tested. Our experiment is limited to the

transport network layer, with the aim to classify traffic that

is mostly exchanged along the east-west route, using ML

algorithms, but also to evaluate the time needed to conclude

the classification process, as it is crucial for the future 5G

environments.

Alshammari et al. [5] focused on VoIP traffic within tradi-

tional networks. Data is extracted from the existing network

environment with a complex topology. The authors eval-

uate the classification of both encrypted and unencrypted

VoIP using three ML algorithms: C5.0, ADA Boost and GP

Classifier, and relying on the subset sampling technique. In

the experiments, C5.0 showed the best performance and the

highest precision rate. Here, a cloud-based environment

with NFV is used to rate the individual ML algorithms

dealing with various types of network traffic.

In [20], a machine learning-based classification of multi-

service Internet traffic is used to evaluate the use of re-

sources (CPU time and system memory). We are comple-

menting this research, as we are evaluating the time needed

by the ML algorithms to perform the classification.

Article [21] proposes a network traffic classification method

based on a deep learning network structure. The experi-

mental dataset is created from ten types of data, each of

which abstracted from a complete TCP bidirectional stream

containing 249 network flow attributes. Google’s Tensor-

Flow deep learning framework is used in the experimen-

tal environment. NaiveBayes and Decision Tree ML algo-

rithms are used to compare the efficiency of classification

performed by the deep learning network. Compared to this

work, we are targeting different supervised ML algorithms,

having in mind that not only classification precision, but

also the time needed to perform the classification is impor-

tant, as any delay added to the network packet’s speed may

be a source of a functional problem in the environment.

The effect of attaching NFV elements to network traffic,

especially in terms of an increase or decrease in the volume

of traffic processed, is researched in [22]. The authors

develop an algorithm that determines the flow path and

then proposed a least-first-greatest-last routing.

Bonfiglio et al. [23] are researching traffic specifics of

Skype, as the application is based on encrypted VoIP for

voice calls. Traffic is explored in real time, by applying two

different approaches and using the statistical parameters of

the traffic generated traffic by Skype. The approaches are

then assessed using the flow correlation technique.

To summarize, our testing setup is similar to that introduced

in [4], with additional elements added to the environment,

such as virtual machines connected to the Internet and vir-

tual network elements with bridged IP addresses. Both TCP

and UDP traffic is generated, with and without encryption.

The classification groups and labels are chosen in a man-

ner allowing to classify various types of traffic. Viber and

Skype are used to generate VoIP traffic, whereas scripts

are used to open SSH management sessions for different

hosts. Furthermore, a novel testbed is proposed in the con-

text of 5G and to accommodate the usage of NFV elements

within the virtualized environment, as expected in the real-

life setup. Network packets are analyzed directly within

the virtual switch, without the use of a probe or an SDN

element. Statistical characteristics are extracted from TCP

and UDP packet flows and are used to perform further steps

of the analysis.

3. Experimental Setup and Dataset

Creation

To simulate the east-west traffic within a virtualized NFV-

based network, the proposed experimental environment is

based on Oracle VirtualBox [24] which is installed on a sin-

gle physical host with an Ubuntu 18.04 Server. All compo-

nents are connected with an Open vSwitch (OVS) [25], [26]

that ensures network connectivity. The switch is connected

to the Internet through the host in a bridge mode. All

network packets flow through the OVS switch – this in-

cludes east-west traffic packets and north-south traffic pack-

ets, both sent to and originating from thw Internet. Tra-

ffic is captured directly on the OVS using Wireshark and

tshark [27].

Mininet [28] is used as a network simulator. Two differ-

ent installations on two separate virtual machines are used,

each with a different network topology having 100 hosts,

20 switches and links between them and to the OVS. The

hosts within the simulated networks have private IP ad-

dresses and are capable of communicating with each other.

GRE tunneling is used to link the two simulated Mininet

networks. Some of the hosts within Mininet have NAT-ed

IP addresses and are able to communicate with the Internet.

The Ryu Controller [29] is used to control the simulated

Mininet networks. It is installed and configured on a sep-

arate virtual machine.

There are four other virtual machines connected to the

OVS which are also used for traffic generation. Skype and

Viber are installed thereon to simulate VoIP traffic. When

initiated, VoIP needs access to the Internet, but later on

peer-to-peer communications may be observed within the

OVS, in a fully east-west direction. The script that initiates

ssh sessions is enabled on the VMs. We have developed

a Python script that automatically starts SSH sessions with

the Mininet hosts as well. The SSH sessions were started

in time intervals that are following Poisson distribution.

A distributed Internet traffic generator (D-ITG) [30] gener-

ates various types of TCP and UDP traffic among the hosts

within the Mininet. Different scripts are used to generate

traffic at packet level, replicating specific stochastic pro-

cesses for both inter departure time (IDT) and packet size

(PS) random variables.

Figure 1 shows an overview of the experimental setup,

showing its components symbolically.
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Fig. 1. Experimental environment.

We have performed 50 different experiments to generate

various types of traffic (using D-ITG, Skype, Viber, custom

scripts) and to analyze it. The experiments were conducted

in time intervals varying from 4 to 20 minutes, with VoIP

calls lasting from 10 s to 10 minutes, following Poisson dis-

tribution. One dataset per experiment was generated. Dif-

ferent D-ITG scripts for different traffic simulations were

used in each of the experiments. The scripts used different

Mininet hosts and different paths in each attempt. The aver-

age number of packets captured was 1.262.375 and the aver-

age number of flows was 4090. We have devised a specific

classification of traffic, relying on commonly used classes,

based on experience from the traditional networks. As it

will be shown in the results, precision of the classification

process was calculated as an overall figure, but also inde-

pendently for each of the classes, in order to calculate the

macro-average precision level in which the contribution of

each class is treated equally (as the number of packets and

flows varies for every class).

We used the following labels for the individual classes:

DNS – for all traffic used for name resolution, NETMGMT

– all traffic used for host and network management, SSH –

for the SSH sessions in the environment, WEB – for HTTP

and HTTPS traffic, VOIP – for VoIP traffic, SVOIP – for en-

crypted VoIP. Based on the Wireshark pcap files generated,

UDP and TCP packet flows, as well as the classes used for

ML training and then for determining and confirming the

level of precision, are identified using Argus [31]. Simi-

larly to [5], we define a flow as a bidirectional connection

between two hosts. TCP flows are terminated either by

flow time-out or by connection tear-down, whereas UDP

flows are ended by flow time-out only. When observing

flows within the OVS, one could notice that most of the

traffic is of the east-west variety, is taking place inside the

virtual layout and between the hosts, but flows from the

management generated by the hypervisor and the Ryu con-

troller could be detected as well. Because our focus was

on the NFV-based environment, some of the flow features,

such as the source and destination IP, MAC address, as well

as the communication port that can vary inside the virtual

environment, were not taken into consideration.

To train and to test the supervised ML algorithms, we have

used Weka [3], [32]. 2/3 of each dataset were used for

training, while 1/3 was used for testing each of the algo-

rithms. As not all the attributes contribute to the classifica-

tion equally, the AttributeSelectedClassifier with Ranker as

an attribute ranking algorithm was used. InfoGainAttribu-

teEval was used as an evaluator that determines the gain of

information that the attributes carry. With this approach,

we ranked the attributes that are used for the algorithms,

with the information gain of every attribute being evaluated

thereafter. This approach prevents potential data leakage.

Based on experience from traditional networks and thanks

to a careful observation of the datasets obtained, we have

selected the attributes given in Table 1 as features that char-

acterize the flows. The payload is not used due to the pri-

vacy of cloud environments and due to the use of different

encryption methods that will make the payload irrelevant

for classification purposes. The labels in the transport layer

header (e.g. the port numbers) are not used as well, as they

may be changed easily. A short explanation of each of the

selected attributes is provided inside the table. The fol-

lowing section presents the results of the test involving the

supervised ML algorithms and contains their analysis.

Table 1

Flow attributes

Abbreviation Feature

proto Transaction protocol

rate Packets per second

srate Source packets per second

drate Destination packets per second

sintpkt Source interpacket arrival time

dintpkt Destination interpacket arrival time

sjit Source jitter

djit Destination jitter

mdoffset
Mean of the data offset
Values of the packets in the flow

smeansz
Mean of the flow
Packet size transmitted by the source

dmeansz
Mean of the flow packet
Size transmitted by the destination

smaxsz Max packet size for source

dmaxsz Max packet size for destination

sminsz Min packet size for source

dminsz Min packet size for destination

4. Results and Analysis

We have conducted 50 experiments, creating 50 datasets.

All the ML algorithms were tested on each dataset. The

performance of each algorithm was defined as a combina-

tion of its precision and the time needed to perform the

classification. Since time consumption is correlated to the
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performance of the machine on which the analysis is con-

ducted, all classification tasks were performed on the same

machine, with all processes active thereon that may influ-

ence performance observed carefully. A mean value of 50

results was derived for all target metrics.

True positive (TP), false positive (FP), true negative (TN)

and false negative (TN) rates are defined as:

• TP is the number of instances that are correctly iden-

tified as belonging to a specific class,

• FP is the number of instances that are not correctly

identified as belonging to a specific class,

• TN is the number of instances that are correctly iden-

tified as not belonging to a specific class,

• FN is number of instances that are not correctly iden-

tified as not belonging to a specific class.

The overall precision of the algorithms is calculated as the

proportion between TP instances and all instances in the

dataset [32]:

Precision =
T P

T P+FP
. (1)

Table 2 shows the average precision of the algorithms in

all 50 experiments with the statistical standard deviation

across the experiments, as a weighted average value.

Table 2

Algorithm precision

No. ML algorithm Precision

1 AdaBoost 0.7440±0.0292

2 BayesNet 0.9672±0.0189

3 J48 0.9906±0.0027

4 KNN 0.9172±0.0438

5 NaiveBayes 0.8634±0.0170

6 Decision Tree 0.9914±0.0033

It can be seen that the Decision Tree algorithm has the

best overall precision. It is followed by J48 and BayesNet.

On the other hand, the AdaBoost algorithm has the worst

overall performance with the lowest precision of 74.4%.

In order to perform a deeper analysis of the precision level,

micro average precision was calculated – an indicator that

aggregates the contribution of all classes and calculates the

average metric, as given by Eq. 2. The results are presented

in Table 3.

Precision MIC =

TP1 +TP2 + ...+TPN

T P1 +FP1 +TP2 +FP2 + ...+TPN +FPN
.

(2)

Not all classes have same or similar number of packets and

flows, and the data distribution is skewed. As the class

distribution is unequal, the datasets are imbalanced. To

avoid the problem of data balancing and to come to valid

conclusions, we are calculating macro average precision,

recall, the F1-score.

Table 3

Micro average precision of algorithms

No. ML algorithm Micro average precision

1 AdaBoost 0.8450±0.0176

2 BayesNet 0.9954±0.0027

3 J48 0.9984±0.0006

4 KNN 0.9856±0.0073

5 NaiveBayes 0.9752±0.0027

6 Decision Tree 0.9984±0.0010

Macro average precision is the average of measure of each

class. This means that every class will weigh the same in

the macro average precision. Equation 3 is used to calculate

macro average precision (Precision MAC), where Pr1, Pr2,

etc. denote the precision of the algorithm in relation to the

individual classes.

Precision MAC =
Pr1 +Pr2 + ...+PrN

Count(Pr)
. (3)

The results are shown in Table 4, where the statistical

standard deviation is calculated for the precision between

classes.

Table 4

Macro average precision of algorithms

No. ML algorithm Macro average precision

1 AdaBoost 0.20335±0.3064

2 BayesNet 0.88990±0.1489

3 J48 0.98240±0.0148

4 KNN 0.82735±0.2202

5 NaiveBayes 0.78915±0.2048

6 Decision Tree 0.98480±0.0107

It becomes clear that the algorithms are not performing in

the same manner with regard to all the classes. The De-

cision Tree algorithm has the highest macro average preci-

sion rate and the lowest standard deviation between classes,

meaning that it classifies all classes similarly. J48 is very

close to Decision Tree, with the precision rate of over 98%.

On the other end of the scale, the AdaBoost algorithm

shows a very low macro average precision rate with a high

standard deviation, meaning that it performs poorly with

regard to different classes. The K-Nearest Neighbor algo-

rithm is underperforming as well, with its macro average

precision rate equaling 82% only. After comparing these

results with the standard weighted precision shown in Ta-

ble 2, one may see that the algorithms have the same order,

but the macro precision rate of the lower-end algorithms is

worse, leading to the conclusion that AdaBoost and KNN

offer different precision levels for different classes.

In order to evaluate the impact of the false negative classi-

fied instances, Recall is used as a model metric. It is the

proportion between true positive instances and total actual

instances:

Recall =
T P

TP+FN
. (4)
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Recall was used to calculate the F1-score of the ML algo-

rithms tested in our experiments. It is a metric that balances

the precision level and the recall, so that false negative in-

stances are taken into consideration. F1-score is calculated

as a harmonic mean of the precision and the recall:

F1-score = 2 ·
Precision ·Recall

Precision+Recall
. (5)

Table 5 shows the F1-score values calculated for our exper-

iments. The Decision Tree ML algorithm has the best F1-

score, followed by J48, BayesNet, KNN, NaiveBayes and

AdaBoost. The last algorithm has the F1-score of 23.2%

only, with very high standard deviation.

Table 5

F1-score

No. ML algorithm F1-score

1 AdaBoost 0.231575±0.3356

2 BayesNet 0.913425±0.1055

3 J48 0.975425±0.0212

4 KNN 0.797425±0.2295

5 NaiveBayes 0.782125±0.1510

6 Decision Tree 0.980475±0.0152

The tables are visually represented in Figs. 2 to 5.

Fig. 2. Algorithm precision.

Precision of the algorithm is only one of the characteristics

that determines its actual usability. The time needed to

perform the classification is an important aspect as well. If

the time needed to complete the classification is too long,

the process will add latency to network communications,

thus making the benefit of the classification too costly. This

is important especially in protocols in which latency may

degrade the quality of service, such as VoIP. Furthermore,

this is also crucial in 5G scenarios, where latency is one of

the major concerns. Consumption of the system’s resources

(CPU, memory, etc.) is another problem, as it increases if

the algorithm operates as a slower pace. The two metrics

(precision and time consumption) combined determine the

overall performance of the algorithms.

Fig. 3. Micro average precision.

Fig. 4. Macro average precision.

Fig. 5. F1-score.

The time that we have measured is relative to our testbed

environment. All experiments are performed in the same

environment, with special care taken to isolate all unneces-

sary processes. The average time consumption value was

calculated from 50 experiments.
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Table 6 shows the average time needed by the algorithms

to perform the classification procedure within the 6 chosen

classes.

Table 6

Average time needed for classification

No. ML algorithm Average time [s]

1 AdaBoost 0.012

2 BayesNet 0.016

3 J48 0.022

4 KNN 0.272

5 NaiveBayes 0.104

6 Decision Tree 0.016

The results concerning the average time required to per-

form the classification show that the AdaBoost algorithm

is the fastest. Decision Tree and BayesNet algorithms are

ranked second and third ex-equo, being 25% slower than

AdaBoost. The result of J48 is satisfactory as well. Naive-

Bayes is almost 9 times slower than AdaBoost and more

than 6 times slower than Decision Tree. The KNN algo-

rithm is the slowest. Decision Tree and AdaBoost require

only 5.9% of the time needed by KNN to perform the clas-

sification.

Figure 6 graphically represents the average time required

by the algorithms to perform the classification.

Fig. 6. Time required to perform the classification [s].

To summarize, when we take a look at both the precision

and the time needed for classification, the Decision Tree su-

pervised ML algorithm offers the best overall performance.

Although AdaBoost is the fastest algorithm, its classifica-

tion precision is poor and unsteady across different classes,

which makes this algorithm unreliable for the scenario in

question. J48 also offers a high level of precision that is

evenly distributed among the classes, but it is slower than

Decision Tree and BayesNet. Nevertheless, its speed simi-

lar to that of Decision Tree and BayesNet algorithms, which

makes it a valid choice as well. BayesNet offers a high de-

gree of precision, but macro average precision and F1-score

values show that the distribution of its precision among the

different classes is not as good as in the case of Decision

Tree and J48.

NaiveBayes is in the middle of the scale, both in terms of

precision and time. KNN, in turn, offers macro average

precision of approximately 83% and F1-score of 80%, but

it is by far the slowest algorithm, meaning that it is only

useful in situations in which the time needed to perform

the classification is of little importance.

5. Conclusion and Future Work

The main idea behind this paper was to present a method

for creating datasets based only on the statistical characte-

ristics of network traffic flows, and to test the perfor-

mance of machine learning algorithms based on the created

datasets. All those tasks were performed with the use of

an experimental testbed with NFV architecture.

The efficiency of algorithms is examined taking into con-

sideration their precision and the time required to perform

the classification. Such an approach is important from the

point of view of virtualization point of view, where mixed

cloud scenarios are commonplace, but also from the point

of view of the growing popularity of 5G, where network

latency is crucial.

Our experimental testbed was used to perform multiple ex-

periments and to collect network traffic data from which IP

flows were extracted. The statistical features of the flows

were used as attributes for the classification procedure. Be-

cause such attributes as source and destination IP, MAC

addresses and communication ports may vary within a vir-

tualized environment, they are not taken into consideration.

Due to encryption and data privacy concerns, the payload

of the data packets is also excluded from the datasets and

it is not used for classification purposes.

The environment used did not rely on any network probes or

SDN elements to collect the data, allowing not to affect the

east-west traffic is any manner whatsoever. The traffic was

fully intercepted within the virtual layer, where it resides

naturally. Such an approach has an impact on resource

consumption as well, minimizing additional latency that

may be added to network packets by redirecting or by port

replication used in the traditional DPI.

The results have shown that the Decision Tree algorithm

offers the best overall performance, both from the point of

view of classification precision and time consumption. It

has proved as a reliable classifier that is performing evenly

across different classes. J48 and BayesNet are also per-

forming well, with J48 having slightly better precision and

BayesNet being faster. K-Nearest Neighbour and Naive-

Bayes have an average classification precision of approxi-

mately 80%, but they are slow. This applies, in particular,

to KNN which is almost 20 times slower than Decision

Tree and BayesNet. AdaBoost shows the worst performance

with its precision varying considerably among the different

classes. The same applies also to its macro average preci-

sion and F1-score.
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The analysis presented in this paper may be relied upon

in practice within multiple systems that are built on top of

cloud environments. NFV elements are now an unavoidable

part of such infrastructures. The 5G infrastructure relies on

these types of systems, and connectivity with such systems

is most likely to rely on 5G access technologies. In those

examples, QoS, network and application security, data man-

agement, system and process monitoring and control all de-

pend on a valid network traffic classification scheme that

needs to be precise and fast, without consuming excessive

amounts of system resources.

For future work, we are planning to evaluate the impact

of the number of classes on the classification results and

the time intensity of the supervised ML algorithms, by in-

troducing large numbers of classes and by reducing the

classes. Another idea is to expand the experimental testbed

to include multiple hosts and distributed switches, and to

evaluate a network that is moving across multiple hosts.
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Abstract—Ensuring a good level of cybersecurity of global

IT systems requires that specific procedures and cooperation

frameworks be adopted for reporting threats and for coordi-

nating the activities undertaken by individual entities. Tech-

nical infrastructure enabling safe and reliable online collabo-

ration between all teams responsible for security is an impor-

tant element of the system as well. With the above taken into

consideration, the paper presents a comprehensive distributed

solution for continuous monitoring and detection of threats

that may affect services that provision is essential to security

and broadly understood the state’s economic interests. The

said solution allows to collect, process and share distributed

knowledge on hazard events. The partnership-based model of

cooperation between the system’s users allows the teams to un-

dertake specific activities at the central level, facilitates global

cyber threat awareness, and enhances the process of predict-

ing and assessing cyber risks in order to ensure a near-real-

time response. The paper presents an overview of the system’s

architecture, its main components, features, and threat intel-

ligence tools supporting the safe sharing of information con-

cerning specific events. It also offers a brief overview of the

system’s deployment and its testing in an operational environ-

ment of NASK’s Computer Security Incident Response Team

(CSIRT) and Security Operation Center (SOC) of essential

services operators.

Keywords—cybersecurity awareness, risk and threat propaga-

tion, threat intelligence.

1. Introduction

An increasing number of ever more sophisticated and com-

plex cyberattacks may be observed. For instance, the Com-

puter Emergency Response Team being a part of the NASK

– National Research Institute registered 10,447 such inci-

dents in 2020. The said number was the largest recorded

in history and represented the fastest year-on-year increase.

Phishing was the most common type of attack accounting

for proximately 67.2% of all incidents. The use of malicious

software was the second most common type of threads,

with its share equaling approximately 7.1%. Such attacks

pose a serious threat to information technology (IT) systems

supporting services that are of critical importance for the

society. They may lead to the disruption in the provision of

such services, breaching national security, impacting public

and economic order, violating civil rights and freedoms, as

well as endangering human life.

In order to protect IT systems, new functionalities must be

implemented to enable early detection of threats, to assess

their negative impact and to prevent them. Good level of

situational cyberspace awareness needs to be achieved as

well in order to collect, in real-time, information on threats

and risks identified and on their impact on the behavior of

systems, as well as on the related processes and services.

Achievement of global cybersecurity of IT systems requires

that procedures and cooperation networks be established

to facilitate the reporting of incidents and to coordinate

the actions undertaken. It is also recommended to create

a technical infrastructure allowing a safe and reliable on-

line collaboration of all teams responsible for cybersecurity.

Detailed identification of vulnerabilities of information and

operational technologies (IT/OT) and of the impact that cy-

ber threat events exert on the related processes and services

is important as well.

However, as presented in [1], [2], the achievement of such

a goal is difficult due to the considerable level of inter de-

pendence of the systems and the fact that they share the

same information and communications technology (ICT)

resources. The interrelations between individual services

are of a diverse and complex nature [3], and yet they need

to be determined precisely in order to identify threats in cy-

berspace and to assess their impact on the level of security.

Many works devoted to this issue, such as [4]–[6], confirm

the need of modeling the network of interdependent infras-

tructures in order to identify its critical components and to

better understand the scale and scope of potential threats.

Such an approach enables early identification of threats and

triggers alerts allowing to take preemptive actions in order

to mitigate the risk encountered. However, in order to cre-

ate a network of services that reliably reflects the actual

condition of and the interrelations between its components,

it is necessary to obtain detailed and verifiable data from

service providers. Furthermore, an effective threat response

requires close cooperation between IT security analysis and

management teams from all interdependent entities.

The procedures of cooperation between all entities respon-

sible for IT security needs to be developed as well, in order

to ensure a clear situational awareness picture and the high-

est level of protection. It is also desirable to establish spe-
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cific solutions encouraging cooperation and ensuring that

the vital interests of all cooperating parties are protected.

These activities should be supported by technical systems

enabling efficient acquisition, processing and distribution of

information concerning threats and their potential impacts.

This paper presents an innovative and scalable solution that

allows organizations to collect, process and share threat-

related information in order to predict and assess the risk

involved, and to share distributed knowledge in order to

provide a near-real-time response. The said solution fo-

cuses on procedural and technical aspects of service net-

work modeling, as well as on processes related to aggrega-

tion of knowledge distributed across multiple databases, as-

sessment of risk, propagation of threats, building a common

operational picture and sharing threat-related information.

A brief overview of the process of deploying the system

and testing it in a real-life environment is given as well.

The main contributions of this paper are:

• presentation of a novel collaborative distributed sys-

tem facilitating online cyber threat awareness;

• presentation of an innovative concept for building

a network of interdependent services and for rely-

ing on such a network in assessing the threats and

the related risks.

The remaining part of the paper is organized as follows.

Section 2 gives a brief review of the initiatives aiming to

improve the level of IT security. Section 3 describes the

system’s architecture, its main components, features and

properties in terms of flexibility, extensibility and scala-

bility. Selected solutions enabling to assess the impact of

potential threats on the provision of services, as well as

those enabling to collect, process, and secure information

related to hazardous events between all National Platform

for Cybersecurity (NPC) users are presented in Section 4.

The paper concludes with an overview of the system’s de-

ployment and with proposals concerning future work.

2. Related Work

Many international and national initiatives have been under-

taken recently to boost the security of IT systems in order

to improve reliability and availability of services. The Di-

rective of the European Parliament and of the Council [8]

on security of network and information systems (NIS) of

6 July 2016 (hereinafter referred to as the NIS Directive)

encourages a number of such initiatives. The NIS Direc-

tive imposes, on the Member States, the obligation to im-

plement several legal measures, including by establishing

national strategies for the security of networks and informa-

tion systems, and sets forth requirements and procedures for

reporting cybersecurity incidents by service operators and

providers. In response to this, the European Telecommuni-

cations Standard Institutes (ETSI) [9] and many European

countries established their strategies to implement the re-

quirements of the NIS Directive1.

For example, the CS-AWARE project [10], launched under

the Horizon 2020 program, focuses on creating solutions

targeted for local public administration authorities, non-

governmental organizations, as well as small- and medium-

sized companies. The tools developed enable automatic

detection, classification, and visualization of computer in-

cidents in near-real-time, supporting the prevention or mit-

igation of the effects of such events. The solutions are

based on mechanisms for sharing information about actual

threats, relying on big data analysis and processing. By

leveraging the existing processes of sharing cybersecurity-

related information, CS-AWARE enables and improves in-

cident detection and meets the information sharing-related

requirements of the NIS Directive.

Another interesting approach to improve an organization’s

ongoing awareness of the risk posed to its business by cy-

bersecurity attacks has been developed as part of the PRO-

TECTIVE project [11]. The said approach allows to raise

the level of situational awareness by enhancing the corre-

lation and prioritization of security alerts, therefore pin-

pointing the relevance of the organization’s assets to its

business. Using the context-awareness approach, any orga-

nization may identify its key business goals and may define

the relationships between such goals, simultaneously deter-

mining information and computer assets of critical impor-

tance. This data is combined with near-real-time scoring

of the assets’ vulnerability levels. This helps rank alerts

based on their potential damage to the threatened assets

and business.

Many new solutions focus on increasing the awareness of

cyber threats and on improving the level network and in-

formation system security. For example, an interesting ap-

proach to the problem of building common cybersecurity

awareness by critical infrastructure operators is presented

in [12]. By aggregating, analyzing and correlating data

obtained from security management systems, a global cy-

bersecurity picture is created allowing also, due to the links

between critical infrastructure elements, to anticipate threat

propagation-related risks. An inspiring proposal of an IT

system for collaborative cyber incident management for the

European interconnected critical infrastructure is presented

in [7].

The Polish Parliament passed the Act on the National Cy-

bersecurity System (NCS) [13] which specifies the follow-

ing: organizational framework of the system, tasks and re-

sponsibilities of all entities involved, the manner in which

supervision and control over the implementation of the

Act is exercised, as well as the scope of the cybersecu-

rity strategy. This aims to create a comprehensive solution

for boosting protection against threats in Poland and for

enabling effective cooperation with other Member States.

The Act is building on service operators, digital service

1more information on status of NIS Directive implementation in EU

countries is available at https://www.digitaleurope.org/resources/

nis-implementation-tracker/
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providers and public entities. The NCS is to be managed

at the operational level by three Computer Security Inci-

dent Response Teams (CSIRT GOV, CSIRT MON, CSIRT

NASK), and – at the central level, the Governmental Repre-

sentative for Cybersecurity and the Board for Cybersecurity.

The NCS concept requires its components and the related

entities to assume responsibility for several aspects. In par-

ticular, essential service operators are required to imple-

ment security management tools within their information

systems to support the provision of services. They are

obliged, inter alia, to perform risk assessment and to man-

agement incidents on an on-going basis, to collect informa-

tion on cyber threats and vulnerabilities of the information

system supporting the provision of a given service, and to

report serious incidents, to the appropriate CSIRT, within

24 hours at the latest. CSIRT teams are required to imple-

ment a coherent and comprehensive risk management sys-

tem at the national level, to undertake actions to mitigate

cyber threats of cross-sectoral and cross-border character,

and to coordinate the handling of the reported incidents.

Each CSIRT has a clearly defined scope of responsibilities

and a set of entities is supervises. CSIRT tasks include

monitoring cyber threats and estimating risks related to the

disclosed cyber threats, including by performing dynamic

risk assessment at the national level, classifying incidents

and coordinating the process of handling such incidents.

The CyberSecIdent research program focusing on “Cyber-

security and e-Identity” was launched for the purpose of

implementing the NIS Directive. The research project ti-

tled “National Platform for Cybersecurity” (NPC) was con-

ducted between 2017 and 2020 within the framework of

the program. Its aim was to develop a prototype integrated

system used for continuous monitoring, detection of and

warning about threats and risks affecting or likely to affect

the quality and continuity of services whose deterioration

may cause significant damage to the overall security level.

3. NPC System Overview

3.1. System Architecture

The NPC consists of four systems (Fig. 1):

• Edge systems (ES) located within the customers’2

infrastructure, serving as the NPC’s portals to the

platform resources,

• Operations center system (OCS), i.e. an application

system supporting situational cyberspace awareness

and constituting a central point for exchanging in-

formation on cybersecurity. By default, there is one

OCS instance within the platform, but the architec-

ture allows for the existence of more centers that ex-

change data with each other,

• Management system (MS) which manages both the

application and network layers of the NPC,

2Customer is an entity that provides essential and/or digital services and

participates in exchanging cybersecurity data over the edge system

• NPC backbone network (BN), i.e. dedicated commu-

nication infrastructure that enables secure informa-

tion exchange between the platform systems (mainly

OCS and ES) in wide area networks.

The operations center and the edge systems ensure inte-

gration with the user’s systems that, as a rule, are located

in the operator’s private networks and may initiate data

exchange with the platform systems, such as the malware

information sharing platform (MISP), security information

and event management (SIEM) system or incident manage-

ment (IM) system.

The OCS retrieves and aggregates data from external

sources assumed to be located in untrusted networks. These

include, for instance, network security incident exchange

database (n6), national vulnerability database (NVD) or

vulnerability database (vulners.com). The OCS initiates

communication and retrieves the data, but the source cannot

initiate communication with the OCS.

The management system includes a set of tools and services

such as:

• managing a public key infrastructure,

• managing the configuration of systems and applica-

tions,

• managing the configuration of network devices of the

NPC backbone network,

• monitoring the security status of the platform and all

system components,

• maintaining a replica of the system directory.

The key functions of the platform are performed by appli-

cation systems (i.e. OCS and ES). The system architecture

developed is universal (Fig. 2) and enables to implement

specific OCS and ES solutions.

The application system architecture includes:

• front-end load-balancing layer for HTTP/HTTPS pro-

tocols, designed to provide the users and local sys-

tems with a simplified interface for highly available

applications,

• application layer implemented by a highly available

cluster containing domain-specific, interconnected

applications, called microservices, responsible for the

system’s business logic. The following applications

within this cluster operate in special security zones:

— application gateway ensuring the secure sharing

of resources between the NPC systems,

— data importer for data acquisition from external

sources deployed only in the OCS,

• back-end load balancing layer for various protocols

ensuring unified interfaces with the services provided

for the applications,
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Fig. 1. NPC architecture.

Fig. 2. Application system architecture.

• database back-end layer containing the services pro-

vided for the application, such as, for instance:

— database cluster that stores operational data,

— directory service, i.e. a database of the NPC users

and their permissions,

— search service enabling full text searches covering

the operational data,

— message broker providing asynchronous message

exchange between applications.

The application system may run in a stand-alone or high-

availability configuration, and its components, services, and

service layers are developed in a high availability config-

uration, i.e. are distributed over many physical resources.

The ES may exchange data without the OCS being present.

In the case of a complete or partial network outage, all ap-

plication systems are capable of operating properly. Data

that have not been sent due to network failure or unavail-

ability of the system are stored locally until the problem is

resolved. The NPC applications were deployed on a self-

hosted Kubernetes platform that provides scalability and

a high level of availability.

3.2. Information Processes

Operation of the NPC system relies on a partner-like col-

laboration between its users, meaning that service providers

are free to decide whether to join the platform and comply

with mutually accepted cooperation principles, especially

those pertaining to the protection of the data shared.
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The security-specific data are exchanged between CSIRT

and the related service provider. There is also a possibility

of sharing some data between a group of users in compli-

ance with the applicable security requirements. Such an

exchange may occur, for instance, when OCS is temporar-

ily unavailable or if the user wants to deliver urgent data

to a group of users, such as those belonging to the same

business group or sector. It should be stressed that all data

exchanged directly between the users have to be submitted

to the OCS as well.

The exchange of information is carried out within the func-

tional processes, i.e. when surveying the service providers,

handling incident reports, assessing the risk, exchanging

information on security events, providing warnings about

threats and risks, sharing information on vulnerabilities,

and issuing recommendations.

The service providers (ES users) are obliged to provide the

following types of data to the OCS:

• detailed information on the services rendered, on the

conditions for providing such services and on the po-

tential consequences related to disruptions of their

continuity or quality,

• notification of incidents that would exert a significant

disruptive effect on the provision of services, includ-

ing detailed incident descriptions and their potential

consequences (i.e. impact on the services rendered),

• outcomes of risk assessment processes associated

with the services rendered.

In addition, they may provide the OCS with reports on

newly discovered vulnerabilities and the indicators of com-

promise (IoC), the results of their analysis, information on

suspicious data, raw data requiring for detailed studies, and

information about the technologies used.

The OCS processes and analyses data collected from exter-

nal threat sources, as well as those submitted by ES users

and shares its own information resources in order to en-

sure a quick and effective response to existing or potential

threats. The OCS performs a significant role in the provid-

ing crucial processes that include:

• providing information on the present cybersecurity

status of the services, at local and national level,

• managing incident reporting,

• gathering vulnerability data from external sources

and sharing the integrated vulnerability database with

NPC users,

• modeling the interdependencies between services,

• predicting threats and risks propagation and their im-

pact on cyberspace security,

• analyzing security risks at the national level,

• sharing knowledge supporting technical analysis of

threats,

• distributing security warnings,

• providing NPC users with recommendations regard-

ing the desired actions to increase the protection of

their information infrastructure.

Data are transferred from the ES in unicast mode, while the

OCS may transmit data in unicast or broadcast/multicast

mode.

3.3. System Features

The NPC system is based on a universal architecture that

relies on the NPC technology stack. The application archi-

tecture is based on microservices, ensuring a high degree

of system flexibility and allowing the implementation of

selected components. It also reduces the need to modify

specific services or applications, keeping the system-related

costs low. Consequently, the applications used at one place

may be easily modified and used in other parts of the sys-

tem.

The NPC is a scalable and distributed system that may be

deployed on a large scale or scaled down to a single rack

unit or even less. It is also possible to distribute the sys-

tem components and functions between multiple physical

locations.

The solution ensures low deployment and maintenance

costs due to the fact that the ES and the applications may

be developed and installed without maintenance downtime

and, what’s more, implementations are automatically exe-

cuted in a way imperceptible to the user. It is worth notic-

ing that all applications are managed within the Kubernetes

cluster.

Good interoperability of the NPC system is achieved thanks

to the availability of all relevant data through:

• documented REST API,

• custom integration with security platforms, such as

TAXII, MISP and SIEM, with a potential extension

to other platforms as well,

• dedicated API for creating new applications, adding

new vulnerability data sources or threat data integra-

tion.

The management system enables automated deployment of

applications throughout the platform, which is particularly

important when adding new entities or upgrading the ap-

plications. The system ensures:

• complete control of the entire software supply chain,

• backups and quick data restore for ESs,

• consistency of timescales throughout the NPC,

• monitoring the entire NPC and all its components,

• central analytics of logs from all NPC systems and

devices.
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It should also be noticed that management functions may

be split between the NPC application and the backbone

network, for instance, if BN management needs to be per-

formed by a separate entity.

4. Selected Solutions

4.1. Network of Interdependent Services

An expert subsystem supporting decision-making processes

and ensuring the safe provision of services by NPC users is

an essential part of the platform. It supports the identifica-

tion of interdependencies between NPC users, their services

and the ICT infrastructure used. It also allows to determine

the potential impact of incidents (scale, geographic reach,

duration), and to obtain the input data required to assess

their significance (spread of threats and assessment of their

outcomes).

The decision support subsystem is made up of four compo-

nents, as shown in Fig. 3. All service providers are surveyed

before they start the operational use of the system in order

to collect the required input data.

Ensuring the consistency of data obtained from the surveys

allows to create a network of interdependencies services.

The attributes of the network components reflect the criti-

cality (impact on other services) of the individual services

and the relationship between them [14]. The process of

managing the network of interdependent services allows

to conduct several operations, including network upgrades

and reconfigurations, depending on the needs of the system

analyst.

In order to ensure coherent and reliable security aware-

ness at the national level, a uniform approach to assess-

ing cyber threats by all NPC users is required. A concept

of evaluating the risk of unfavorable events by relying on

the Markov chain model to calculate an indicator concern-

ing the availability of interdependent services is presented

in [15]. Malinowski and Karbowski in [16] adopt a hier-

archical approach to risk assessment at the national level,

considering cyber threats and vulnerabilities identified by

service providers at a local level. The NPC system uses

its proprietary risk assessment methodology covering both

the dynamic risk analysis procedure carried out by service

providers (the so-called “own risk”) and the static and dy-

namic risk analysis procedures performed by the OCS [17].

It was assumed that an own risk results from the possibility

of violating confidentiality, integrity and availability of the

service by using the vulnerabilities of the ICT infrastruc-

ture (hardware and software) used to provide it identified

by the service provider. The results of the analysis carried

out by NPC users are reported to OCS.

The risk assessment performed at the OCS is based on

mapping service interdependencies and takes into account

threats resulting, inter alia, from the following:

• vulnerabilities identified by service providers in their

ICT infrastructure,

• criticality of the services and their interdependencies,

• the extent to which the NPC customer organization

ensures the safe rendering of the services,

• reported incidents, IoCs and other security events,

• information on security issues, obtained from various

sources, concerning the ICT infrastructure supporting

the services reported by NPC users.

Results of the risk assessment procedure are visualized

using a network of interdependent services presented in

Fig. 4. The node colors correspond to the risk values as-

signed to the specific services. The width of the lines in-

dicates the strength of specific impacts. More information

about a given service and the related risks may be ob-

tained by clicking on the selected node. The panel on the

right-hand side of Fig. 4 shows the details of the service

chosen (with a blue border), including the risk value and

its trend.

By linking the results obtained by OCS, a global cyberse-

curity awareness picture is created based on a configurable

panel with data about the current and predicted state of

service in cyberspace. The example presented in Fig. 5

shows the current status of service-related risks, statisti-

cal data concerning incidents reported and vulnerabilities

identified, the most exposed services, service threshold risk

Fig. 3. Components of the decision support subsystem.
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Fig. 4. Results of the risk assessment procedure carried out by OCS in an exemplary network of interdependent services.

(see the digital version for color images)

values, and sectoral risks. The supervising analyst is capa-

ble of customizing the layout and the content to meet the

current needs.

The situational awareness data are shared with NPC users –

to the extent and degree of detail resulting from their role,

the enabling them to respond quickly and select appropriate

measures to eliminate or limit any potential consequences.

Fig. 5. Example of a situational picture.

The analysis, provided by OCS, contains input data supplied

to the rule-based engine that is tasked with selecting ap-

propriate recommendations in order to ensure a high level

of security of the services rendered. A dedicated tool is

used for the distribution of the recommendations to service

providers.

4.2. Threat Intelligence Mechanisms

A set of threat intelligence tools is used to efficiently ex-

change information on cyber events that enable a coordi-

nated response to the threats that have been identified.

The malware information sharing protocol (MISP) is relied

upon to exchange information about network security events

and indicators of compromise (IoC). Application services,

installed in central and edge systems, perform tasks related

to MISP integration, synchronization of the databases, and

data distribution within the system. For users who do not

have their own MISP instances, a dedicated tool was de-

veloped to make this data available. The NPC ensures also

integration with the n6 platform designed to collect, process

and share information about network events and potential

security incident (IoCs). The n6 was created by CERT

(Poland) and contains information about sources of the at-

tack, i.e. URL, domain, IP, and name of malicious software

as well as other unique information if available.

The application service implemented in the OCS collects

and aggregates data on IT/OT systems’ vulnerabilities from

external public sources and converts these into the format

required by the NPC. The aggregated data and source vul-

nerabilities (i.e. before aggregation) and several related in-
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formation resources, e.g. technical bulletins, risky prod-

ucts, vulnerability relationships with other objects, are

available to all platform users. The tools used for database

management ensure the OCS analyst is able to constantly

update its contents and allow all users to search the database

quickly according to selected criteria. The database enables

service providers to identify potential threats and quickly

implement the mitigation solutions required.

The NPC users are able to share their knowledge and expe-

riences related to the specific incidents and other security

events by using a dedicated application. They can exchange

observations and conclusions from their own technical anal-

ysis. Such an analysis may being also be performed by OCS

and ES analysts and may be made available in accordance

with the applicable distribution rules. The ES is capable of

delivering sensitive data, e.g. malware code, to the OCS.

The warning feature is activated when predefined security

events occur, enabling the OCS analyst to send a warn-

ing message. The operator may also support the recipient’s

actions taken by adding attachments to the message. More-

over, all threat intelligence tools used have a built-in chat

mechanism that supports online communication.

4.3. Security Measures

The NPC incorporates a set of built-in security features for

secure sharing of sensitive information and protecting the

vital interest of the NPC users, including:

• encrypted end-to-end communications,

• marking sensitive data and configurable anonymiza-

tion,

• auditing of user actions and extensive logging, assur-

ing non-repudiation and accountability of exchanged

data.

The data shared within NPC users are encrypted at the net-

work and application layers of the OSI model. The stan-

dard IPSec protocol is used for securing VPN connections

between the NPC entities. In addition, the elliptic curves

cryptography is used at the application layer for data trans-

ferred between the NPC system’s components. The system

of X.509 certificates is applied for authentication of the

system users and signing the shared data, which ensures its

creditability.

The NPC security policy assumes that an ES user is not ca-

pable of obtaining the names and physical addresses of the

other users. The configuration data of the backbone net-

work and a list of NPC users are available only to the man-

agement system. Only the identity of the OCS is known, by

default, to all NPC users. All data sent from the ES are for-

warded to the OCS. Data targeted for other edge systems are

addressed using a symbolic recipient name. The complete

list of symbolic names is known to the management system

only. Unavailability of the data sender relies on changing

the value of the selected fields in its header to the constant

value anonymous. Sender anonymization is not performed

when messages are exchanged with the OCS. The recipient

concealment procedure is used also for “anonymous” data

receipt acknowledgement. Full confirmation is made by the

OCS only.

The system incorporates a security feature that allows the

message sender to hide sensitive data. This type of data

is marked by the user, meaning the anonymization fea-

ture replaces the selected fragment with a “xxx” of the

same length as the original text before sending the mes-

sage. Anonymization is not performed for messages sent

to the OCS. The application system guarantees that the

tagged fragment will not be retransferred to the platform

users.

Additionally, an audit service is performed to ensure ac-

countability and non-repudiation of user actions and system

functionalities. The system acquires and stores information

about all events, i.e.:

• time stamp,

• user login data,

• address of the host on which the action was per-

formed,

• name of the acted module,

• action type (e.g. create, update, send),

• subject to which the action relates (e.g. incident, vul-

nerability),

• optional additional data.

An API for the web application is used for analyzing the

collected data, enabling the search function of users’ and

system actions with the activities filtering, sorting, and cor-

relation finding.

5. System Deployment

The prototype of the NPC was developed in an operational

environment of CSIRT NASK with the participation of four

service providers from different sectors of the market (fi-

nancial, transport, energy) and an entity providing cyberse-

curity services. Three spatially distributed data centers of

CSIRT NASK were connected, via the backbone network,

with edge systems located within the service providers’ IT

infrastructure (Fig. 6). The OCS was deployed in a con-

figuration characterized by a high degree of availability,

known as dual modular redundancy, where data center num-

ber 3 acts as an arbitrator.

A full range of tests was performed to verify the function-

ality of the system and the results obtained confirmed the

system’s usability. That enables CSIRT analysts and a num-

ber of service providers to perform a trial using a prototype

of the system. The scenarios verified included user activ-

ities related to the development of a network of services,
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Fig. 6. NPC deployment in an operational environment.

reporting and handling incidents, sharing and using an ag-

gregated vulnerability database, sharing knowledge, using

threat intelligence features, assessing the risk and assessing

cyberspace security.

All this allowed the users to better understand the func-

tionalities of the NPC system and its operational value.

The test results confirmed suitability of the prototype that

may serve as a technological foundation for a full-scale

implementation of a solution that meets all applicable le-

gal requirements. The system architecture was expanded to

incorporate three (instead of one) OCSs and to make the

system accessible for all NCS entities.

The lessons learned from the deployment of NPC confirm

that the actual level of cyber threat awareness depends on all

parties involved in detecting and reacting to cyber threats

originating or maliciously installed in their technical in-

frastructure, as well as on their readiness to share cyber

threat-related information. The NPC system presented of-

fers effective features ensuring a high level of trust of the

service providers in mutual and/or external relations. It de-

livers tools for improving the user collaboration, supports

secure threat data sharing and allows to develop a shared

cybersecurity picture. All these features lead to increas-

ing the level of cyberspace awareness and help react to

the actual or potential cyber threats in a more coordinated

manner.

Future work needs to be focused on implementing the

recommendations formulated based on prototype tests and

should lead to developing an operational NPC version for

the Polish Cyber Security System. The features of the pre-

sented solution rely on the universality and flexibility of the

system architecture, support quick and effective implemen-

tation of the NPC for use cases (other than NCS) requiring

safe sharing of information about threats, creating shared

situational awareness and coordinated responses. The pre-

sented system may act as an ICT infrastructure for the Se-

curity Incidents Response Teams (SIRTs) or Information

Sharing and Analysis Centers (ISACs). In particular, it can

be adapted for the safe sharing of information and building

a global situational awareness picture for security manage-

ment in complex and dispersed structure organizations.
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Abstract—In this paper, a new reinforcement learning intru-

sion detection system is developed for IoT networks incorpo-

rated with WSNs. A research is carried out and the proposed

model RL-IDS plot is shown, where the detection rate is im-

proved. The outcome shows a decrease in false alarm rates and

is compared with the current methodologies. Computational

analysis is performed, and then the results are compared with

the current methodologies, i.e. distributed denial of service

(DDoS) attack. The performance of the network is estimated

based on security and other metrics.
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ing, Markov decision process (MDP), Q-learning, NSL-KDD,

reinforcement-learning.

1. Introduction

The technology of the Internet of Things (IoT) is relatively

new, it connects the Internet to the low hardware resources

devices and then susceptible to the various malicious attach,

i.e. denial of service (DOS) [1], [2]. The network-based

IoT is considered to be one the fastest evolving areas, having

50 billion gadgets connected among them [3], and then

vulnerable to security abuse. For example, Mirai is one

of the unusual types of a botnet which triggers a large-

scale attack like distributed denial-of-service (DDoS) and

thus strikes by mistreating some of the IoT devices [4], and

even infects the CCTV IP cameras [5].

The safety of IoT is constantly improved [6]. Many frame-

works and methods are developed to mitigate most network

attacks. The logs with recorded abuse historical data are

observed, based on methods using machine learning which

can reach a large network – up to millions in a day.

The intrusion detection system (IDS) is an essential com-

ponent in the security of the network to protect the target

network which comprises of irregular actions and threats

during interruption of network traffic. Thus, there is a sep-

aration of normal activity and anomalous activity in the

network. A comprehensive IDS group can be obtained in

two classes. Misuse-based IDS is the interrupt that notices

the known strategies. The limit of the primary technique

to anticipate new and obscure assaults is restricted. The

signature-based IDS is dependent on the irregularity iden-

tification and works by making a profile of ordinary conduct

of the network, then later recognizing it as any anomalous

conduct [3].

In the proposed work, an artificial intelligence (AI) based

algorithm has been proposed for developing an IDS for

detection of malicious attacks and also monitors the data

streams generated from IoT and WSNs [6].

It is an enhanced method of Markov decision process with

Q-Network algorithm which gives an optimal best solution

in terms of performance of IoT networks. Thus, it is an

important and challenging issue to be considered, and de-

cision modeling is applied to obtain the optimal solution.

The main contributions of this article are summarized be-

low:

• the RL-based IDS is proposed by exploiting the ex-

tended Markov decision process (MDP) algorithm,

• the RL calculation is consolidated on IDS (RL-IDS)

with the end goal that the survey for cases like a basic

foundation is obtained by unique digital-based haz-

ards for IoT and WSN continuously,

• a Q-network is applied with the end goal that the as-

sessment of Q-work is recognized by conveying IDS

into RL. A few tests are performed for the assess-

ment of the execution of the proposed model in the

environment considered.

The remaining sections of this paper are presented as fol-

lows. Section 2 describes the related work. Section 3 intro-

duces the method for security and reinforcement learning.

In Section 4, the system model is formulated and RL-IDS

methodology is described. In Section 5, performance is in-

vestigated and results are presented. In Section 5, the eval-

uation carried out for the proposed RL-based IDS scheme is

explained and then compared in Section 6 with supervised

machine learning schemes. Lastly, the work concludes with

the experiments and analysis in Section 7.
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2. Related Work

In recent works, many authors have applied standard tech-

niques of machine learning (ML), such as principal com-

ponent analysis (PCA) and linear discriminant analysis

(LDA), as these classification-based algorithms can detect

normal records with high precision and identify the abnor-

mal records such that the performance of an IDS can be

managed [7]–[11]. In [12], the authors have proposed deep

feature embedding to reduce the size or magnitude of data

from the network based on IoT in a real-time application by

considering the “edge of deep learning”. Likewise, in [13]

the preprepared worldview is applied such that the identifi-

cation and quickness are helped with traditional ML-based

calculations.

In [14], the authors have observed that the IoT technology

makes possible to connect different smart objects, through

the Internet. The authors have formulated a novel QoS

management schemes based on power control algorithm.

The unexplored R-learning algorithm is used as a doc-

itive paradigm by the authors where the system agents

teach other agents to adjust the power levels, thus reducing

the complexity in computation and increasing speed in the

learning process.

In [15] the optimization has been incorporated into an MDP

which can minimize the evaluation metric as long-term av-

erage delay. The continuity of state and action space due to

the high dimensionality is considered by the author where

deep reinforcement learning based dynamic resource man-

agement (DDRM) algorithm is proposed. This enables the

joint optimization with computing resource and transmis-

sion power. The authors have compared the simulated re-

sults with conventional URM, RRM and A3C algorithms

mainly which reduces the delay in task effectively.

Also, taking as an illustration of the idea-based IDS, Q-

learning of reinforcement learning (RL) has been investi-

gated thoroughly by examining and protecting the sensor

network that utilizes the dynamic methodology and ideal

activities based on the arrangement of states in the respec-

tive IoT environment [16]. There are numerous papers on

scientific classification, position, and the ML current ad-

vancements in data security, i.e. [17], [18]. Structured [19]

ML techniques have been applied to location interruption

for network information. The exemplary ML models ap-

plied to IDS were: support vector machine (SVM), multi-

layer perceptron (MLP), k-nearest neighbors (KNN), deci-

sion trees (DT), naive Bayes (NB), and random forest.

3. Security in IoT

To meet the ideal security necessities, a complete perspec-

tive on network security is required. The accompanying

key security properties ought to be viewed when building

up a convincing IoT security methodology.

• confidentiality – it is a crucial security standard for

IoT structures. IoT devices can store and move sensi-

tive information that shouldn’t be wrongly found by

individuals [21],

• authentication – the verification of both communi-

cation parties must be completed before performing

other procedures,

• integrity – the IoT applications need the legitimate

constituents to be uniquely altered where the infor-

mation is moved through the remote correspondence,

• availability – the authorized users should be consis-

tently able to access the IoT network,

• authorization – this includes granting privileges to

clients for an IoT structure [22],

3.1. Reinforcement Learning-based IDS

Beginning by characterizing the idea of RL, and other aug-

mentation of ML dependent on Markov decision process

(MDP), first a reward function R is defined providing state s
to IDS. It is characterized with five IDS concepts as below.

System state space. The arrangement of states gained by

the IDS is S = s0 – ordinary, s1 – identification, s2 – no

detection, where s0 demonstrates the typical traffic record

in the WSN record, s1 implies the location of IDS assaults

on traffic, and s2 demonstrates that IDS can’t recognize

assaults.

Action space. A set of possible actions that the IDS can

perform, can be expressed by:

A = {a0,a1,a2,a3, . . . ,am} , (1)

where ak indicates the type of IDS reaction in the k-th

attack class and k = 0,1,2, . . . ,m, p, for example, according

to Table 1. The shares are sorted according to their risk

level: a0 < a1 < a2 < a3 < .. . < am.

Table 1

Known attacks and their risk level

Risk Attack instances

Low Gues-passwd, Warezclient, FTP-write

Medium Satan, Portsweep, Nmap

High
DNS-poisoning, Cross-site-scripting (XSS),

ARP-spoofing

Critical ICMP flood, Land, Smurf, Ping of death, Apache 2

Reward function. The rewarded function is negative when

the IDS makes the best move to secure the framework re-

gardless of whether the scheme against the activity is too

costly, and positive when the IDS chooses the right activity.
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The estimation of the reward is:

rt(st , at) =



Rp for st =0 and at =a0
1−µ j(at)Rp for st =s0 and at ∈{a1, . . . ,am}

Rp for st =s1 and at =ak
1−λ j(at)Rp for st =s1 and at ∈{a0, . . . ,ak−1}

Rn for st =s1 and at ∈{ak+1, . . . ,am}
Rp for st =s2 and at =am

1−θ j(at)Rp for st =s2 and at 6=a0





, (2)

where 0 < u j(a j) < 1, 0 < λ j(at) < 1 and 0 < θ j(at) < 1.

The rt refer to the reward st is the state of the sensor node,

at is the action of the sensor at t time.

The reward in each time t is:

rt(St = s, at = a) = Σs′∈SP
( s

s′
,a

)
rt(s′,a) (3)

State transition probability. The transition probability

matrix at time t for a ∈ A is:

Pa =




β a
1,1 β a

1,2 β a
1,3

β a
2,1 β a

2,2 β a
2,3

β a
3,1 β a

3,2 β a
3,3


 . (4)

Given by β a:

i, j = p
(

st +
1
st

)
= p

(
si
s j

,a
)

for i, j = 1,2,3.

Σ3
j=1β a

i, j = 1, i = 1, 2, 3 and a ∈ A . (5)

Discount factor. 0 < γ < 1. The IDS arbitrarily choose at ,

and the environment samples the reward rt(st ,at) according

to the state of arrival s. The agent then receives an incentive

in the following state st+1. Besides, π is a specific policy

from st to st+1 specifying at retrieved in each state st . Then,

the strategy is updated to generate sample paths (s0,a0,r0),
(s1,a1,r1), (s2,a2,r2) . . .. Let us define π = (π1,π2, . . .) as

the best policy vector. The goal of the data stream is to get

πt , which represents the best pattern based on system status.

Therefore, the expected maximum sum of IDS rewards at

t, is given by:

π∗ =
argmax
a∈A [rt(st ,at)+Σs′∈SPt(s′|s,a)VI−1−t(s′)] . (6)

The optimal value function Vi+1 defines the IDS which can

be chosen as the best state. It can be found out from each

phase:

Vi+1(s) =argmax
a∈A [rI−1−t(st ,at)+

Σs′∈SPI−1−t(s′|s,a)Vi(s′)] . (7)

Next, the timestamp size is determined, using the concept

of Q-learning. In every state, the best action a is chosen and

the algorithm Q-learning applied, so that the updates can be

performed. The optimal policy π∗ is calculated according

to the best action. If there are no optimal actions found,

then the learning samples 0 < α < 1 are applied.

Q(st −at) = Q(st ,at)+

α [rt + γmax
at

∈ AQ(st+1,at)−Q(st ,at)] . (8)

The pair (s, a) is updated to determine the step having the

best reward. In each iteration, the prediction of IDS has

state value function Vi+1 and then a Q-table is constructed

by using Q-learning, where the lines signify the columns

and states s representing the actions a. In each state st ,

the reward rt is observed corresponding to an action at
realized by the agent. The action at the next state (st+1) is

also observed in [21], and the approximate value of Q is

updated to satisfy the Bellman equation:

Q(st+1 −at+1) = (1−α)Q(st ,at)+

α [rt + γmax
a′

∈ AQ(s′,a′)] . (9)

4. Proposed Model

The random forests (RF) algorithm is used to classify

a large amount of data. Several algorithms like decision

trees and merging trees are used during classification to

train the sample data available. The final output during

classification chooses the most selected class [7].

In this section, the details of the deployment of the Q-

learning network-based model are provided aiming to mon-

itor and predict the cyber-attacks in critical infrastructures

of sensed big data streams. The discussion is encompassed

in the following aspects:

• the attack risks and their different degree,

• the pre-processing details engaged to clean data and

filter,

• the strategy of the interaction of IDS model by the

agent to secure the attacks,

• the Q-function estimation and its results by consid-

ering the best decision.

The architecture of the proposed system is shown in Fig. 1,

which presents the sensor data of WSN and the RL-IDS

mechanism requested to make a decision.

At pre-processing stage, the network traffic is registered

for every type of attack and then invalid and redundant

records are removed. Next, the transformation of the record

is done based on the type of attack [9]. At the first step,

data aggregation obtained by the sensor [20] is performed

so that the data volume is reduced.

Next, the Q-network (QN) is applied by using the Q-

function for estimation of best action to the attack. It im-

proves the prediction and the estimation of action values

effectively among the state’s set by applying the non-linear

function: Q(st ,at ;θ ) ≈ Q̂(st+1,at+1).
The θ represents neuron weights to be changed by the end

of each iterative step i. The implementation of Q-network

is further improved by:

• utilizing a step forward for the present state s to get

predictive Q values,

• applying the replay (like historical IDS for

the interactive process) into data let Ht =
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Fig. 1. Proposed method of improval the IoT and WSN based RL-IDS.

{h(1),h(2), . . . ,h(t)} within an over-time t as ft =
(st ,at ,rt ,st+1),

• updating the Q-network based on the data from train-

ing (r,s,a,s) over the target Q-value with optimiza-

tion of the loss-function during an iterative step noted

as:

Li(θi) = E{[xi−Q(s,a,θi)]
2} , (10)

xi = rt + γ arg maxa′Q(s′,a′,θi−1) , (11)

• applying back-propagation with loss function’s gra-

dient, the weights are updated corresponding to the

θ parameters as:

∇θiLi(θi) = E{[x1−Q(s,a,θi)]∇θi Q(s,a,θi)} .

(12)

4.1. Model Description

In the proposed scheme, the problem for QoS control is

tackled based on the approach of R-learning algorithm.

The main aim of every QoS scheduler is maximization the

amount of data transmitted with low power consumption.

For this fundamental trade-off, the function U is defined to

analyze the ratio of throughput to power. Thus, the function

for QoS scheduler at i-th position Ui is:

Ui(Bi
j,B−i) =

T Si(B)

Bi
j

,s.t., Bi
j ∈ Bi,B =

IIiεNBi|Bi ∈ [Bi
1,B

i
m] , (13)

where B−i is the transmit power vector without Bi, and

TSi(B) is the throughput scheduler.

In wireless communication, the signal to interference noise

ratio (SINR) in the given effective range γi is measured

while computing the throughput at i-th scheduler TSi and

can be expressed using:

TSi(B) = W · log2

(
1+

γi(A)

Ω

)
, (14)

where W is referred to as bandwidth of the channel assigned

in through IoT network, Ω (Ω ≥ 1) is the gap between ca-

pacity and the uncoded M-ary quadrature amplitude mod-

ulation (M-QAM).

Algorithm 1: The IoT-WSN-based RL-IDS used for

training and testing

Data: sensor data dataset Y
Input: Initialize action, state, environment,

parameter θ , targeted Q-network

Initialize reply-memory H space

Output: return vector Q(st , at ,θ )

while

∣∣∣Q̂i+1 − Q̂i

∣∣∣ < σ do

for X = 1,2,3, . . . ,N do
s0 = starting state

for t = 0,2,3, . . . ,T −1 do
Select an action (random) at with

a random-probability p based on ∈
strategy as:

at = argmaxa Q(s, ak, θ )
– Apply at and the reward observed by the

IDS-rt and the next state observe chosen

reward rt and store the tuple

(st , at , rt , st+1) in H
– Arbitrary batch selection with this

selected feature (st , at , rt , st+1) from H
if sl+1 terminal state then

µ l = rl
end

else

µ l = rl + δ argmaxa′ Q(s′, a′,θ )
end

Gradient calculation of the loss function

based on Eq. (11)

end

end

end
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Table 2

Dataset used for evaluation

Category Port Attack Tools Size [bytes]

Information collect
Scanning of service Nmap, hping3, 1.4 MB

OS fingerprinting xprobe2 Nmap 358 KB

Denial of service

UDP, TCP HTTP Distributed DoS

hping3 19.5 MB

golden-eye 18.8 MB

hping3 19.7 KB

TCP, HTTP UDP DoS

hping3 11.2 MB

hping3 21.7 MB

golden-eye 29.7 KB

Information theft
Key-logging Metasploit 1369

data theft Metasploit 118

The environment was made by consolidating traffic and

Table 2 shows the used datasets and software tools.

5. Evaluation Criteria

The validation of proposed algorithm is researched by two

measures:

• Accuracy – this metric is measured as the degree of

closeness between the actual and the predicted value,

• Precision – this is a metric that describes the accu-

racy level obtained from the mentioned information

and the outcomes anticipated by the executed model.

Consequently, accuracy is the proportion of true pos-

itive forecasts contrasted with general aftereffects of

positive expectation.

Table 3 shows the boundaries or limits used for CNN and

MLP algorithms.

Table 3

Parameters of algorithms used for testing

Algorithm
Batch Function

Optimizer Epochssize (activation)

Convolution neural
32,64,128

Softmax,
Adam 10, 30, 50network (CNN) ReLu

Multilayer
32,64,128

Softmax,
Adam 10, 30, 50

perceptron (MLP) ReLu

Markov decision
32,64,128

Softmax,
Adam 10, 30, 50

process (MDP) ReLu

A major drawback of any IoT sensor network is that these

devices work in remote networks and have to be sustained

on their battery life. Hence the average energy consumed

by the device plays a vital role which depends on its perfor-

mance as shown in Fig. 2, the node shows that the MDP

algorithm provides a less amount of energy consumption

when compared with CNN and MLP algorithm.

MDP provides significant results as false detection is re-

duced even when the number of nodes is increased as shown

in Fig. 3. As the number of nodes increases the false detec-

tion is getting reduced as compared with MLP and CNN.

Fig. 2. Average energy consumption by number of nodes.

Fig. 3. False alarm rate.

The system of IoT mainly in a wireless system depends on

the success rate of message delivery even when the number

of nodes are increased and have a successful delivery rate

which is provided in Fig. 4. In this plot all algorithm with

the proposed algorithm, the throughput is given and can be

observed that the MDP performance is good for throughput

when nodes are more.

A comparison figure of the detection rate of IoT systems is

shown in Fig. 5 which depicts that the detection rate at the

receiver node in MDP is better when compared with CNN

and MLP.

Figure 6 presents normalized overhead for several nodes

in the IoT network when compared with all other algo-

rithms with the reinforced algorithm MDP, it provides bet-

ter performance for normalized overhead when compared

with MLP and CNN. Parameters from Table 4 were used

in this plot.
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Fig. 4. Throughput rate of change.

Fig. 5. Detection rate.

Fig. 6. Normalized overhead.

Table 4

Evaluation metrics (detection rate of attacks)

Algorithm

Metrics

DDoS DoS
Reconnaissance

Normal Theft

attack attack (AUC) (AUC)

MDP 0.99 0.99 0.97 0.99 0.95

CNN 0.98 0.97 0.98 0.98 0.99

MLP 0.55 0.49 0.96 0.97 0.97

Table 5 represents the classification and comparison results

based on the feature selection and the AUC precision met-

rics.

In Table 6, the mean accuracy is expanded as the number

of study ages for the MLP classifier. For CNN, there was

a decrease as the quantity (in terms of numbers) of epochs

increased from 10 to 50.

Table 7 shows the same accuracy evaluation for size of 64.

For this situation, the accuracy (batch size 64) diminished

Table 5

Comparison analysis

Algorithm AUC Precision Sensitivity

MDP 0.99 99.80% 98.55%

CNN 0.92 96.75% 97.00%

MLP 0.89 95.05% 93.02%

Table 6

The accuracy evaluation for batch size 32

Algorithm Epoch Mean Accuracy Elapsed time

MDP 10 93.22% 60 min 12 s

CNN 10 91.75% 58 min 39 s

MLP 10 54.07% 39 min 09 s

MDP 30 91.03% 165 min 25 s

CNN 30 89.72% 158 min 30 s

MLP 30 63.95% 124 min 33 s

MDP 50 90.00% 230 min 21 s

CNN 50 89.30% 229 min 22 s

MLP 50 63.00% 186 min 47 s

with the expansion epochs for the classifier (MLP). Data

decreasing a bit while the number of epochs is increased

from 10 to 50 in CNN.

Table 7

Accuracy for batch size 64

Algorithm Epoch Mean accuracy Elapsed time

MDP 10 92.00% 18 min 40 s

CNN 10 91.15% 20 min 57 s

MLP 10 76.92% 26 min 56 s

MDP 30 92.30% 62 min 17 s

CNN 30 91.02% 64 min 18 s

MLP 30 54.04% 64 min 19 s

MDP 50 92.30% 114 min 60 s

CNN 50 90.64% 112 min 55 s

MLP 50 53.89% 102 min 20 s

Table 8 shows the outcome for block size of 128. The nor-

mal exactness seems to increment along with the expanding

number of the experiment of epochs for MLP-based clas-

sifier. For the CNN, a slight diminishing was observed as

the number of epochs rises from 10 to 30. In all cases the

larger batch size the shorter application lifetime.

6. Conclusion

In the proposed work, the reinforcement learning in a net-

work is examined. The valuation of the RL-IDS model is

incorporated and compared with different ML and DL algo-

rithms such as CNN and LP. The RL calculation gave the

best outcome and precision and AUC leads in multiclass
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Table 8

Mean accuracy for batch size 128

Algorithm Epoch Mean accuracy Elapsed time

MDP 10 92.50% 12 min 12 s

CNN 10 90.87% 11 min 33 s

MLP 10 54.10% 10 min 16 s

MDP 30 93.00% 40 min 50 s

CNN 30 90.76% 45 min 44 s

MLP 30 54.43% 27 min 58 s

MDP 50 92.03% 55 min 27 s

CNN 50 91.27% 54 min 27 s

MLP 50 79.01% 46 min 18 s

characterization. With epoch increase a slight reduction in

precision is observed, while in the 128-batch preliminaries,

there was an increase in accuracy. A double change in MLP

could make the estimation cycle 1.4 to 2.6 s faster, while

CNN could make the figuring cycle 1.8 to 2.4 s shorter.

Later on, the models with various calculations are likely

created and different calculations for AI or profound learn-

ing are joined. Moreover, this calculation ought to be actu-

alized in NIDS so it very well may be utilized progressively

to alleviate attacks.
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Abstract—An optimization method based on compressed sens-

ing is proposed for uniformly excited linear or planar antenna

arrays to perturb excitation of the minimum number of array

elements in such a way that the required number of nulls is

obtained. First, the spares theory is relied upon to formu-

late the problem and then the convex optimization approach

is adopted to find the optimum solution. The optimization

process is further developed by using iterative re-weighted l1-

norm minimization, helping select the least number of the

sparse elements and impose the required constraints on the

array radiation pattern. Furthermore, the nulls generated are

wide enough to cancel a whole specific sidelobe. Simulation

results demonstrate the effectiveness of the proposed method

and the required nulls are placed with a minimum number

of perturbed elements. Thus, in practical implementations of

the proposed method, a highly limited number of attenuators

and phase shifters is required compared to other, conventional

methods.

Keywords—compressed sensing, convex optimization, iterative

re-weighted l1- norm minimization, linear and planar arrays.

1. Introduction

One of the challenges in current and future wireless com-

munication systems is the presence of interfering signals

that may originate either from pre-specified and known or

from unknown directions. In such cases, performance of

the system may be significantly degraded. This problem be-

comes more significant in such applications as satellites [1],

fifth-generation wireless communications [2] and modern

radars [3], as the system of this type are usually expected

to operate in environments characterized by sever interfer-

ence and a very crowded spectrum. One of the simplest and

most powerful techniques for eliminating these interfering

signals is to point the nulls of the array radiation pattern in

the direction of the unwanted interfering signals.

Null placement may be achieved by accurately control-

ling such array design variables such as element excita-

tion weights and element spacing [4], [5]. Convention-

ally, all the weights and/or positions of the array elements

were perturbed to place the required nulls. Thus, the fi-

nal phased array systems were usually complex, slow in

their convergences, and expensive [6]. Many researchers

have investigated the complexity of such fully perturbed

antenna arrays, coming up with some solutions. Some of

them suggest simple deterministic approaches, such as it-

erative Fourier transform method [7] and the edge-element

method [8], [9] to identify those elements that need to be

perturbed for achieving the required null placement. Other

scientists, meanwhile, used numerical optimization algo-

rithms, such as the genetic algorithm [4], [10], particle

swarm optimization [11], simulated annealing [12], evolu-

tionary algorithms [13], adaptive algorithms [14], cuckoo

search optimization [15], invasive weeds optimization [16],

and grey wolf optimization [17], to optimize the excita-

tions of the perturbed elements. None of the aforemen-

tioned techniques offers a clear path towards selecting the

minimum required number of perturbed elements needed

in order to place the required number of nulls. In fact, they

always assumed that the number of the perturbed elements

should be higher than the total number of the required nulls

in order to insure an accurate pattern nulling capability.

Thus, the number of the perturbed elements was excessive

and the solutions were usually not optimal.

Other methods include the use of clustered arrays in which

the main arrays were divided into clusters that may consist

of either regular or irregular clustered elements [18]–[20].

Furthermore, paper [21] suggested a partially thinned array

approach that was applied to side elements only, thus creat-

ing a relatively low complexity null placement method. In

addition, the structure of a conventional adaptive sidelobe

canceller system used in spaced radars has been greatly

simplified by using different auxiliary configurations [22]

in order to create another solution to this important issue.

In light of the above discussions, there is a great need for

a new optimized method that is capable of perturbing only

the exactly required number of elements in order to place

the required number of nulls in an efficient manner. In a bid

to solve the problem, compressed sensing was suggested

in [23], [24] in order to significantly reduce complexity

of array feeding networks. In [25], Bayesian compressed

sensing was suggested to find the best match between the

sparse array and the reference patterns. Generally, sev-

eral sparse recovery algorithms exist, such as Yalli [26],

smoothed l0-norm [27], orthogonal matching pursuit [28],

and iterative hard threshold [29] that may be used to solve
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the complexity problem and achieve the desired patterns.

Some of these algorithms, like Yalli and smoothed l0-norm,

usually do not accurately recover the sparse solutions. On

the other hand, the iterative reweighted l1-norm [30] and

the two-steps l0 [31] methods were used to efficiently de-

termine the minimum number of perturbed elements and to

achieve the desired constraints.

In this paper, radiation patterns of linear and planar ar-

rays are optimized by means of the compressed sensing

approach, making sure that the required nulls are placed

under a minimum number of perturbed elements. First, the

sparse recovery array is built, and then it is implemented

with convex optimization applied in order to find the op-

timum solution. The sparsity of the solution is enhanced

through the use of the iterative reweighted l1-norm algo-

rithm [32]. That approach allowed the required nulls to

be placed efficiently with precisely the needed number of

perturbed elements.

2. Principles of the Method

For simplicity, consider a linear array of N isotropic ele-

ments in which the array pattern may be expressed by:

AFuni f orm(θ ) = ΣN
n=1xonejkdnu , (1)

where θ is the observation angle around the array axis,

k = 2π
λ is the wave number, λ is the wavelength, u = sinθ ,

dn is the position of elements along the x axis which is rep-

resented by dn = (n− N+1
2 )d, and d is the element spacing.

Further, xon = aone−jkdnuo , where aon is the array amplitude,

uo = sinθo, and θo is the steering angle of the main beam.

After substitution, Eq. (1) can be rewritten as:

AFuni f orm(θ ) = ΣN
n=1aonejkdn(u−uo) . (2)

To place a number of wide nulls equal to Q, where

q = 1,2, . . . ,Q, we need to perturb the element weights as

follows:

Xn = xon + xn , (3)

where xn is the weight of the sparse elements. The array

factor at the null directions is equal to zero, AF (θq) = 0.

Then Eq. (2) can be modified accordingly:

AF (θq) = ΣN
n=1Xnejkdnuq = ΣN

n=1(xon + xn)e
jkdnuq , (4)

which can be rewritten as:

AFuni f orm (θq) = −ΣN
n=1xnejkdnuq . (5)

This is a set of linear equations that can be written as Ax = b

where A = ΣN
n=1e jkdnuq , x = xn, and b = −AFuni f orm (θq).

Note that vector x with size N ×1 is the sparse weight that

needs to be found and it contains both zero and non-zero

values. Vector b with size Q× 1 is the magnitude of the

uniform array pattern at null directions with the opposite

phase and, finally, A is the matrix with size Q×N. These

three parameters can be written as:

x = [x1, x2, . . . xN ]T , (6)

b =
[

−AFuni f orm (θ1) ,−AFuni f orm (θ2) , . . . ,

−AFuni f orm (θQ)
]T

, (7)

A =







e−jkd1u1 · · · e−jkdN u1

...
. . .

...

e−jkd1uQ · · · e−jkdN uQ






. (8)

Suppose that the number of array elements is larger than

the number of the required nulls, Q < N, which is the prac-

tical scenario, especially for large arrays that consist of

hundreds of elements. In such a case, the system will have

infinite solutions. To find the minimum number of the per-

turbed elements, Eq. (8) can be solved using the lo norm
minimization approach. However, the problem becomes

non-convex and cannot be solved by means of convex op-

timization. Thus, it is first converted to the convex type by

using the l1 norm that can be solved by:

minimize ||x||1 subject to Ax−b ≤ ε . (9)

This equation can be solved by using the convex optimiza-

tion approach, with its implementation explained in [33].

To enhance the sparsity of the solutions and hence reduce

the number of perturbed elements, Eq. (9) can be iteratively

minimized as:

minimize ||β (xi−1)xi||1 subject to Ax−b ≤ ε , (10)

where β
(

xi−1) = 1
xi−1+δ , δ is a small positive number that

is used to provide stability to array weights, such that the

minimization process is assured by estimating non-zero val-

ues of the sparse elements and is not affected by the zero

values in the next new iterations. The non-zero values of

Eq. (10) represent the sparse elements that give exactly

the needed number of the perturbed elements. The corre-

sponding array pattern of these perturbed elements can be

obtained. Then, the overall array pattern can be computed

by:

AF proposed = AFuni f orm −AFsparse elements . (11)

3. Simulation Results

This section demonstrates the performance of the proposed

method while generating the required nulls under the min-

imum number of perturbed elements. In all scenarios, the

number of iterations, i, and δ are chosen to be 15 and 10−6

respectively.
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3.1. Scenario 1 – Linear Array

A uniform linear array of N = 20 elements with inter-

element spacing equal to d = 0.5λ is considered in this

scenario. Several cases of null placements are investigated

to illustrate the effectiveness of the proposed method. In

the first case, a single wide null centered at 49◦ is placed.

Fig. 1. Radiation patterns of the tested arrays (a) and the cor-

responding perturbed elements of the proposed array for N = 20
and a single wide null at 49◦ (b). (See digital edition to find the

color version).

To obtain such a wide null, two adjacent sharp nulls have

to be imposed. For example, to place a wide null centered

at 49◦ two adjacent sharp nulls are placed at 48.95◦ and

49.05◦, respectively. Each sharp null needs one perturbed

element and, thus, each wide null will need at least two

perturbed elements. Further, to achieve such a wide null,

it is required that the patterns of the spare array and the

uniform array according to Eq. (11) are exactly coincident

at the null direction of 49◦. Figure 1 shows the results of

the proposed array using the compressed sensing approach.

The uniform array pattern is also shown for comparison. It

can be seen that the required wide null has been success-

fully placed with only two sparse (non-zero) elements. The

perturbed complex weights of these two sparse elements se-

lected randomly by the algorithm are 0.5176+ j0.2652 and

0.5176− j0.2652, with indices 1 and 20, respectively.

In the second case, multiple wide nulls are generated. Ac-

cordingly, the number of the randomly perturbed elements

is expected to increase. However, this increment represents

the actual need of the algorithm to perform the required null

placement. To highlight this important point, relationship

between the required number of nulls and the minimum

Fig. 2. The minimum number of perturbed elements versus the

required number of wide nulls.

Table 1

Design parameters of two and three wide nulls

Two wide nulls

A x b

4×20
matrix

Indices of sparse elements Complex values of sparse elements 4×1 matrix

−0.1535− j0.2222
0.8294+ j0.1324
0.7756− j0.5410
0.3115− j0.5702

1 0.5208+ j0.3099
4 −0.2612+ j0.0487
17 −0.2612− j0.0487
20 0.5208− j0.3099

Three wide nulls

A x b

6×20
matrix

Indices of sparse elements Complex values of sparse elements 6×1 matrix

1.4983− j0.8935
0.9893− j1.6371
0.0153+ j0.0281
0.3423+ j0.2908
0.6141− j0.3653
0.3006− j0.3322

1 0.2905+ j0.1139
5 −0.4651− j0.2487
7 0.1439+ j0.3133
14 0.1439− j0.3133
16 −0.4651+ j0.2487
20 0.2905− j0.1139
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Fig. 3. Radiation patterns of the tested arrays (a) and the cor-

responding perturbed elements of the proposed array for N = 20
and two wide nulls at 30◦ and 60◦ (b).

number perturbed elements are plotted, as shown in Fig. 2.

It can be observed that the two wide nulls need at least four

perturbed elements. Table 1 shows the complex weights of

the sparse elements that are required for generating two and

three wide nulls.

Fig. 4. Radiation patterns of the tested arrays (a) and the cor-

responding perturbed elements of the proposed array for N = 20
and three wide nulls at 20◦, 45◦, and −55◦.

Figures 3 and 4 show the results of the tested arrays of two

and three wide nulls, respectively. These results fully con-

firm the effectiveness of the proposed array in placing the

required number of wide nulls. Moreover, the directivity

of the proposed array is found to be affected only slightly,

as long as the number of perturbed elements is lower than

the total number of array elements.

3.2. Scenario 2 – Planar Array

In this scenario, a square planar array with 20× 20 ele-

ments and λ/2 inter-element spacing along the x and y
axes was considered. In the first use case, the center of the

required wide null was chosen to be at v = −0.5 and no

nulls at u plane were presented, with v = sin(θ )sin(ϕ) and

u = sin(θ )cos(ϕ). Figure 5a shows the three-dimensional

pattern of the proposed array obtained with the use of the

compressed sensing approach, characterized by the mini-

mum number of perturbed elements, while Fig. 5b shows

the results of the original uniform planar array shown for

comparison purposes.

In the other use case, two wide nulls centered at v = −0.5
and u =−0.7 are considered. Figure 6 shows the results of

this case, with the two required nulls placed successfully.

Fig. 5. Radiation patterns of the proposed planar array (a) and

the uniform array pattern (b) for 20×20 and a single wide null

centered at v = −0.5.
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Fig. 6. Radiation patterns of the proposed planar array (a), the

corresponding perturbed amplitudes (b), and phases (c).

4. Conclusions

An efficient and simple optimization method based on the

sparse theory and on the compressed sensing approach was

presented for synthesizing linear and planar array patterns

with the minimum number of perturbed elements. The

simplicity of the proposed method means that the number of

the RF components, such as attenuators and phase shifters,

is reduced. The proposed array is capable of placing the

required wide nulls at undesired directions. For each single

wide null there is a need for at least two perturbed elements.

Convex programming has been applied to implement and

find sparse elements needed to perform the desired null

placements. The results show a significant reduction in the

complexity of the array feeding network.
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Abstract—Fire-resistant fiber optic cables used in safety and

monitoring systems playing an essential role in fire fighting

and building evacuation procedures are required to temporar-

ily maintain optical continuity when exposed to fire. However,

the use of fused silica fiber at temperatures between 800◦C and

1000◦C is associated with two highly undesirable phenomena.

Thermal radiation (incandescence) of optical fibers, with its

intensity and spectral distribution being proportional to addi-

tional attenuation observed in the fiber’s hydroxyl absorption

bands (“water peaks”) is one of them. The other consists in

penetration of thermal radiation from the surroundings into

the fiber, due to defects in glass, causing light scattering and

resulting in fiber brittleness. Thermal radiation is a source

of interference in fiber attenuation measurements performed

during fire tests and affects normal operation of fiber optic

data links in the event of a fire. In this article, results of lab-

oratory tests performed on a telecom single mode and mul-

timode fibers subjected to temperatures of up to 1000◦C are

presented.

Keywords—fire-resistant fiber optic cable, fire test, fused

silica optical fiber, incandescence spectrum, thermal deteriora-

tion, thermal radiation.

1. Introduction

Optical fibers used in fire-resistant cables should be capa-

ble of remaining operational, over a specific period of time,

during a fire incident. While fused silica fibers are capa-

ble of withstanding temperatures of up to 1000◦C while

retaining their optical continuity, their properties degrade.

In particular, time-dependent incandescence (thermal ra-

diation) of the fiber itself occurs, and thermal radiation

from the hot surroundings is coupled into the fiber. Both

these phenomena are a cause of optical interference affect-

ing transmission of data over hot fibers, and their testing.

The performance of an optical fiber in a cable affected by

fire depends on the following:

• properties of the fiber itself, i.e. attenuation, incan-

descence, light scattering, and coupling by defects,

• protection against fire and mechanical damage of-

fered by heat-resistant components of the cable.

This paper focuses primarily on the first of the abovemen-

tioned items and describes the variations in optical prop-

erties of standard, telecom type fused silica optical fibers

at high temperatures in the event of a fire (or during a fire

test). In addition to peak temperature, duration of exposure

is important as well, as the performance of a heated fiber

degrades slowly due to the following:

• migration of dopants (F2, GeO2), which distorts the

fiber’s refractive profile,

• appearance of defects that are caused by the fact that

fused silica turns into cristobalite and causes the glass

to crack.

According to the analysis presented in [1], the migration of

the most common GeO2 dopant was of no importance as

a fused silica fiber was heated to 1000◦C for up to 100 h.

The formation of microscopic defects in fused silica fibers

has been reported in [2] and was also observed during the

experiments performed. Defects, i.e. cracks in cladding,

are capable of introducing infrared radiation from the hot

surroundings into the fiber’s core. This radiation is routed

towards the fiber’s end, thus creating interference affecting

the operation of the receiver in a data link or of the optical

power meter during a fire test. A hot optical fiber no longer

is a “dark” interference-free transmission medium.

The investigations presented in this paper were triggered

by technical problems encountered in measuring the atten-

uation of optical fibers during a fire test. Intense thermal

emissions originating from a multimode fiber at or above

900◦C prevented loss measurements from being performed

with a low power signal source and an optical power me-

ter. This issue was previously unknown in the literature, as

fire-resistant cables had predominantly the form of power

and control cables with copper conductors. Contemporary

standards providing for the monitoring of attenuation of

optical fibers [3], [4] do not provide for any methods for

the elimination of interference resulting from thermal emis-

sions taking place in the tested fiber as well.

Section 2 of this paper offers a short review of fire-retardant

and fire-resistant fiber cables, while fire testing procedures

applicable to the latter are presented briefly in Section 3.

Section 4 outlines our test campaign, while Sections 5, 6

and 7 present selected test results for single-mode and mul-

timode fibers, including light scattering and fiber deterio-

ration due to thermally-induced defects. Section 8 reviews

physical mechanisms and selected characteristics of ther-

mal radiation encountered in hot fibers. Discussion of the
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results and plans concerning further work are presented in

Section 9, while Section 10 concludes the paper.

2. Indoor Cables on Fire

Fiber optic cables installed in commercial buildings are

required to comply with fire safety regulations and shall

pass the fire tests required. Two broad groups of such

cables capable of meeting different requirements may be

distinguished:

• fire- (or flame-) retardant cables,

• fire-resistant cables.

While these terms sound similar, their meanings are quite

different.

2.1. Fire-retardant Cables

As far as cables for data communication networks which

are not required to remain operational in the event of a fire

are concerned, fire safety requirements applicable in the

EU (US standards are substantially different) specify the

following:

a) fire propagation along the cable for given installation

conditions: vertical shaft or horizontal space under

a false ceiling, single cable or cable harness, type of

fire source, its thermal power and duration of exposure,

b) optical density of smoke (opaque smoke hinders evacu-

ation from the danger zone),

c) concentration of corrosive and toxic compounds: chlo-

rine, fluorine and bromine compounds, hydrocyanic acid

(HCN), sulfur dioxide (SO2), etc. in the smoke.

Cables meeting the abovementioned requirements are clas-

sified as halogen-free fire retardant (HFFR) cables. In or-

der to meet the requirements set out in (b) and (c), the use

of materials containing halogens (Cl, F, Br) needs to be

avoided, especially in jacket or sheath of the cable. Exam-

ples of non-compliant fire-retardant materials widely used

in cable manufacturing include polyvinyl chloride (PVC),

polyvinylidene fluoride (PVDF) and all polymeric materials

with bromine compounds added.

These materials have been replaced with halogen-free ther-

moplastic polymers, typically polyethylene and its copoly-

mers, or ethylene-vinyl acetate (EVA) which are highly

flammable in their pure form, but become flame-retardant

after addition of 60–70% (weight-wise) of a fine powder

(1–3 µm) inorganic filler serving the purpose of a halogen-

free flame-retardant and smoke suppressant. Once heated

to its decomposition temperature, the filler releases large

amounts of water vapors temporarily blocking access of

air to the polymer and carrying the heat away. Instead

of burning, slow charring takes place. However, once all

water evaporates, the hot polymer begins to burn rapidly.

MDH or magnesium dihydrate – Mg(OH)2, decomposing

to water and solid magnesia (MgO) after being heated to

over 300◦C, is the most common filler of this type. ATH

or alumina trihydrate (Al2O3·3H2O) is a less expensive

filler, but its relatively low decomposition temperature of

200–220◦C makes it incompatible with several polymers

requiring higher extrusion temperatures, including medium

and high density polyethylene (MDPE, HDPE), polypropy-

lene (PP), polyamides (PA) or poly(butylene terephthalate)

(PBT) widely used for manufacturing fiber optic cables.

ATH and MDH fillers are completely non-toxic. Other

similar materials exist as well, but are rarely used.

Halogen-free fire/flame-retardant jacketing compounds are

known as low smoke zero halogen (LSZH) materials.

A review of fire testing procedures applicable to communi-

cation and data transmission cables, along with references

to applicable standards, is presented in IEC TR 62222 [5].

Detailed requirements, as well as descriptions of the test

methods and hardware, are presented in several IEC/EN

standards, applying to thin (maximum diameter of 20 mm)

and metal-free indoor fiber optic cables [6]–[15]. The re-

maining standards apply to HFFR power, control and data

transmission cables with metallic conductors.

HFFR cables are used to protect humans’ life, as well as to

ensure the safety of equipment and buildings by limiting or

delaying the spread of fire and the amount of smoke and

toxic or corrosive substances produced. However, ordinary

fire-retardant cables are not required to remain electrically

or optically functional, to retain continuity, to ensure stable

transmission properties of optical or electrical circuits, to

prevent short circuits, etc., when exposed to fire. A system

utilizing these cables fails under such circumstances, either

due to a disruption in communications or to the loss of

power supply to remote hardware, such as video cameras.

Cables from this group are out of the scope of this paper.

2.2. Fire-resistant Cables

Substantially different requirements apply to cables – either

of the copper or fiber optic variety used in fire detection

and protection systems, e.g. in smoke detectors, alarm de-

vices, or surveillance cameras, and for ensuring emergency

communications in the event of a fire. These cables must

remain functional for a period of time that is necessary to

alert security staff, police and fire services, to evacuate the

affected area and to organize fire-fighting efforts. Cables

of this type are known as fire-resistant (FR).

In addition to the requirements set forth in Subsection 2.1,

fire-resistant cables shall:

d) retain continuity and stability of critical parameters of

electrical or optical circuits in the event of a fire, for 15

to 120 minutes, depending on cable fire classification,

d) survive mild mechanical shocks and periodic sprinkling

with water (optionally).

The applicable tests are defined in standards [16]–[21].

While fire test methods and severity, defined primarily by
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peak temperature and test duration, vary considerably, the

attenuation range permitted for optical fibers within the ca-

ble and its test methods are identical, depending on the type

of fiber only [22].

Standardized fire test temperatures range from 800◦C to

over 1000◦C. Hence, only optical fibers made of fused

silica (SiO2) are suitable for such applications. In order

to retain compatibility with industry-wide splicing tech-

niques and tooling, standard single-mode or multi-mode

fibers with 125 µm cladding diameter in polymer protec-

tive coatings are used. While fused silica is capable of tem-

porarily withstanding exposure to 1000◦C without melting

or significant degradation of its properties, polymer coat-

ings fail: they decompose, leaving carbon residues, and

then begin to burn at 500–600◦C when exposed to oxygen.

Special high-temperature fibers, such as fused silica fibers

with nickel coating or fibers made of crystalline alumina

(Al2O3), are capable of surviving heating to 1000◦C with-

out damage and are used in high-temperature fiber sensors,

but not suitable for communication cables due to their high

attenuation and lack of cladding, unsuitability for fusion

splicing and brittleness (alumina fibers).

Telecom fibers have primary protective coatings made of

UV – curable dual acrylate. Their maximum operating

temperature is 85◦C (continuous) and 200◦C over a period

of several days [23], [24]. Fibers with high-temperature

acrylate coatings for continuous use in temperatures of ap-

prox. 150◦C are available [25] as well, but are not used in

communication cables.

A fire-resistant fiber optic cable is a single-use product. Its

structure is destroyed during a fire due to:

• burning or charring of its jacket or sheath,

• melting or disintegration of glass or basalt-based

strength members,

• decomposition (carbonization) of fiber coatings,

buffer tubes, filling gels, etc.

Temporary fire resistance is achieved by wrapping the ca-

ble core and/or buffer tubes in refractory tapes made of

synthetic fluorphlogopite mica with a silicone binder. Flu-

orphlogopite has the melting point of 1387◦C, is non-

flammable and serves as a barrier to fire, while simulta-

neously preventing rapid passage of gases. Two examples

of fire-resistant cables are shown in Figs. 1 and 2.

High degree of fire- and high temperature resistance is ex-

hibited by mineral insulated (MI) electric cables, where

copper or nickel-clad copper wires are surrounded by insu-

lation made of compressed magnesium oxide powder, and

are tightly encased in a metallic sheath made of copper,

stainless steel or heat-resistant alloy, such as Inconel 825.

Basic versions of MI cables contain no flammable materials

and some of their special variants may resist a 1000◦C fire

for 3 hours or more, retaining circuit integrity. However, MI

cables are expensive and are characterized by poor bending

tolerance. Their mineral insulation easily absorbs moisture,

Fig. 1. Dielectric flexible fire resistant cable with a central

loose tube – Technokabel FOC-2-SLT-HFFR 4G50, outer diame-

ter 7.8 mm [26].

Fig. 2. Armored fire-resistant cable with stranded buffer tubes –

FiberTek FTSF-FLTFMAPSZ (FR), outer diameter 19.8 mm [27].

and cable termination is rather labor-intensive. Addition-

ally, the design and, in particular, the technology relied

upon to manufacture MI cables (involving high pressure

extrusion and drawing) are not suitable for fragile optical

fibers.

2.3. Optical Fibers in Indoor Cables

Cables for indoor networks incorporate standardized tele-

com fibers:

• graded-index multimode with 50/125 µm diameter,

type OM2, OM3, OM4 or OM5 [28];

• single-mode designated as ITU-T G.652.B/D [29]

and G.657.A1/2 [30]. The equivalent IEC designa-

tions are B-652 and B-657.A1/A2 [31]. ISO desig-

nations of such fibers are OS1, OS1a, or OS2 [32].

However, the technical specifications are not identi-

cal.

Multimode fibers of OM2 or OM3 type are most widely

employed in emergency and security systems with relatively

low bit rates. More advanced (and expensive) OM4 and

OM5 multimode fibers are used in high-speed data links,
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particularly in data centers, which normally do not need to

operate during a fire.

The cheapest single mode fibers (requiring, however, costly

active devices) are used typically in the “vertical” sections

of structural cabling carrying traffic between floors, and in

links to public networks. Several of them are required to

continue operating in the event of a fire, carrying emer-

gency traffic.

3. Testing of Fire-resistant Cables

The examples of fire tests presented in Subsections 3.1 and

3.2 are of relatively low and high severity, respectively. The

test defined in the German DIN 4102-12 standard is a “sys-

tem test” covering both the cable itself and the installation

hardware.

3.1. EN 50200 Fire Test

EN 50200 [19] simulates the effects of fire using a short

length of a straight cable attached to a wall made of

lightweight, refractory material. The cable subjected to the

test is bent upwards at both ends of the hot zone, in line

with the minimum static bending radius declared in the

product’s specification sheet. The entire length of the ca-

ble subjected to fire is 0.8–1.0 m. A constant temperature

of 842◦C is generated by a 0.5 m long gas burner fed by

a mixture of propane and air. Additionally, the vertical sup-

port holding the cable is subjected to a mechanical shock

produced, every 5 minutes, by a steel rod hammer, in order

to verify its mechanical integrity. The strength members

in most flexible fire-resistant cables made of S-glass or E-

glass yarns survive this test without melting, protecting the

optical fibers inside.

The fire resistance class depends on how long the attenu-

ation of fibers in the cable remains within the limits pre-

scribed in EN 50582 [22]. The EN 50575 standard [20]

provides for the following fire resistance classes:

• PH 15: over 15 min,

• PH 30: over 30 min,

• PH 60: over 60 min,

• PH 90: over 90 min,

• PH 120: over 120 min.

An optional test involves heating the cable for 30 min while

simultaneously sprinkling it with cold water for the last

15 min, in order to simulate the operation of sprinklers in

a building.

3.2. DIN 4102-12 Fire Test

DIN 4102-12 simulates the operation of cables passing

through a room affected by a large fire. The cables under-

going the test (their number often exceeds 100) are placed

on steel racks below the ceiling or are fastened to the ceil-

ing with clips, and are then bent at the entry to the test

chamber made of refractory cinder blocks, in a manner

typical of a real-world installation. All cable entry holes

are sealed with fire resistant mortar. The minimum length

of the test chamber is 3 m, and the cable may pass through

the chamber many times to increase its length exposed to

fire.

The interior of the test chamber is heated by multiple

propane burners located in the lower part of the room, caus-

ing the temperature to rise in the manner shown in Fig. 3

and to exceed, 1000◦C after 90 min. This is the “stan-

dard” or “cellulosic” temperature curve for a fire where

burning cellulose-based materials (wood, plywood, paper,

cardboard, cotton, etc.) are the heat source, with the for-

mula defined in the ISO 834-1 standard [33]:

T = T0 +345log(8t +1) , (1)

where T is temperature [◦C], T0 – initial temperature [◦C],

and t – time elapsed from the start of test [min]. The ISO

curve is defined for the period of up to 180 min, but cable

tests are usually shorter.

Fig. 3. Temperature vs. time during a 90-minute DIN 4102-12

fire test [21], [33].

The peak temperature is high enough to melt E-glass yarns

in cables, so whether the cable will be able to retain its

shape and integrity depends on the fire barrier and steel

armor used (if present). Strength members made of basalt

yarns do not melt, but become brittle and prone to disinte-

grating.

The fire resistance classification depends on length of time

during which the increase of attenuation of optical fibers in

the cable remains within EN 50582 limits. Three classes

are distinguished: E30, E60 and E90, corresponding to the

minimum cable survival time expressed in minutes.

DIN 4102-12 provides for a test covering a combination of

cables and their supporting hardware. The latter determines
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Fig. 4. Interior of a test chamber 25 min after commencing the

DIN 4102-12 test. Temperature equals approximately 820◦C. The

sagging of cable trays is already considerable. The photograph

was taken at the FIRES test lab in Batizovce, Slovakia, in 2019.

Photo courtesy of Krzysztof Borzycki.

the sagging of the cable during the test (Fig. 4), affecting

the overall results.

3.3. Test Requirements for Optical Fibers

The fire test pass criterion defined in EN 50582 [22] is

based on the maximum increase of attenuation of optical

fibers in the cable under test:

• for single-mode fibers: ≤ 1 dB/m at 1550 nm wave-

length,

• for multimode fibers: ≤ 2 dB/m at 1300 nm wave-

length.

Such limits assume that the length of the cable affected

by fire is short, up to 5 m, as the 3–15 dB reserve in the

attenuation budget of a fiber optic link is usually close to

this range.

4. High Temperature Testing of Optical

Fibers

The samples of single mode and 50/125 µm graded index

multimode fibers (OM2) in a 250 µm primary protective

coating were heated in a purpose-built electric tube oven

made by a Warsaw-based Termtech company. The oven has

a 1 m long straight tube made of alumina-rich ceramics,

with a 15 mm hole. The fiber under test was protected

against scratching and contamination by a 5/7 mm fused

silica tube.

The tube was open at the ends enabling the products of

the decomposition process and then of the burning of the

remaining carbon (soot) to vent. This means that the con-

ditions inside a cable are not reconstructed faithfully, as

the mica fire barrier and molten glass yarns block oxygen

access, thus preventing the carbon residues from burning.

However, the setup (Fig. 5) was helpful in investigating

incandescence and thermal deterioration of optical fibers.

Fig. 5. Setup for measuring thermal emissions of the fiber. To

measure the spectra, an optical spectrum analyzer was used instead

of a power meter, and for attenuation measurements, a second

pigtail and a source with the Fabry-Perot laser were added on the

left-hand side instead of light-tight termination.

Test program provided for the measurements of the follow-

ing:

• power and spectra of fiber thermal emissions (incan-

descence) vs. temperature,

• fiber attenuation vs. temperature (tests run separately

due to the different setups required),

• fiber degradation after heating to 1000◦C for up to

4 h.

In the course of the experiments, the fiber was first heated

to 400◦C, and then to 1000◦C in 50◦C increments. One

step included an 8–10 minute heating phase and a phase in

which the temperature was kept constant for at least 5 min.

The total duration was 15 min.

The experiments involving loose tubes with fibers placed in

sealed protective tubes are planned in the future, in order

to simulate conditions inside the cable during a fire.

Optical power was measured using the Agilent HP8153A

optical multimeter with the HP81532A plug-in module

equipped with an InGaAs 800–1700 nm photodetector,

calibrated for the wavelength of 1300 nm.

Spectra measurements take 15–25 min to complete due to

weak signals and were performed at 800, 900 and 1000◦C

with Yokogawa AQ-6315B spectrum analyzer in the 700–

1700 nm range. Incandescence of “OH-free” single mode

fibers was too weak to acquire spectrum data even at

1000◦C. Tests on some fiber samples were repeated in order

to measure thermal emissions at 400–700◦C, when the re-

sults are not affected by the decomposition and burning of

fiber coating and by changes in emission power and spec-

trum after a longer (1–4 h) heating phase, usually up to

1000◦C.

Repetition of the test did not reflect the conditions prevalent

inside a fire-resistant cable, but provided some useful data

for other high temperature applications in which telecom

fibers are used, e.g. fiber sensors.

The following uncertainties affecting power and attenuation

measurements were identified:
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• Emission power (Figs. 6, 8, and 13): 0.5 dB for

power values higher than −80 dBm. At lower val-

ues, the uncertainty increases due to the ingress of

stray light into connectors (darkroom conditions were

required for most experiments) and due to a periodic

variation of power caused by on/off cycling of the

oven’s heater and by the temperature of the fiber un-

der test, reaching approximately 1.5 dB at −95 dBm,

despite averaging;

• Fiber loss (Figs. 7 and 20): 0.02 dB and 0.02 dB/m

for 1 m samples.

Additionally, an attempt to investigate mechanisms of fiber

deterioration after exposure to high temperatures, specifi-

cally distribution of light scattering defects and their ap-

pearance, was made as well – see Subsection 6.2.

5. Test Results of OH-free Single Mode

Fibers

Two examples of cable fibers were tested:

• OFS AllWave Plus (G.652.D standard) [34] produced

in 2019,

• OFS AllWave FLEX Plus (G.657.A2) [35] produced

in 2018.

5.1. Thermal Radiation

The results obtained for both fibers are shown in Fig. 6.

Radiation was too weak to acquire spectra.

Fig. 6. Power of thermal emission vs. temperature for OH-

free single mode fibers. Values below −90 dBm are affected by

considerable uncertainty for reasons indicated in Section 4.

The OFS AllWave Plus fiber failed when the temperature

exceeded 960◦C. The emitted power increased 1000 times

in approx. 2 min, and was slowly rising afterwards, as long

as the fiber was kept at 1000◦C. The radiation spectrum in-

dicated the coupling of radiation emitted by the hot ceramic

tube of the oven. The sample lost optical continuity, but did

not break. The OFS AllWave Plus fiber did not fail during

the same test performed on 3 different samples. A micro-

scope inspection revealed that some of the fiber failures

were caused by contact with pieces of mineral wool fibers

from the thermal insulation of the furnace.

The temporary increase of emission power at 600 and

650◦C observed in the AllWave Plus fiber was a result of

strong incandescence of black carbon soot left after decom-

position of the coating materials. Some of this radiation

was coupled into the fiber’s core. This carbon was burned

out at temperatures exceeding 700◦C. A negligible increase

in power while testing the AllWave FLEX Plus “bending

insensitive” fiber may be explained by its strong light guid-

ance and weak coupling of external radiation.

5.2. Change of Attenuation

The results shown in Fig. 7 are for the OFS AllWave FLEX

Plus fiber. The sample was heated twice. The first test

involved measurements at 1304 nm and 1000◦C for 40 min,

while the other at 1552.8 nm.

Fig. 7. Change of attenuation with temperature for OFS AllWave

FLEX Plus fiber.

During the first test, the fiber coating first shrank because

of decomposition and carbonization at approx. 400–500◦C,

which most likely caused the fiber to bend in a wave-like

fashion. The fiber undergoing the test was fixed using small

weights attached thereto 15 cm away from the furnace,

on both sides, meaning that some extra length could be

dragged into the tube. Next, the carbon soot burned with-

out residue at 600–700◦C, but the excessive length of the

fiber could not be pushed out and it remained bent. This

increased attenuation, which kept rising slowly with time

at 1000◦C, potentially due to the softening of the fiber and

a gradual increase in its curvature. The extrapolated rise
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of attenuation after 120 min was 0.06 dB/m. This corre-

sponds to approximately 0.20 dB/m at 1550 nm, taking

into account the typical wavelength dependence of losses

caused by bending.

When the fiber was heated again, changes in attenuation at

1553 nm were below the measurement’s uncertainty thresh-

old, estimated at 0.02 dB/m, as there was no coating to exert

forces on the glass fiber. The fiber attenuation changes that

were predicted and measured were much lower than the

1 dB/m acceptance limit set forth in EN 50582 [22], and

most of this attenuation budget is available to cover the at-

tenuation rise caused by fiber macrobending and/or crush

when the cable is deformed during the fire.

During the tests performed in [1] on the Corning SMF-

28 single-mode fiber, the attenuation of bare fiber heated

to 1100◦C remained stable (≤ 0.5 dB/m) for 48 h, but at

1150◦C it began to rise after 12 h. The report [1] does not

specify the test wavelength.

6. Test Results for Old Single Mode

Fiber

Here, the results obtained for the Siecor SMF-1528 fiber

(G.652.A) manufactured in 1993 are presented. This was

an equivalent of the popular Corning SMF-28 fiber, made

in Germany under license by Siecor GmbH.

6.1. Thermal Radiation

The same sample was tested twice, showing some signs of

decomposition and burning of the fiber coating and removal

of OH ions from the core of the fiber (the so-called drying

effect).

During the second part of the test, heating was continued

up to 1000◦C for 120 min, with amplitude of the main

Fig. 8. Power of thermal emission vs. temperature for the Siecor

SMF-1528 fiber. The values below −90 dBm are affected by

considerable uncertainty, as described in Section 4.

water peak at 1383 nm decreased by approx. 50%. The

first test also produced relatively few microscopic defects

in the fiber, made evident by weak, distributed scattering of

light injected by a 650 nm (red) laser, and by a considerable

increase in thermal radiation power at temperatures up to

700◦C, presumably due to the coupling of radiation emitted

into the fiber core by carbonized coating. The escape of

water at higher temperatures reduced the aforementioned

value again.

The power data obtained is presented in Fig. 8. The visi-

ble discontinuities found at 800 and 900◦C correspond to

spectral measurements, both lasting 25–30 min. At the end

of the first test, the fiber was kept at 1000◦C for 100 min.

During this time its thermal radiation decreased by 40% –

see Figs. 11 and 12.

Fig. 9. Spectrum of thermal emission acquired for the Siecor

SMF-1528 fiber at 800◦C. The vertical axis is optical power in

each spectrum slice of width equal to the analyzer’s resolution

bandwidth (10 nm).

The radiation spectra presented in Figs. 9–12 were acquired

during test 1. The 1246, 1383, 1393, and 1407 nm OH

bands listed in Table 1 are visible despite the 10 nm res-

olution, and their relative amplitudes are in agreement. In

the last spectrum shown in Fig. 12, a continuous compo-

Fig. 10. Spectrum of thermal emission for the Siecor SMF-1528

fiber at 900◦C.
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nent specific to the incandescence of ceramics appears. It

was coupled to the fiber’s core by the rising number of

defects in the glass – see Subsection 6.2.

Fig. 11. Spectrum of thermal emission for the Siecor SMF-1528

fiber at 1000◦C.

Fig. 12. Spectrum of thermal emission for the Siecor SMF-1528

fiber after 100 minutes at 1000◦C.

6.2. Light Scattering and Defects

Uneven and randomly distributed scattering of red light

from a 650 nm laser was observed in fiber samples heated,

over the period of several hours, to 900–1000◦C, but never

in adjacent sections of the same fiber not exposed to high

temperatures.

An example of longitudinal distribution of light scatter-

ing intensity in a heat-degraded Siecor SMF-1528 fiber is

shown in Fig. 13. This was the sample tested in Subsec-

tion 6.1, but part of it was damaged during handling. In-

terestingly, there is no full correlation between intensity of

lateral scattering and backscattering.

Observations made with the use of an optical microscope

showed that the locations scattering visible light launched

into the fiber sample turned out to be small spots and long

wavy lines formed on the fiber’s surface, from which cracks

Fig. 13. Intensity of 650 nm light scattered laterally along

a 62 cm section of the Siecor SMF-1528 single-mode fiber heated

in free air to 900–1000◦C for 4.5 hours and observed at room tem-

perature. The image was obtained by averaging all pixels in each

column in a photo of the fiber (c) and corresponding distribu-

tion of luminosity (b). The top graph is an OTDR trace acquired

at 1550 nm with the OTDR – Luna Technologies OBR 4600

millimeter-resolution reflectometer.

usually extended into the cladding at different angles rela-

tive to the surface (Fig. 4). After cooling to room temper-

ature, the fiber was very brittle and could not be cleaned

without breaking. No defects were observed in the core.

The physical degradation of a fused silica fiber subjected to

high temperatures may be described in the following way.

At temperatures above 850–900◦C, fused (glassy) silica is

slowly converted into its crystalline form known as cristo-

ballite, which has higher specific gravity of 2.35 vs. 2.20,

and a refractive index of 1.485 vs. 1.458 at 589.3 nm (nD)

wavelength. The crystallization of fused silica is intensi-

fied by the presence of water vapor in the gas mixture in

the glass fiber’s outline [1]. Water vapor is a product of

thermal decomposition of oxygen-containing polymers, in-

cluding poly(butylene terephtalate) [36], the most popular

material of which loose tubes in fiber optic cables are made,

and acrylates [37], of which primary coatings of optical

fibers are made. It is also a product of burning of virtually

all polymers (e.g. jacket of cables) and wood. Rose and

Bruno [38] presented a short description of this process

and listed the literature focusing on the subject.

The crystallization causes a localized strain after the loss

of approximately 6% of the material’s volume. This strain

can initiate cracks penetrating the fiber cladding. A crack

in the vicinity of or penetrating the core will disturb light

guidance by deflecting some light away, thus resulting in

scattering. Minuscule grains of cristoballite embedded in

fused silica will cause omnidirectional scattering of both

guided light – when inclusions are in the core, and exter-

nal light – when inclusions are in the cladding. Defects
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of the first type produce backscattering and loss of guided

light from the fiber core, increasing its attenuation. Defects

of the other type redirect some of the external thermal ra-

diation to the fiber’s acceptance cone.

The size of crystal grains observed on the surface of moder-

ately heat-degraded fibers, after heating to 1000◦C for sev-

eral hours, as reported in literature [1], [38]–[40] usually

equals 3–30 µm, which is in agreement with our observa-

tions (Fig. 14). Cracks in fiber cladding after heating to

850◦C for more than 8 hours, or to a higher temperature,

were reported by Rose [39], who concluded that a strong

rise in attenuation of the fiber kept at 1100◦C is explained

by the formation of microcrystals – not only on the surface,

but also inside the fiber core. The fiber tested had the same

design and dimensions as SMF-1528 (type of fiber was

not indicated). Shikama et al. [40] observed “spots” on

the fiber surface only, which were approximately 3× larger

than those showed in Fig. 14, but no cracks after heating to

1000◦C for 15 hours. The fiber tested had a cladding made

of fluorine-doped fused silica instead of pure silica used in

SMF-1528.

Fig. 14. A light-scattering location in fiber from Fig. 13, at

OTDR distance about 45 cm, seen under microscope. The right-

hand part of defect is a long crack extending into fiber cladding.

The entry of broadband thermal radiation from the hot sur-

roundings into the fiber has been reported back in the days,

together with an observation that fiber deterioration respon-

sible for this phenomenon is enhanced by defects produced

by gamma radiation from a 60Co source [2], [40]. Both pa-

pers did not elaborate on any optical coupling mechanisms.

7. Test Results for 50/125 µm OM2

Multimode Fibers

7.1. Thermal Emission vs. Temperature

The fiber under test was OFS 50 µm graded-index

OM2 [41], manufactured in 2019. The sample was tested

four times, with the maximum temperature during test 1

set at 900◦C to avoid a rapid fiber failure observed during

several other experiments. The results are similar to those

obtained for the old single mode fiber, except for stronger

radiation.

Figure 15 shows power measurement data, while the spec-

tra acquired are presented in Figs. 16–19. After an initial

Fig. 15. Power of thermal emission vs. temperature for the OFS

MM50 fiber. Values below −90 dBm are affected by measurement

uncertainty.

Fig. 16. Spectrum of thermal emission for the OFS MM50 fiber

at 800◦C in test 1.

Fig. 17. Spectrum of thermal emission for the OFS MM50 fiber

at 900◦C in test 1.

rise in emission intensity (Figs. 16 and 17), a further tem-

perature increases to 800–1000◦C for 4 hours triggered the

water escape and reduced the amplitude of OH emission

peaks by approx. 80% (7 dB). As shown in Fig. 12, the

last two spectra include a broadband component. This in-
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Fig. 18. Spectrum of thermal emission for the OFS MM50 fiber

at 1000◦C in test 2.

Fig. 19. Spectrum of thermal emission for the OFS MM50 fiber

at 1000◦C in test 4, after 4 hours of heating to 800–1000◦C.

dicates the coupling, into the fiber, of radiation emitted by

the glowing ceramic tube of the oven. Interestingly, none of

the multimode fibers have showed any detectable emissions

at 945 nm (Table 1).

7.2. Change of Attenuation vs. Temperature

The tested fiber was the Fujikura FutureGuide-MM50 [42]

manufactured 2019. The sample was heated twice: the first

test involved measurements performed at 1304 nm, while

the other at 842 nm.

The changes in attenuation observed (Fig. 20) did not ex-

ceed 0.025 dB/m. As in the single mode fiber, higher values

appeared during the first test, when the fiber coating was

carbonized and burned. During this experiment, we expe-

rienced random variations of indicated attenuation due to

imperfect coupling between the Fabry-Perot laser sources

and the fiber tested, and due to reflections in the fiber optic

connectors back into the laser.

During tests performed on the 50/125 µm multimode fiber

of a similar design [1], the attenuation of fiber heated in the

air to 1100◦C remained fairly stable (≤ 1 dB/m) for over

300 h, but at 1200◦C, it began to rise fast after less than

Fig. 20. Attenuation vs. temperature for the Fujikura Future-

Guide-MM50 fiber.

20 h and the fiber essentially lost its optical continuity after

40 h. The report does not indicate clearly the wavelength

at which the attenuation was monitored – most likely it was

1064 nm.

8. Overview of Spurious Radiation in

Hot Silica Fibers

This section describes the characteristics of spurious radia-

tion appearing in telecom type fused silica fibers subjected

to a fire. The data presented comes from literature and

from the experiments conducted. Other cable families, e.g.

specialty fibers with a pure silica core and fluorine-doped

cladding, intended for high temperature and radiation envi-

ronments, may behave differently [1].

8.1. Thermal Radiation Generated in Fiber

Thermal emission of radiation in an optical fiber is pro-

portional to the intensity of radiation absorption at a given

wavelength, but not to scattering. The peaks correspond to

absorption bands associated with the presence of OH ions

in the glass constituting the fiber core, and intensity of

emission peaks is proportional to the added attenuation in

OH absorption bands, also known as “water peaks”. This

phenomenon was reported thanks to research on high tem-

perature fiber sensors [1], [2], but the tests were performed

mostly on specialty fibers with a high OH content.

Peak wavelengths with relative absorption (and thus the

expected emission) intensities of OH absorption bands be-

tween 700 and 1700 nm calculated using the data published

in [43] are presented in Table 1. Intensity of OH emission

at wavelengths close to 1390 nm rises along with tempera-

ture, in accordance with the Arrhenius formula and 1.13 eV

activation energy, as reported by Shikama et al. [40]. This

dependence is useful for temperature sensing with a short

piece of a special high-OH fiber.
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Table 1

OH absorption bands in fused silica

Peak wavelength [nm] Relative intensity [dB]

724 −29.1

825 −42.2

878 −28.9

943 −16.1

1139 −29.5

1246 −13.7

1383 0.0

1393 −2.4

1407 −7.0

The increase of attenuation in the three strongest adjacent

OH absorption bands: 1383 nm, 1393 nm and 1407 nm in

old single-mode fibers conforming to the ITU-T G.652.A

standard [29] may reach 2 dB/km at 20◦C. In “low wa-

ter peak” single-mode fibers conforming to G.652.D or

G.657.A/B [30] standards, values of up to 0.05 dB/km are

typical. All three OH bands are frequently combined as

a single “1390 nm water peak” due to low resolution of

spectral measurements. The examples of spectra are pre-

sented in Subsections 6.1 and 7.1.

Two other mechanisms, namely phonon absorption and UV

absorption, noticeably contribute to the increase in attenu-

ation at wavelengths longer than 1750 nm or shorter than

500 nm, respectively. While the first type of radiation

lies outside the sensitivity range of common fiber optic

receivers and power meters, receivers based on 850 nm

silicon photodiodes are somewhat sensitive to short-wave

radiation of the second type.

The measurements performed by the authors in the 700–

1700 nm range with the Yokogawa AQ-6315B optical spec-

trum analyzer only detected radiation peaks coinciding with

the four strongest OH bands listed in Table 1. The probable

explanation is that spectral measurements are characterized

by low sensitivity. Attenuation added at the absorption peak

had to exceed 0.2 dB/km at room temperature for the corre-

sponding emission from a 1 m long fiber sample at 1000◦C

to be detectable with the spectrum analyzer available.

After commercial introduction of “OH-free” or “low water

peak” dispersion unshifted single mode fiber in 1999, this

product was steadily increasing its market share to reach

the value of 90% today. However, cheap OH-contaminated

fibers are still sold and permitted under the ISO/IEC 11801

standard for structural cabling [32]. The authors expected

“OH-free” fibers to exhibit weak incandescence. Pre-2000

single mode fibers contaminated with OH ions behave dif-

ferently. Multimode fibers widely used in local area net-

works, data centers and indoor communication systems ex-

hibit the strongest water peaks.

8.2. Thermal Radiation Coupled into Fiber

The highest level of interference is experienced when the

fiber is surrounded by a carbonaceous char whose emissiv-

ity is close to 1, as for a blackbody radiator. The wavelength

corresponding to peak blackbody emission λpeak may be

calculated in accordance with the Wien’s displacement law:

λpeak =
b

T +273.16
, (2)

where b is the Wien’s displacement constant of 2.898×
10−3m ·K, and T is the temperature [◦C]. Under fire con-

ditions, the peak wavelengths are 2700–2277 nm. In the

spectral range relevant for fiber optic transmissions and test-

ing, i.e. 800–1650 nm, spectral density of blackbody ther-

mal radiation rises with an increase in wavelength.

However, spectra of radiation emitted by char and delivered

by the optical fiber to the spectrum analyzer differ from

the theoretical curves – see Fig. 21. In particular, the

fall of power at wavelengths close to 1390 nm wavelength

results from high fiber attenuation at three combined OH

absorption peaks (Table 1).

Attenuation at 1390 nm, as tested by Rose and Bruno [38]

in a single-mode fiber similar to SMF-1528, was tem-

Fig. 21. Spectra of radiation emitted by carbon char left from

pyrolysis of acrylate polymer the fiber-tight buffer was made of,

at 800◦C (a) and 1000◦C (b), collected at the end of a 2.5 m long

50/125 µm multimode fiber, of which approx. 0.3 m was placed

in the hot zone of the furnace.
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perature-dependent, reaching 8.5 dB/m at 950◦C. However,

the fall to 3.5 dB/m at 1000◦C reported there appears to be

caused by the “drying” of fiber [39] – see Subsection 8.3.

In our experiment, the estimated attenuation of a multi-

mode fiber [38] for 1390 nm was 6.3 dB/m at 800◦C and

7.6 dB/m at 1000◦C.

8.3. Intensity of Thermal Radiation vs. Time

The power of both kinds of thermal radiation described

above varies considerably with the duration of heating, but

in opposite ways.

The heating of a bare fused silica fiber to 800◦C or more de-

composes hydroxyl (OH) ions, producing hydrogen which

diffuses through the fiber cladding [39], and the OH-related

emission peaks fade gradually [1], [2]. This effect re-

duces optical interference and is beneficial in high tem-

perature applications of optical fibers. In the experiments

we conducted, the heating of both single-mode and multi-

mode telecom fibers with pure silica cladding to 1000◦C

for 1 h (the approximate duration of such an exposure

during a DIN 4102-12 fire test) decreased the amplitude

of emission peaks by approx. 50%. In a depressed-clad

single-mode fiber (Lycom SM-DC) with fluorine-doped in-

ner cladding this process was slower, with the half-fading

time equaling approximately 2 h. During the tests per-

formed by Honda et al. [2] on a pure silica core fiber with

25 µm thick fluorine-doped cladding (compared to approx.

5 µm in the SM-DC fiber), the half-fading time at 1000◦C

was about 80 h. A chemical reaction between fluorine

and hydrogen, slowing down the latter’s diffusion through

the layer of fluorine-doped silica glass, is a potential

explanation here.

Such thermally induced fading of fiber incandescence has

been reported recently [1], [2], [38] for several types of

fused silica fibers. Additionally, it was documented that

specialty fibers with high OH content emit considerably

stronger radiation than low-OH telecom fibers [1].

Crystallization and the related cracking of fused silica at

900–1000◦C progress steadily with time, and the power

of coupled radiation rises slowly, starting from a very low

initial value. This effect was reported i.e. in [2], [38], [40],

but without any explanations of the physical phenomena

behind the coupling of external radiation to the fiber.

In addition to slow degradation after heating for 1 h (and

more), the authors observed several sudden and rapid fail-

ures (within 30 seconds) of fiber samples at temperatures

over 900◦C. The samples began to emit powerful radiation

and lost their optical continuity. The damaged sections

were short (approx. 2 cm), had milky-white appearance,

and scattered away all light launched into the fiber. This

type of fiber failure occurred only in some cases, when mul-

tiple samples were tested in the same conditions. Localized

runaway crystallization reaching the fiber core, potentially

initiated by surface contamination, is the presumed cause

here.

Consequently, the radiation spectrum evolves during the

heating (and exposure to gamma radiation, if present) –

the share of broadband thermal radiation coupled from the

outside increases. This is proved by the spectra measured

in our experiments (Figs. 11–12, 16–19) and in [2], [38].

8.4. Radiation Intensity vs. Fiber Type

Power of radiation emitted by a unit of the fiber’s length

depends on the following:

• attenuation caused by OH content,

• fiber ability to collect radiation emitted omnidirec-

tionally.

Telecom-grade single-mode fibers have a lower core di-

ameter and numerical aperture (NA) than their multimode

counterparts (OM2–OM5): 7–9 µm vs. 50 µm and approx.

0.14 vs. 0.20, respectively. Single mode fibers are charac-

terized by a low diameter of the light-guiding core, typically

equaling 7–9 µm. The mode field diameter (MFD) listed in

fiber data sheets is 20–40% larger due to diffraction effects,

and increases with wavelength.

The power of thermal radiation generated in a unit of the

fiber’s length is proportional to the core area, while the por-

tion of this emission accepted by the fiber is proportional to

the square of NA. Correspondingly, the difference between

thermal emission exiting equal lengths of single-mode and

multimode fibers with equal OH content is between 1:50

and 1:100 or 17–20 dB. A similar relationship may be as-

sumed for the radiation coupled from the outside.

Values of thermal emission power measured by the au-

thors with the InGaAs detector (sensitivity range of 800–

1700 nm) are presented in Table 2. The results apply to

a relatively short heating period lasting 1–2 h.

Table 2

Power of thermal radiation from 1 m samples

of fibers at 900◦C

Type of fiber Standard
Power of thermal
radiation [dBm]

Single-mode –
low water peak

G.652.D,

G.657.A
−85 . . .−82

Single-mode –
with water peak

G.652.A −71 . . .−66

50/125 µm graded
index multimode

OM2 −60 . . .−52

8.5. Radiation Intensity vs. Fiber Length

radiation launched into the fiber is proportional to its length

being heated, the power exiting this section of the fiber is

not. This is due to the rise of fiber attenuation in the fire

affected zone. Under such conditions, the power of ther-

mal radiation rises initially with length, and later saturates

when the power added in each imaginary fiber section just

compensates for the losses caused by high attenuation.

For the maximum attenuation values defined in EN

50582 [19]: 1 dB/m (SM fiber) or 2 dB/m (MM fiber),
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the saturation length is approx. 4 m and 2 m, respectively.

While the high level of thermally induced attenuation in

the vicinity of the 1390 nm emission peak may shorten

saturation length to much less than 1 m in a multimode

fiber, the authors have measured the total power of up to

−37 dBm at 950◦C during a fire test of a 32 m multimode

cable. However, this particular OM2 fiber could be easily

thermally damaged during other experiments.

9. Discussion

The influence of high temperatures on the optical properties

of telecom fibers made of fused silica has been covered in

relatively few research papers with most of these focusing

on fibers used for sensing in harsh environments. We failed

to find a single publication (other than a few cable fire test

reports) dealing with the optical phenomena in fibers inside

a fire-resistant cable under fire conditions.

Results of the majority of the experiments conducted, e.g.

measurements of spectra and time dependence of thermal

radiation, are confirmed by data published by other authors.

Alas, most of such data [1], [2], [40] is related to specialty

multimode fibers with a core diameter of 50–200 µm, of-

ten with a pure silica core and fluorine-doped cladding,

and with OH content substantially higher than in telecom

fibers. The only test data for single-mode and multimode

fibers of the telecom type is presented in [1]. This pa-

per also includes formulas and parameters concerning fiber

“drying”, fading of OH thermal emission with time, as well

as temperature dependence of the power of emission. How-

ever, article [40] a different activation energy: 1.13 eV vs.

0.76–0.86 eV.

The available data on defects caused by fiber heating and on

the associated optical effects, such as light scattering and

coupling into fiber, is scarce, but is generally in alignment

with our findings. Fiber cracking after heating to 1000–

1100◦C has been reported recently [1], [39], while Honda

et al. [2] and Shikama et al. [40] detected the coupling

of external radiation emitted by a hot ceramic tube of the

oven, the intensity of which rose with the duration of expo-

sure to high temperature (up to 100 h at 1000◦C) and with

the dose of γ radiation received by the fiber during the test.

Despite the fact that the type of fiber tested was different:

200/250 µm [2] or 125 µm [40] step-index multimode with

a pure silica core and fluorine-doped cladding, the radiation

spectra were essentially identical to ours. However, inten-

sity of the main radiation peak at 1390 nm rose steadily

with time (no fading), and the authors of paper [2] sug-

gested that γ irradiation damage was the only source of

light-coupling defects.

This hypothesis is contradicted by measurements of emis-

sion spectra from a fiber heated without γ irradiation, pub-

lished in [2], [40], where emergence of broadband back-

ground radiation is visible - although it was much stronger

with γ irradiation.

The literature and the standards fail to address the detrimen-

tal effects that optical interference emerging in hot fibers

may have on their use as transmission medium, and during

attenuation testing.

The key issues related to fibers used in fire resistant cables

are:

• high levels of thermal radiation in multimode fibers,

up to −36 dBm from a 33 m long fiber at 1000◦C,

• fast deterioration of the fiber, occurring after 1–2 h

at 1000◦C,

• sudden fiber failures above 900◦C.

9.1. Plans Concerning Further Work

The nature of defects responsible for optical and mechanical

deterioration of fibers at high temperatures deserves further

research that will focus on explaining rapid fiber failures

that occurred in our experiments. Cracks initiate a fiber

break even with moderate cable bends (see Fig. 4). The

cable will fail faster during the fire test and will be given

a lower certification rating.

In the future, we plan to test fibers in a typical loose tube,

as well as fibers encased in a hermetic metallic tube to

prevent ingress of air and simulate real conditions in a cable

subjected to fire. A detailed inspection of rapidly damaged

samples will be performed as well to explain the failure

mechanism and to determine whether it may affect a fiber

in a cable.

After documenting, in this paper, the effects of high tem-

peratures on fused silica fibers, we plan to perform a sep-

arate study focusing on means capable of remedying this

type of interference. Proper selection of wavelength and

the photodetector, together with optional use of an optical

bandpass filter, may eliminate the problem during trans-

missions. For attenuation measurements of fibers during

fire tests, a cyclic procedure of automatic background cal-

ibration and compensation was found to be effective; fil-

tering offers the extra improvement needed. A switch of

the wavelength at which attenuation changes of OM1–OM5

multimode fibers are measured from 1300 nm (stipulated

in most standards) to 850 nm is strongly recommended in

order to reflect all current applications.

10. Conclusions

The experiments performed on standard telecom fibers con-

firmed that:

• fused silica fibers heated to temperatures typical of

fires (800–1000◦C) may emit thermal radiation that

is strong enough to disrupt attenuation measurements

and data transmission;

• intensity of this radiation depends on the diameter of

the fiber core and OH content, being the strongest

in multimode fibers and negligible in OH-free (“low

water peak”) single mode fibers;
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• radiation originating from OH-contaminated fibers

is concentrated in OH absorption bands, mostly

1383/1393/1407 nm, and can be blocked by band-

pass filters;

• prolonged heating of pristine fibers to 800–1000◦C

results in a gradual escape of water, in a decrease of

the fiber’s thermal emission (beneficial), in the cre-

ation of defects causing light scattering, in coupling

of thermal radiation from hot surroundings into the

fiber and in its mechanical deterioration by cracking

(harmful);

• the change of fiber attenuation resulting from heating

alone is below 0.1 dB/m;

• several fiber samples failed rapidly when heated

above 900◦C, losing their optical continuity, prob-

ably due to surface contamination.
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Abstract—The article describes a speech-based robotic proto-

type designed to aid the movement of elderly or handicapped

individuals. Mel frequency cepstral coefficients (MFCC) are

used for the extraction of speech features and a deep belief

network (DBN) is trained for the recognition of commands.

The prototype was tested in a real-world environment and

achieved an accuracy rate of 87.4%.

Keywords—deep belief networks, mel frequency cepstral coeffi-

cients, speech recognition.

1. Introduction

Speech signal processing is an important research field due

to the wide variety of applications it may be useful for.

It may be used in banking systems, forensics, hospitals,

the military, or in day-to-day activities. Regardless of the

domain, people desire intelligent and smart systems facili-

tating their efforts. Many advancements in this field have

led to the development of such smart systems as Apple’s

Siri, Google Assistant, Amazon Alexa, etc. [1], [2]. Voice

operated vehicles may also be used to aid the movement

of elderly or handicapped individuals. Unfortunately, voice

operated wheelchairs are not quite popular yet, because of

numerous challenges in speech recognition [3]–[5]. Every

single person has their own way of speaking. Their voice

may be characterized by a different accent and variations

may exist in the use of language, emotions and the environ-

ment. All these parameters exert a great impact on speech

recognition.

Considerable progress has been made in various domains,

such as education or entertainment. However, much less ef-

fort has been put into harnessing speed recognition achieve-

ments in the process of physical rehabilitation of patients.

All existing feature extraction methods have showed a good

recognition rate only in a clean environment. Results obtain

in noisy environments still require considerable improve-

ment [6]. The recognition rate suffers when the system is

used in a real-world scenario. There is a big difference in

the operation of the speaker and speech recognition mecha-

nism when it relies on a stored database and on a real-world

database. All existing speaker and speech recognition sys-

tems perform efficiently when operating based on a stored

database. But in real-world applications, their performance

is affected adversely because of the wide variety of speak-

ing styles and background noise [7]. In order to deal with

all these challenges, artificial intelligence seems to be the

best proposal, as it allows to design systems capable of deal-

ing with variations stemming from speaking styles, gender,

language and background noise. Trained neural networks

are capable of handling all these details. The problem of

speech recognition and speaker recognition has been dealt

with by many researchers [8]. Technology-related progress

observed thus far aims towards implementing numerous

speech recognition systems. Speech recognition depends

directly upon feature extraction and classification meth-

ods [9]. Some authors have already compared the feature

extraction methods known [10]. According to the results

of their analyses, MFCC is a solution that is best suited

for the task at hand. Classification-related approaches may

be template-based [11], stochastic-based [12] or artificial

neural network-based systems [13]–[15]. In template-based

techniques, voice samples were stored in a database and the

comparison was made between the database and the uttered

word. There were many popular techniques, such as dis-

tance calculation with the use of the dynamic time warping

algorithm. However, systems of this type were not capable

of providing correct results in real-world applications and,

hence, their performance degraded in noisy environments.

Later, stochastic-based models were popular in speech

recognition. These were based on probability models and

could handle incomplete and uncertain input data. Hid-

den Markov models were best for dealing with variable

input data. In the 1970s, the US Department of Defense

sponsored numerous projects focusing on stochastic mod-

els, for instance Dragon. The technique was widely ac-

cepted all over the world before the emergence of arti-

ficial intelligence. Artificial intelligence is a knowledge-

based system [16] that started to gain in importance after

implementation of numerous neural network algorithms.

Previously, neural networks were based on a few hid-

den layers. They were not capable of dealing with the

variability of input data. Nowadays, however, deep learn-

ing networks [17] are effectively used for this particu-

lar purpose. There are many learning-based algorithms

used by researchers, for instance convolutional neural net-

work (CNN) [18], multilayer perceptron (MLP), proba-

bilistic neural network (PNN) [19]–[24]. However, the

performance of all those systems deteriorates in noisy

environments. Learning with the use of noisy data helps
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improve the system. Many techniques have been imple-

mented by researchers to make the systems easy to use for

humans.

2. System Concept

The proposed system is divided into a software and a hard-

ware module. Speech samples are captured with the use

of a microphone. Then, all samples are preprocessed in

preparation for applying the feature extraction technique.

The MFCC feature extraction method is deployed and the

extracted features are then used for training a deep neural

network (DNN). DNN is emerging field in speech recog-

nition field and its performance exceed that of other meth-

ods. In the DNN approach, a deep belief network (DBN)

is used. Many learning techniques are available. In this

type of work, unsupervised learning contrastive divergence

(CD) is used. Matlab is used to implement the application.

In the hardware module, a prototype is made that consists

of an RF receiver, a microcontroller, a motor driver and

a DC gear motor. The command from Matlab software is

received using an RF data modem, via the serial communi-

cation protocol. The system works in the 2.4 GHz band its

rate is adjustable between 9600 and 115200 bps for direct

interfacing with the MCU.

2.1. MFCC Features

Speech signals are converted into the frequency domain us-

ing FFT. The FFT output contains a lot of data that is not

required. In order to calculate the energy level at each fre-

quency, a mel scale analysis is performed using mel filters.

Then energy is calculated and after that logarithmic of filter

bank energies is taken. This operation is conducted in or-

der to match the features closer to human hearing. Finally,

DCT of the log filter bank energies is taken to decorrelate

the overlapped values. Only the first 13 coefficients are se-

lected, known as MFCC features. This is because higher

feature numbers degrade the recognition-related accuracy

of the system [25]. Those features do not carry any speaker

and speech-related information. Mathematically, this may

be explained using the vocal tract system. The vocal tract

articulation equivalent filter is shown in Eq. (1):

s(Ω) = g(Ω)h(Ω) . (1)

The equivalent logarithm of s(Ω) is:

log |s(Ω)| = log |g(Ω)|+ log|h(Ω)| . (2)

In this method, the logarithm of the spectrum is taken and

then its inverse Fourier transform is found. The cepstrum

C(∂ ), or cepstral coefficients, is the inverse Fourier trans-

form of log |s(Ω)|:

C (∂ ) = F−1 log |s(Ω)| = F−1 log |g(Ω)|+F−1 log |h(Ω)| .
(3)

It represents the vocal tract’s parameters corresponding to

the phonemes of sound.

2.2. Deep Neural Network

A deep neutral network (DNN) has many hidden layers.

The inspiration is taken from the visual cortex (part of

brain). Information is processed in the sequence of regions.

So, a neural network may be modeled as a multilayer net-

work consisting of low to high level features. Training is

the major issue in DNNs, as optimization is a more diffi-

cult step. Performance of the system degrades because of

under fitting and over fitting. Under fitting is caused by

a vanishing gradient problem and over fitting stems form

high variance and low bias situations. The unsupervised

pre-training approach may be the solution to be used while

training DNNs. Training is performed one layer at a time,

from the first to the second to the last. Features are fed to

the first hidden layer, then the second layer takes the com-

binations of features from the first layer. This process is

repeated until the last layer is reached. Once all layers have

been pre-trained, supervised training is performed for the

entire network. This stage is known as fine tuning. This

means that deep training can be performed in two steps:

pre-training the network and fine tuning, using supervised

training. Restricted Boltzmann machines (RBMs) are the

building blocks of deep networks. It is an unsupervised,

undirected graphical model. It is called restricted, because

there is no link between the units of each layer, as shown

in Fig. 1.

Fig. 1. Undirected graphical RBM model.

The model is of the energy-based variety and its distribution

is given by:

P(v,h) =
1
Z

e(−E(v,h)) . (4)

E(v,h) is the energy function and is defined as:

E (v,h) = −bT v− cT h− vTWh , (5)

where b, c are vectors and W is the matrix – these are the

parameters of the model. The partition function is defined

as:

Z = ∑
v

∑
h

e(−E(v,h)) , (6)

E (v,h) = −bT v− cT h− vTW h

= −∑
k

bkvk −∑
j

c jh j −∑
j
∑
k

c jh jWjk . (7)
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RBM is trained on binary data. Conditional distribution

from the joint distribution is:

P(
h
v
) =

P(h,v)
P(v)

=
1

P(v)
1
Z

ebT v+cT h+vT W h

=
1
Z′

ecT h+vT W h . (8)

This expression can be written in a scalar form as:

P
(h

v

)

=
1
Z′

e∑n
j=1 c jh j+∑n

j=1 vT W: jh j

= (1/z′)
n

∏
j=1

ec jh j+vT Wjh j . (9)

The distribution over the individual binary h j is given as:

P(h j =
1
v
) =

P(h j = 1,v)
P(h j = 0,v+P(h j = 1,v)

=
ec j+vT W: j

e{0} + ec j+vT W: j
= sigmoid

(

c j + vTW: j
)

, (10)

P
(

h
v

)

=
n

∏
j=1

sigmoid
(

c j + vTW: j
)

, (11)

P
( v

h

)

=
d

∏
i=1

sigmoid(bi +Wi:h) . (12)

Parameters of the models are learnt by taking the log like-

lihood given as:

l (W,b,c) =
n

∑
t=1

log p
(

v(t)
)

=
n

∑
t=1

log ∑
h

p
(

v(t),h
)

=
n

∑
t=1

log ∑
h

e−E(v(t),h)−n logZ

=
n

∑
t=1

log ∑
h

e−E(v(t),h)−n log∑
v,h

e−E(v,h) . (13)

For maximizing the likelihood, derivative of the log likeli-

hood is taken as:

θ = b,c,W , (14)

l (θ ) =
n

∑
t=1

log ∑
h

e−E(vt ,h)−n log∑
v,h

e−E(v,h) , (15)

∇θ (θ ) = ∇θ

n

∑
t=1

log ∑
h

e−E(vt ,h)−n∇θ log∑
v,h

e−E(v,h)

=
n

∑
t=1

Ep(h/vt)[∇θ (−E
(

v(t),h
)

)]−nEp(h/v)|[∇θ (−E (v,h))] .

(16)

The second half of Eq. (16) i.e. the expectation of h given

v, is difficult to learn. Therefore, the contrastive divergence

algorithm is used, where the expectation is calculated by

a point estimate using Gibb’s sampling.

2.3. Deep Belief Network

In a deep belief network (DBN), RBMs are stacked together

to form a multilayer network. A graphical model of DBN

is shown in Fig. 2. In this model, there are three hidden

layers with one input layer. Training is performed with the

first layer using the data and then freezing the first layer’s

parameters. Then, the second layer is trained using the

output of the first layer, constituting unsupervised input for

the second layer. This process is repeated until the last layer

is reached. The following steps are taken for calculating the

distribution:

P(x) = ∑
h(1)

p(x,h(1)) , (17)

P
(

x,h(1)
)

= p(
x

h(1) ∑
h(2)

p(x,h(1)) , (18)

P
(

h(1),h(2)
)

= p(
h(1)

h(2) ∑
h(3)

p(h(2),h(3)) . (19)

Fig. 2. Graphical model of DBN.

Next, layer-based training is performed for the DBN. Once

all the layers have been pre-trained, supervised training is

performed for the entire network. This is called fine tuning

and the back propagation algorithm can be used to train the

network. The output of DBN is, what is recognized who

is speaking and what he or she is speaking, and a control

signal is generated to validate the proposed technique.

2.4. Hardware Module

The hardware module was based on a 2.4 GHz RF transmit-

ter receiver, a microcontroller (ATMega 8), a motor driver

(L293D) and DC gear motors (Fig. 3). The recognized com-

mand word is sent from the computer to the hardware unit

through RF data modem at 9600 bps to MCU.

The command from Matlab software is received using an

RF data modem, using a serial communication protocol.

The MCU interprets the commands received. The driver

circuit is used to control the DC motors.
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Fig. 3. Hardware of the prototype solution.

3. Results and Discussion

MFCC features are extracted for different words, such as

backward, forward, left, right, and stop. Fifty users (25

males and 25 females) took part in the experiment and

each of them provided 100 samples of each word. Figure 4

shows one of the examples of the training stage of the

speaker-dependent speech recognition with extracted fea-

tures. Training is performed by the speaker for the word

right and the MFCC feature extraction method is used.

Fig. 4. MFCC extracted features.

The extracted MFCC features are fed to DBN network. In

DBN, 13 nodes are taken for input and 13 nodes are taken

for output. Two hidden layers h1 and h2 are used. Hidden

layer 1 consists of 200 nodes and hidden layer 2 consists of

100 nodes. First pre-training is done with the RBM stacks

and then fine tuning is performed with supervised learning

method. The matrices used to calculate the accuracy are

shown in Fig. 5.

In a real-world implementation, the recognized word is sent

from the computer to the hardware unit through an RF data

modem at 9600 bps to MCU. After this, serial port is read

by the program and according to the command received and

motors move accordingly. The prototype has been tested

in different environments, such as a playground, an office,

a cafeteria and also in a hospital as shown in Table 1.

Recognition accuracy was tested at peak hours (10–11 AM),

when maximum levels of background noise are present.

The average recognition accuracy achieved is 87.4%.

Fig. 5. Measuring matrices values.

Table 1

Accuracy (percentage-wise) in different environments

Command
Environment

Playground Office Cafeteria Hospital

Backward 88.93 87.01 86.21 85.21

Forward 88.08 87.09 85.09 85.09

Left 89.17 88.07 86.87 85.17

Right 89.00 88.00 86.80 85.10

Stop 89.03 89.07 86.07 85.07

4. Conclusion

A speech-based system has been developed for controlling

the movement of a wheelchair. Speech signals have been

processed with the use of the MFCC-based feature extrac-

tion method and their classification was performed with the

help of a DBN-based neural network technique. Five com-

mands have been used to control the vehicle. The prototype

has been tested in different environments, such as a play-

ground, an office, a cafeteria and a hospital. The average

word recognition accuracy achieved is 87.4%.
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Abstract—Knowledge of the location of nerve tracts dur-

ing the surgical preoperative planning stage and during the

surgery itself may help neurosurgeons limit the risk of causing

neurological deficits affecting the patient’s essential abilities.

Development of MRI techniques has helped profoundly with

in vivo visualization of the brain’s anatomy, enabling to ob-

tain images within minutes. Different methodologies are relied

upon to identify anatomical or functional details and to de-

termine the movement of water molecules, thus allowing to

track nerve fibers. However, precise determination of their

location continues to be a labor-intensive task that requires

the participation of highly-trained medical experts. With the

development of computational methods, machine learning and

artificial intelligence, many approaches have been proposed to

automate and streamline that process, consequently facilitat-

ing image-based diagnostics.

This paper reviews these methods focusing on their potential

use in neurosurgery for better planning and intraoperative

navigation.

Keywords—artificial intelligence, diffusion tensor imaging, Di-

jkstra’s algorithm, graph traversing, MRI, neural networks, trac-

tography.

1. Introduction

The human body is controlled by the central nervous sys-

tem, with the brain being a crucial organ of that system.

Brain cortex is made of neural cell bodies tasked with pro-

cessing information and performing cognitive process. The

axons of these cells constitute the white matter that is lo-

cated underneath and connects various areas of the cortex

and transmit nerve impulses between them. All those struc-

tures are organized into complex neural circuits, serving

as a platform for all vital body functions, such as cogni-

tive processes, movement, sight, as well as production and

comprehension of speech [1].

Like the rest of the body, the central nervous system is sus-

ceptible to numerous illnesses, including Alzheimer’s dis-

ease, Parkinson’s disease or brain cancers, such as glioma.

Neurosurgery is the primary treatment in dealing with

gliomas [2]. Although neurosurgery is invasive and risky,

in many cases it is the only way to extend the patient’s life

and to improve the quality of their life. Prior to the surgery,

the patient undergoes a series of tests, including magnetic

resonance imaging (MRI), with a view of mitigating po-

tential risks. Data collected through this method is used

to annotate functional areas of the cortex and to determine

the location of nerve pathways connecting them. Although

the anatomy of the brain is fairly well known, the precise

location of functional areas varies from patient to patient.

Furthermore, it has been shown that functional areas may

change their location over time. Damage caused to any of

the functional areas or nerve pathways may lead to compli-

cations and irreversible neurological deficits, making imag-

ing necessary before each surgery (Fig. 1).

Fig. 1. Outline of the procedure including imaging studies and

planning before neurosurgical intervention.

Surgeons may be guided by such knowledge in preoperative

planning, deciding on the scope of the intervention and the

appropriate entry point. In addition, doctors may use such

data during the operation itself, using it as a source of

precise information about the layout of the operating field.

Tractography is a technique that emerged at the begin-

ning of this century to determine the topology of white

matter fibers (nerve tracts) within the brain. Diffusion-

weighted magnetic resonance imaging (DW-MRI) [3], [4]

uses a specific sequence of pulses and field gradients to

produce images where diffusion of water molecules gen-

erates the contents. Consequently, it allows to observe,
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non-invasively, the process of water diffusion in the living

cells. The process of diffusion is anisotropic due to the

presence of numerous obstacles in the cells, including or-

ganelles and cell membranes [5], [6]. In the axons, it is

the myelin sheath that serves as the primary barrier, caus-

ing water to travel along the fibers. Hence, tracking water

diffusion in the white matter reveals its delicate structure

within the brain [7]. The Human Connectome Project [8],

a publicly funded multi-institutional initiative, has under-

taken the task of constructing a comprehensive map of

structural and functional neural connections in vivo. An

atlas of human brain connectivity is one of the outcomes

of the project [9].

Many algorithms have been proposed to produce trac-

tograms [10], [11]. The difficulty in developing the ideal

solution lies in numerous problems encountered when ana-

lyzing the data, i.e. fiber crossings, false continuities, fiber

truncation, as well as when choosing relevant stopping rules

or accounting for the presence of edema noise.

This paper provides a review of specific methods that

may potentially be used for fiber annotation in neurosur-

gical applications. We survey primarily algorithms that

are suitable for local tractography, as such an approach

restricts our analysis to a particular area. In such appli-

cations, both deterministic and probabilistic methods may

be used. The source of the data is a very important con-

sideration, as it may be a limiting factor affecting clinical

applications. Although diffusion tensor imaging (DTI) [12]

sequences are usually relied upon, we decided to highlight

the advantage of using high-angular resolution DW imag-

ing (HARDI) [13], [14] by focusing on algorithms using

this type of data. In the following sections, we describe

classical and artificial intelligence methods, then proceed-

ing to the presentation of benchmarking studies. Then, we

describe our case study that focuses on tractography in pre-

operative neurosurgical planning.

2. Mathematical Models

Mathematical models are deemed to be the results of meth-

ods used for predicting the orientation of fibers without any

support from machine learning algorithms, including from

neural networks. Such methods make assumptions based

solely on mathematical concepts helping predict local or

global tractograms based on diffusion-related data.

Deterministic algorithms focus on envisioning the orienta-

tion of a nerve fiber through a single voxel consideration,

by expanding the tract from a defined seed point [11]. Seed

points are drawn directly from a region of interest (ROI).

In neurosurgery, an ROI may be defined as the area of the

planned intervention, especially if any part thereof it is lo-

cated on the border between gray and white matter, healthy

and tumorous tissue. It may also be defined as a relevant

functional region identified with the help of functional mag-

netic resonance imaging.

Just like their deterministic counterparts, probabilistic mod-

els may start from a given seed point. However, they do not

follow a single tract. Instead, they keep on building a dis-

tribution of probable streams. Such algorithms are com-

putationally more expensive than those relied upon in the

deterministic approach. However, they are better suited for

tracking in high uncertainty regions (e.g. crossing fibers),

especially when noise is present, which is where deter-

ministic approaches are prone to fail [11]. All methods

described below are compared in Table 1 in which such

factors as diffusion data source, approach to tracking, key

underlying concepts and stopping criteria are taken into

consideration.

2.1. Linear Forced Vector Differential Equation

One of the first attempts was made in the previous cen-

tury by Basser in [15]. His methodology generates a dif-

Table 1

Comparison of different classical models for solving tractography tasks

Method Data source Approach Key concepts Stopping criteria

Basser DTI Deterministic

Solving linear forced vector

differential equation with

Taylor series approximation

Not discussed by the author

TEND DTI Deterministic
Incoming vector deflection

determining local orientation

Fractional anisotropy below

certain threshold; change in the

direction exceeding 45◦

MRtrix HARDI
Deterministic,

probabilistic

Tracking based on fiber

orientation function

FOD peaks below certain

threshold; fiber located outside

ROI

Complex fiber

orientation

distribution

HARDI
Deterministic,

probabilistic

Utilizes ODF form Q-ball

imaging and ODF from

a sharpening deconvolution

transform

Tracked fiber located outside

white matter area

Hough transform

voting

DSI, DTI,

HARDI
Probabilistic

Selecting the most probable

fibers based on Hugh transform

voting procedure

Tracking is not performed

outside specified user-defined

area
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fusion tensor field from DTI used to obtain fiber trajectory

at a given point by solving a linear forced vector differ-

ential equation. Nearby points are approximated using the

Taylor series expansion. The method uses the eigenvector

direction for the highest eigenvalue, assuming that it pre-

cisely describes precisely the direction of water diffusion

at a given point.

2.2. Tensor Deflection

The TEND algorithm developed by Lazar et al. [16] uses

the tensor deflection technique to estimate fiber trajectory.

In contrast with the method by Basser et al. [15], the whole

diffusion tensor is used, not only the eigenvector with the

highest eigenvalue. Tract reconstruction is performed in

a stepwise fashion, where tract direction from the previous

step is treated as an incoming vector. This vector is then

deflected by the tensor operator towards the major eigen-

vector direction.

The resulting vector describes the orientation of the fiber at

a given position. The curvature of the deflection is limited,

resulting in much smoother tract reconstruction. Tracking

with TEND is terminated when fractional anisotropy drops

below a certain threshold value, or when the change in the

direction exceeds 45◦.

2.3. MRtrix

MRtrix [17] is a freely available software that combines

multiple tools for performing tractography-related tasks. It

requires data collected from HARDI imaging. Such data al-

lows to determine fiber orientation by applying constrained

spherical deconvolution (CSD) [18] in each voxel to pro-

duce a fiber orientation density function (FOD). The result-

ing FOD holds all information about orientations within

a single voxel and is ideal for tracking algorithms. MR-

trix relies on two of them a deterministic and a probabilis-

tic one. The deterministic algorithm reconstructs a single

fiber along its local orientation. Authors use the Newton-

Raphson gradient ascent algorithm to identify the nearest

peak in the FOD data iteratively. The peak identifica-

tion procedure is run once per point, resulting in the most

closely aligned direction of the peak, as the current orien-

tation indicates.

In the probabilistic variant, the direction of the next step

is provided by a random sampling of the FOD. Sampling

is restricted to directions within a certain angle from the

current orientation. The selected sample is used to guide

towards the next step, as long as the amplitude exceeds

a certain threshold. Otherwise, a new sample is generated,

and the process is repeated the number of times specified by

the user. In comparison to other methods, smoothness and

good resolution are achieved by using different data sources

and a step size that is smaller than the voxel size. Both

algorithms stop tracking when either of the two criteria

is met – no satisfying FOD peak can be found (with an

amplitude above a certain, user-defined threshold) or when

tract propagation reaches the area outside the specified ROI.

2.4. Complex Fiber Orientation Distribution

The method developed by Descoteaux et al. [19] uses data

from HARDI experiments as well. Their approach uses the

sharpening deconvolution function (SDT) to the orientation

distribution function (ODF) from Q-ball imaging [20]. The

sharpening operation is required due to sparsity of the fiber

ODF and the fact that diffusion represented by Q-ball dif-

fers from the real direction of the nerve fiber. As it is the

case with the MRtrix package, authors propose both deter-

ministic and probabilistic tracking algorithms. The deter-

ministic approach extends classical streamline techniques

by considering multiple ODF maxima at each step, where

the direction is chosen from 1281 possibilities. The win-

ning direction exceeds all its neighbors’ peak values and

features an ODF value above 0.5.

The probabilistic algorithm is an interesting extension of the

random walk method [21], [22], exploiting the information

in multidirectional fiber ODF. Fiber search is performed by

particles moving freely from a given seed point, according

to the local ODF information. Each voxel is scored based

on the number of particles that have reached it. Fiber di-

rection is chosen out of 120 discrete directions, based on

the probability derived from the voxel scores, with the step

size of 0.5 the voxel size. The procedure is terminated

once the particle leaves the white matter. Anisotropy mea-

sure map allows the detection of such an event, which is

a very precise stopping criterion.

2.5. Hough Transform Voting

Aganji et al. [23] propose to use a voting process based on

Hugh transform to determine the global topology of white

matter tracts within the brain or within a selected ROI. Even

though global tractography is not optimal in neurosurgical

applications, we decided this method was worth mention-

ing for two reasons. Firstly, even when we consider that

the main aim is to obtain the global tractogram, the user

can still impose constraints on the area where tracking oc-

curs. Secondly, the method is developed to work with data

from various DWI modalities, such as diffusion spectrum

imaging (DSI) [24], DTI or HARDI. In the search space

mentioned above, i.e. the whole brain in non-restricted trac-

tography, random seed points are drawn. Curves passing

through these points are parametrized by the length of the

arc, representing potential fiber orientations. Each one is

then scored based on the probability of each curve being

part of the same fiber as the seed point. Finally, those

with the highest scores are selected as the most probable

anatomic connections.

The described approach is an exhaustive search, capable of

avoiding local minima. There is no clear stopping criterion

except of the ROI area constraint and the brain surface in

the global variant.

3. Artificial Intelligence

Machine learning (ML) techniques have been successfully

applied in many areas of our daily lives, such as spam
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Table 2

Comparison of different machine learning approaches used to solve tractography-related tasks

Method Algorithm Approach Key concepts Stopping criteria

Random forest

classification

using neighborhood

information

Random forest

classifier
Probabilistic

Voting process deciding

between probable directions

or termination

Tracking stops when nonfiber

probability exceeds cumulated

weighted probabilities for

continuation directions

Learn-to-track (1)
Feed-forward

neural network
Deterministic

Outputs three-dimensional

normalized vector, describing

the streamline direction

Not implemented

Learn-to-track (2)
Recurrent

neural network
Deterministic

Neural network architecture

allows to consider previously

seen points to better predict

the fiber topology

Not implemented

Bundle-wise deep

tracker

Recurrent

neural network
Deterministic

Trained to predict tracking

direction from a bundle-wise-

input data

No information

DeepTract
Recurrent

neural network

Deterministic,

probabilistic

Estimating local fiber orien-

tation as a discrete probability

density function

Track termination probability

as one of the predict classes

Neural network

regression

Multilayer

perceptron
Deterministic

Predicting fiber orientation

in a cube of a given size based

on diffusion data and existing

fiber directions

Learned from the data; tracking

stops when white/gray matter

boundary is hit

FOD with neural

networks

Convolutional

neural network,

high-resolution

network, U-Net

Not applicable

Neural networks trained to

regress constrained spherical

deconvolution coefficients

Not applicable

filtering, image classification and processing, as well as

natural language processing. The same approach is also

taken in bioinformatics and medical data, helping design

new drugs [25], as well as analyze patient scans [26] or

genomes [27]. Not surprisingly, it has also been used to

track nerve fibers. The use of ML techniques to predict the

location of nerve fibers offers numerous benefits. One of

the main advantages is the ability to use raw diffusion data

directly, without having to represent the diffusion propaga-

tor or tissue microstructure [28]. Furthermore, methods of

this type are not limited to relying on particular imaging

modalities and are capable of learning from different types

of DWI experiments.

Additionally, the learning systems may deal with imperfec-

tions, such as noise and distortions, and are suitable for

identifying the location of white matter tissue in the scan

of the entire brain. All that may be learned directly in the

model learning phase. The methods discussed are summa-

rized in Table 2, where the algorithms, approaches, key

concepts and stopping criteria are presented.

3.1. Random Forest Classifier

One of the first approaches relying on ML methodology

was proposed by Neher et al. [28]. This method, similarly

to traditional approaches, operates in a step-wise fashion

when extending the current fiber. However, instead of mod-

eling the signal mathematically, a random forest classifier

determines local tissue properties directly from raw diffu-

sion data. During the tracking phase, when moving from

a given point onwards, an algorithm considers information

from voxels in proximity to a given point. The decision

about the new orientation is made in a voting process, with

the potential directions sampled from a complete sphere or

hemisphere in front of the current position. Classifier out-

put provides the probability for each direction, as well as

non-fiber probability. Tracking stops when non-fiber prob-

ability exceeds the cumulated weighted probabilities of all

possible directions. Otherwise, the streamline direction is

calculated as the normalized sum of the proposed direc-

tions. The voting process makes the fiber extension process

less sensitive to noise and local signal ambiguities, as well

as to premature termination.

3.2. Learn-to-Track

Neural networks also provide means for analyzing raw dif-

fusion data. Poulin et al. proposed two neural network

architectures to accomplish this task [29]. Their feedfor-

ward neural network (FFNN) returns a three-dimensional

vector describing fiber orientation for each point within

the diffusion data. The recurrent neural network (RNN)
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[30] proposed by the authors takes advantage of the previ-

ously seen voxels by remembering features relevant to the

entire streamline orientation. The authors note that learn-

ing a stopping criterion in the neural network approach is

not a trivial task, requiring careful engineering and bal-

ancing the loss function. Nevertheless, the method was

capable of achieving high spatial coverage of a given test

set, while simultaneously controlling the number of false

positives.

A subsequent study by the group postulates using RNN in

a bundle-wise manner, resulting in improved tracking effi-

ciency, a higher number of valid streamlines and better vol-

ume coverage in comparison to all classical algorithms [31].

3.3. DeepTract

Another method using RNNs was developed by Benou et

al. [32] to address fiber orientation estimation as well as to

streamline tractography. Like other methods using ML, it

is capable of operating well on various types of raw diffu-

sion data. Unlike the previously described methods, it does

not produce merely deterministic predictions of the stream-

line. It estimates the orientation of local fibers as a discrete

probability density function, allowing to randomly sample

directions at a given point. The authors address the problem

of choosing a new direction as a classification task, predict-

ing the probability for each orientation and the probability

of tract termination.

3.4. Neural Network Regression

A method developed by Wegmayr et al. proposes a multi-

layer perceptron [33] predicting the outgoing direction from

an input. The prediction is made in a cube of a given size,

being one of the neural network inputs. The second input is

a fixed number of incoming vectors, describing the neural

fiber entering the central vector of the cube. The network’s

output is a vector with three values representing the outgo-

ing direction of the fiber. Tracking is done iteratively and

begins with random sampling of the ROI area. Prediction

of the initial direction is made with the incoming vector set

to zeros. The authors claim that the stopping criteria may

be learned from the data itself. However, they have imple-

mented a simple rule to stop tracking when the boundary

of white and gray matter is reached.

3.5. FOD with Convolutional Neural Networks

Lucena et al. propose to use convolutional neural networks

(CNNs), broadly used in image classification, to com-

pute more accurate FOD from a single-shell dMRI [34].

The authors trained two three-dimensional CNNs, a three-

dimensional high-resolution network (HighResNet) [35]

and a three-dimensional U-Net [36] to regress constrained

spherical deconvolution coefficients. Although the method

does not provide any means of tracking, we decided it was

worth mentioning given the produced FODs could be used

by other algorithms to track fibers.

4. Benchmarking Studies

It is difficult to assess the accuracy of tractography algo-

rithms, especially if predictions are made in vivo, without

the possibility to dissect the patient’s brain.

In 2015, under an initiative of Klaus H. Maier-Hein, labo-

ratories from across the globe were invited to participate in

a tractography competition, where such an assessment was

made possible [37]. The methods they relied upon were

evaluated based on a specifically crafted data set. It was

constructed from multiple whole-brain global tractography

maps [38]. A trained radiologist extracted 25 major tracts,

comprising association, projection, and commissural fibers.

The data prepared for the participants included a struc-

ture mimicking clinical-like acquisition of DWI based on

a simulated diffusion signal and simulated T1-like contrast.

A significant number of methods correctly predicted the

topology of most of the fibers under consideration. How-

ever, the majority produced, along with correct predictions,

many false-positive results, whose number often exceeded

that of the correct ones.

A work published by Schilling et al. assesses the accu-

racy of tractography methods using a data set containing

a physical phantom and two ex vivo brain specimens [39].

Although advances in the tractography methods are signif-

icant, the authors remark that anatomical accuracy is still

limited. This study confirms previous findings showing

a great number of false positives generated by the meth-

ods. Most algorithms tested had a low connectivity predic-

tive value and low spatial overlap with the true pathways.

5. Case Study

Currently, we are designing a neurosurgery support sys-

tem. It will predict functional cortex regions and white

matter fibers in oncological patients. Our goal is to provide

predictions based on imaging data to facilitate pre-surgery

planning. We would like to propose a new tractography

method, being a part of that system, combining a variant

of the Dijkstra algorithm [40] with a feedforward neural

network backbone. The backbone produces information

required to traverse the graph representation of the brain’s

diffusion map, allowing to trace neural fibers.

The general architecture of the underlying neural network is

shown in Fig. 2. In the proposed method, the diffusion data

is analyzed in small batches of size (5, 5, 5). Thus, the re-

quired number of nodes in the hidden layers is significantly

reduced. A neural network returns a scalar value for each

voxel, describing the probability that a given voxel defines

the same neural fiber as the central one. Voxels with val-

ues above the specified threshold will constitute the nodes

of the graph. Weights for edges between the nodes are

computed based on the probability values.

Tracking fibers starts by picking the region of interest

(ROI), usually covering the area of the planned surgical in-

tervention. Each voxel within ROI is a tracking seed – the
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Fig. 2. Architecture of the neural network for predicting probabilities of voxels containing parts of the same fiber.

first node of the graph. In the next step, a three-dimensional

matrix of size (5, 5, 5) with the seed located in the center

thereof is drawn. A neural network is employed to produce

an output 3D matrix with probabilities for all 125 voxels.

The central voxel, as the seeding point, has the probabil-

ity of 1 (Fig. 2). The graph is extended from the initial

node to reach the edge of the drawn cube. The voxel at

the border, chosen as the graph node, becomes the central

voxel of the next cube. This procedure is presented, on

two-dimensional slices, in Fig. 3.

Fig. 3. The method proposed for solving tractography tasks. Part

(a) shows path tracking with overlapping cubes obtained from the

neural network. Part (b) shows a graph of potential neural paths.

Black edges are the possible connections between the nodes. Bold

orange edges represent the most probable paths according to the

method. (For the color version, please see the digital edition)

In this approach, labeled bands of white matter will quickly

cover regions that are remote from the actual ROI. To avoid

that, we propose to use two stopping rules. The first is

to stop tracking when no satisfying candidates exist near

the current node. This principle stems directly from the

algorithm used. The additional rule would stop the tracking

when a defined Euclidean distance from the seed point is

reached.

We are currently collecting data from oncological patients,

thanks to long-term cooperation with the Department of

Neurosurgery at the Maria Skłodowska-Curie National Re-

search Institute of Oncology. Once this step has been com-

pleted, a trained radiology specialist will annotate each dif-

fusion set, producing the expected tractogram. Next, raw

diffusion data and tractograms would be used to train the

backbone neural network. After the training is completed,

the proposed method would be evaluated on the available

benchmark dataset. This will allow to compare its accu-

racy and the rate of false positive predictions with other

state-of-the-art methods.

6. Conclusions

Diffusion-weighted imaging data, including DTI, is not ca-

pable of providing satisfactory answers concerning the loca-

tion of white matter bands within the brain. To provide such

answers, algorithms analyzing the data, developed based on

the knowledge of brain anatomy and functions, are used.

Throughout the years, many algorithms have been proposed

to tackle this problem, including both mathematical and ar-

tificial intelligence-based approaches. In this paper, we pre-

sented a review of the available methods, with an emphasis

placed on their potential use in neurosurgery.

The mathematical models are quite simple in their struc-

ture. The final solution of the problem is usually a product

of a combination of various methods used together. Each

step involves different issues, starting from the noise within

the data itself, to complex states on the atomic level that

cannot be addressed by such methods alone. These models

are developed to process specific diffusion-weighted modal-

ities. The methods based on HARDI imaging data tend to

produce smoother, higher resolution tractograms. More in-

formation is provided for a single voxel, allowing to adopt

a step size that is smaller than the voxel itself. The use of

probabilistic models may shed more light on the complex

topology of human brain connectomics. However, such

methods are prone to produce many false positives, as was

shown in the benchmarking studies. The use these methods

requires expertise in order to adjust their parameters and to

correctly interpret the results at each stage of the analysis.

Methods based on ML attempt to bypass at least some of

the obstacles encountered by the classical approaches. They

may be fed directly with data from imaging experiments to

evaluate the solution through model parametrization in the

learning process. However, these methods are not com-

pletely free of any drawbacks. The process of designing

and training a successful model takes a lot of time to com-

plete, thus increasing its total cost. Moreover, a good model

83



Mateusz Koryciński and Konrad A. Ciecierski

requires great amounts of well-annotated data. Preparing

such a data set is troublesome and labor-intensive. It re-

quires that numerous imaging experiments be conducted

with the use of MRI, and that each of them be annotated

by a radiology specialist. The effort put into training the

model pays off when the method is used. Well-trained

models are capable of producing results quickly and with-

out much expertise of the person using them. Therefore,

neurosurgeons could use them in an almost out-of-the-box

form in preoperative planning.

We propose an approach that is based on a combination of

the Dijkstra algorithm with a simple feed-forward neural

network be used to predict the most probable fiber topolo-

gies within the brain. Such a method would work by per-

forming an iterative analysis of the diffusion data divided

into small batches, to speed up the execution process. Con-

tinued training and additional experiments are required with

real-world patient data in order to optimize the accuracy of

the approach and to compare it with other methods using

benchmarking datasets.

Despite the tremendous progress made since the introduc-

tion of diffusion-weighted imaging, such methods need to

be used cautiously and always have to be supported by

specific knowledge concerning anatomy and operation of

the brain. Novel architectures of neural networks are pro-

posed on a continuous basis to tackle complex tasks in

parallel areas, such as natural language processing and im-

age classification. This means that further development of

methodologies used to analyze medical data and facilitate

diagnostic imaging should be expected as well.
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Abstract—The COVID-19 pandemic has forced governments

all over the world to impose lockdowns keeping citizens at

home in order to limit the virus spread rate. The paper com-

pares weekly traffic samples captured in the selected nodes of

the network managed by NASK – National Research Institute

during the pre-lockdown period, i.e. between January 27 and

February 3, 2020, with those captured between March 30 and

April 6, 2020, i.e. after the lockdown was announced. The pre-

sented results show changes in network traffic observed during

the periods of time in question and illustrate the evolution in

the popularity of top network services.

Keywords—COVID-19, Internet traffic.

1. Introduction

The COVID-19 pandemic has reshaped both the economy

and our daily routines. Be it education, shopping, sports,

traveling, work, health care, entertainment or social inter-

actions – the pandemic has left its mark on all areas of our

lives.

To limit the virus spread rate, governments all over the

world imposed lockdowns keeping citizens at home. This

has resulted in numerous everyday activities being per-

formed online. Consequently, the demand for network ser-

vices and resources surged. This paper studies network

traffic variations observed in the network of the NASK Na-

tional Research Institute at the beginning of the first lock-

down introduced in Poland.

1.1. Related Work

The impact of the COVID-19 pandemic on Internet traffic

is a subject of extensive studies. Indeed, reports published

so far reveal numerous interesting and similar effects that

are correlated with the introduction of lockdowns.

As reported in [1], a sharp surge in traffic was observed

worldwide in late March and early April 2020, i.e. after the

introduction of the first lockdowns in Europe. The lock-

downs led to a surge in the popularity of streaming services,

causing a visible change in demand for network resources.

On the one hand, that impact was similar to surges caused

by planned worldwide events, such as New Year’s Eve

celebrations or concerts, or events like natural disasters or

flash crowds. On the other hand, numerous differences

have been spotted as well. Specific symptoms of ongoing

changes in users’ habits could be observed. Evolution of

e-commerce is visible as well, market models change, re-

mote education is gaining momentum, and interest shifts

emerge.

The lockdowns have also left their mark on packet trans-

mission latency. This phenomenon affected many latency-

sensitive applications, including online games, video calls,

VoIP, and IP geolocation. Inferior service quality was expe-

rienced mainly during the evenings. In other words, latency

increased due to recreational activities, rather than due to

remote working or distance learning [2].

In [3], an academic campus is taken as an example to iden-

tify changes in traffic patterns. The study shows that in-

coming traffic decreased drastically. In contrast, outgoing

traffic doubled in order to support online learning and work-

ing from home, particularly with the use of streaming plat-

forms, VPNs, and remote desktop services. For a related

study of remote learning strategies during the COVID-19

pandemic, see also [4].

Finally, [5] offers a comprehensive study of the lockdown

effect observed from the point of view of a Central Eu-

ropean ISP, three major European Internet exchange points

(IXPs), and one metropolitan educational network in Spain.

After the lockdowns were imposed in the second half of

March, much more traffic was generated in the mornings

and during late evening hours. The study provides details

of the changes visible in the transport and application lay-

ers. The collected data prove that the distribution of traffic

source and destination ports has changed due to lockdowns.

Those changes, clearly visible in traffic samples, may be at-

tributed directly to remote working, education, VPN-based

communications, and video conferencing. Also, interest-

ingly enough, workday patterns became similar to weekend

patterns. That phenomenon needs a further explanation that

takes into account the characteristics of local economies

and social structures, as the sections below suggest.

This paper presents traffic patterns observed in the NASK –

National Research Institute network during the first Polish

lockdown.
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1.2. Dataset and Ethical Considerations

The dataset used in this study consists of sFlow (RFC 3176)

traffic samples collected between January 27 and Febru-

ary 3, 2020, and between March 30 and April 6, 2020,

as a part of routine network analysis procedure performed

by NASK. It describes the activity of a stable group of

(∼1,000) commercial customers, government and public

web services, and selected academic network users. In the

period considered, there were no significant changes to the

network infrastructure the study is concerned with. Like-

wise, the network user base did not change either.

The collected data contain randomly sampled packet head-

ers and do not reveal any packet payload information. Also,

special care was taken to anonymize IP addresses in com-

pliance with Regulation (EU) 2016/679 of the European

Parliament and of the Council on the protection of natural

persons with regard to the processing of personal on the

free movement of such data. Therefore, the anonymization

process was applied permanently and irreversibly and re-

moved any potential links between IP addresses and both

legal entities and natural persons to whom the addresses

may relate.

The following procedure was used while working with

the dataset. First, the traffic samples collected were pre-

processed with the use of a cryptography-based prefix-

preserving anonymization algorithm (CryptoPAn) to re-

place the IP addresses observed with new addresses [6].

Next, we replaced the last bits of each new IP address

with zeros. As a result, the dataset contained only infor-

mation regarding the flow of packets between anonymized

networks. The activity of any individual IP address is not

visible in the dataset. Finally, as presented in the following

sections, aggregated statistical data and time series were

obtained.

2. Network Traffic Data Study

This section illustrates and comments on the correlation

between the changes in network traffic characteristics and

the decision to impose the lockdown in Poland in the second

half of March 2020.

Firstly, it compares weekly traffic patterns during the pre-

lockdown period with weekly traffic patterns during the

lockdown. The aggregated traffic is discussed together with

its top components, including TCP/UDP and HTTP/HTTPS

traffic.

Secondly, it compares the activity of leading source and

destination ports before and after the decision to impose the

lockdown. This comparison offers an overview of changes

attributed to remote working, education, VPN-based com-

munications, and video conferencing. Observations regard-

ing network security are given as well.

To calculate relative changes in traffic patterns, the total

number of bytes transferred during the periods studied was

compared. The following formula was applied:

∆ =

Y −X
X

·100% , (1)

where X denotes pre-lockdown and Y lockdown measure-

ments. The statistics were generated with an improved ver-

sion of of nfdump software, introducing the correct han-

dling of port 0 traffic.

2.1. Traffic Rate Shifts

Figure 1 illustrates the network traffic rate, measured in

bits per second (bps) and packets per second (pps), dur-

ing the week preceding the lockdown and the week af-

ter the lockdown was announced. For the sake of clar-

ity, the presented time series were smoothed with a low-

pass zero-phase second order Butterworth filter. As we can

see, the overall traffic increased by more than 40%. That

number stems from the comparison of the total number

of bytes and packets transferred during the periods under

analysis.

Fig. 1. Aggregated network traffic before and after the lockdown:

bits per second (a), packets per second (b). (see the digital edition

for color images)

On workdays, traffic increased during the first part of the

day, before lunchtime. After lunch, traffic increased again,

reaching its peak late in the evening, during the second part

of the day. Traffic reached its maximum before lunch. On
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Fig. 2. Traffic shift details: TCP/UDP [Gbps] (a), HTTP/HTTPS [Mbps] (b).

weekends, in contrast, traffic increased gradually to reach

its peak in the evening. An increase may also be observed

in minimal traffic rates, both on workdays and during week-

ends.

Figure 2 reveals more details of the traffic shifts. Top fig-

ures show TCP (proto 6) and UDP (proto 17) traffic during

the period concerned. In the first case, traffic increased by

33%. However, in the second case, that increase reached

almost 145%. This may be explained by a rapid increase

in UDP-based traffic generated by data streaming and VPN

services. HTTP/HTTPS traffic is presented in the middle.

The rate of HTTP traffic rose almost by 50%, whereas

HTTPS traffic rose by nearly 32%. In the case of HTTP

traffic, the peaks moved towards late evening hours, a symp-

tom suggesting user behavior changes.

2.2. Application Activity Shifts

This subsection compares the activity of top source and des-

tination ports before and after the lockdown. A comparison

of the top fifteen source ports is presented in Table 1. Top

destination ports, in turn, are compared in Table 2. The

last column in each table presents activity shifts calculated

based on the number of bytes transferred from or to a given

port within the period under consideration.

Both before the lockdown and the just after its introduc-

tion, ports 443 and 80 remained the most active ones.

The dominant role of such application layer protocols as

HTTP (port 80) and HTTPS (port 443) may be explained

easily. These are the application-layer protocols delivering

web page content and transferring data over the Internet.

Since the lockdown moved our lives to the online environ-

ment, the increase in traffic at ports transmitting HTML

documents, images, or videos comes as no surprise. As

far as the HTTPS protocol is concerned, source traffic in-

creased by 11.6%, whereas destination traffic increased by

24.1%. In the HTTP protocol, the increase reached 28.8%

and 33.8%, respectively.

The remaining part of the list of top ports illustrates criti-

cal changes in application activity patterns. The most sig-

nificant growth in traffic volume was recorded by IPsec,

OpenVPN, and new communication services, such as MS

Teams or Google Hangouts.

Activation of virtual private networks (VPNs) was the first

and straightforward consequence of the lockdown. This ex-

plains the increase in IPsec (port 4500) and OpenVPN (port

1194) traffic. In the first instance, that increase reached

over 190%, while in the second – over 96% in terms of

source traffic. Similarly, since streaming and communica-
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Table 1

Top source ports, ordered by bytes

Pre-lockdown Lockdown

Source port Application TB Gpackets Source port Application TB Gpackets ∆ [%]

443 HTTPS 826.5 634.7 443 HTTPS 922.3 729.1 11.6

80 HTTP 326.9 224.0 80 HTTP 421.0 288.3 28.8

53 DNS 10.4 15.8 4500 IPSec 14.5 22.8 190.0

993 IMAPS 8.1 9.4 53 DNS 11.9 16.8 14.4

0 7.0 8.0 0 11.2 14.5 60.0

37777 Video 5.7 4.2 1194 OpenVPN 10.2 12.5 96.2

1194 OpenVPN 5.2 7.0 37777 Video 8.6 6.2 50.9

4500 IPSec 5.0 7.5 5544 6.8 5.2 88.9

6908 Bittorrent 4.5 3.4 993 IMAPS 6.7 7.3 −17.3
6907 Bittorrent 4.0 6.3 8080 HTTP 5.1 3.9

8080 HTTP 3.7 2.7 8801 Backup 4.9 10.2

5544 3.6 2.9 8000 Streaming 4.5 3.6 45.2

8000 Streaming 3.1 2.5 6908 Bittorrent 4.5 3.4 0.0

22 SSH 2.6 2.4 10443 SSL/dogtag 3.2 4.4

995 POP 2.4 1.9 34765 2.8 2.2

Table 2

Top destination ports, ordered by bytes

Pre-lockdown Lockdown

Destination port Application TB Gpackets Dst port Application TB Gpackets ∆ [%]

443 HTTPS 77.5 323.5 443 HTTPS 96.2 396.8 24.1

80 HTTP 13.6 90.7 80 HTTP 18.2 128.1 33.8

6666 IRC 8.0 5.7 4500 IPSec 13.8 19.7 181.6

0 7.0 8.0 0 11.2 14.5 60.0

1194 Open VPN 5.8 7.5 6666 IRC 9.6 6.9 20.0

4500 IPSec 4.9 7.5 1194 Open VPN 7.9 11.4 36.2

6180 3.7 2.4 38188 4.6 3.4

1935 RTMP 2.3 4.7 6180 2.9 1.9 −21.6
25 SMTP 2.2 2.3 6901 MSN Messenger 2.8 2.2 33.3

6901 MSN Messenger 2.1 1.7 6902 MSN Messenger 2.8 2.2

33451 Webex 2.0 1.5 25 SMTP 2.8 2.5

54536 1.8 2.9 19305 Hangouts 2.1 3.9

48508 1.8 1.4 1935 RTMP 2.0 3.4 −13.0
48611 1.6 2.6 20 FTP 2.0 1.4 33.3

20 FTP 1.5 1.1 33001 Aspera 1.8 1.2

tions services supporting online meetings and file sharing

became crucial for the remote working model, they sig-

nificantly boosted traffic rates as well. That is the case

for ports 37777, 8000, 6901, 19305, or 20. Additionally,

that observation may also explain the decrease in port 993

traffic supporting mailing over SSL. New communication

services, such as MS Teams or Google Hangouts, seem to

have taken its place.

Interestingly, the data collected reveal also an increase in

traffic that is correlated with ports often used by malicious

software. This includes port 5544 and port 0. In fact,

during the period from March to May, numerous attacks

were registered in the network under observation. Fig-

ures 1–2 show a traffic spike caused by a DDoS attack.

A campaign of DDoS attacks may also be seen in Fig. 3,

illustrating the panel of the FLDX DDoS protection system

developed and used in the networks managed by NASK.

Detected distributed denial of service (DDoS) attacks can

be seen as traffic spikes (each of them was successfully

attenuated).

Statistics for port 0 traffic need a more detailed explanation.

While being illegal in general cases, port 0 is well known to
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Fig. 3. Example of a series of DDoS attacks (seen as traffic spikes) detected and attenuated by the FLDX DDoS protection system in

the second half of April 2020.

have a large traffic share because it aggregates fragmented,

malicious, scanning, and wild packets. It is often seen in

many network attacks, including DDoS attacks originating

from large botnets. However, it is associated with legitimate

traffic as well. To be more precise, packets generated by

protocols that do not use ports happen to be marked by

network devices and packet analyzing software precisely

as port 0 traffic. Therefore, much care should be taken

when analyzing that particular case. Statistics presented

in Tables 1, 2 and 3 compensate for that effect, exposing

only traffic with valid source and destination ports. In the

Table 3

Service port 0 traffic profile: destination ports (top)

and protocols ordered by bytes (bottom)

Pre-lockdown Lockdown

Destination port Bytes Destination port Bytes

0 7T 0 11.2T

80 60.2M 80 49.7M

443 4.5M 443 29.4M

53 1.9M 6680 2.8M

12001 1.9M 12812 1.5M

Protocol Bytes Protocol Bytes

UDP 6.9T UDP 11.1T

TCP 61.3T TCP 110.1G

IPv6 142M IPv6 109M

period studied, the overall traffic share of port 0 increased

approximately by 60%. For more details, see also [7].

3. Summary

The COVID-19 pandemic has introduced significant

changes to our lives. Many of these changes may stay with

us for longer or may turn out to be permanent. Remote

work and remote education, online medical appointments,

online shopping, movie premieres at home, dancing prac-

tice in your living room, all these activities have evolved

rapidly due to lockdowns. It is so because they help us

face the challenges associated with isolation. At the same

time, many forms of activity have disappeared as a result

of lockdowns.

Changes in network traffic reflect changes in our habits.

The volume of network traffic has significantly increased,

and we tend to be online for longer. Communication plat-

forms, streaming services and VPNs supporting remote

work and remote education have gained in importance.

A careful observation of web applications and protocols

helps us to understand the ongoing changes and pinpoint

the potential threats.
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