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Abstract  The achievement of efficient data transmissions via
underwater acoustic channels, while dealing with large data
packets and real-time data fed by underwater sensors, requires
a high data rate. However, diffraction, refraction, and reflec-
tion phenomena, as well as phase and amplitude variations, are
common problems experienced in underwater acoustic (UWA)
channels. These factors make it difficult to achieve high-speed
and long-range underwater acoustic communications. Due to
multipath interference caused by surface and ocean floor re-
flections, the process of modeling acoustic channels under the
water’s surface is of key importance. This work proposes a simple
geometry-based channel model for underwater communication.
The impact that varying numbers of reflections, low water depth
values, and distances between the transmitter and the receiv-
er exert on channel impulse response and transmission loss is
examined. The high degree of similarity between numerical
simulations and actual results demonstrates that the proposed
model is suitable for describing shallow underwater acoustic
communication environments.

Keywords  channel impulse response, geometry channel model,
multipath propagation, underwater acoustic communication.

1. Introduction

Due to the increasing number of civilian and military appli-
cations of ocean monitoring solutions, underwater wireless
communication has become, in recent years, a research do-
main with great prospects. Underwater acoustic channels are
a difficult environment for ensuring reliable communications,
due to the significant influence of multipath propagation,
Doppler shifts, and high signal attenuation [1], [2]. Such pa-
rameters as efficiency and capacity of communication chan-
nels are affected by the abovementioned factors, as the time
dispersion of the transmitted signal caused by multipath prop-
agation leads to frequency-selective fading in the channel’s
frequency response. High frequencies are largely absorbed
at large distances at the sea level, meaning they cannot be
used in underwater channels. The usable band for underwater
communications ranges from tens of Hz to 1 MHz, and this is
why the vast majority of underwater communication signals
are of the acoustic variety, since only such a solution is capa-
ble of working efficiently at distances of many kilometers [3].
Models highlighting the influence of real underwater envi-

ronment parameters on underwater acoustic channels serve as
an efficient channel analysis method. A signal traveling from
the source to the receiver does not always follow the short-
est path available. Usually, it reflects from the bottom and
the surface of the water, meaning that it suffers from refrac-
tion caused by propagation speed differences [4]. Therefore,
the received signal is influenced by the presence of its multi-
ple delayed replicas, a phenomenon known as inter-symbol
interference (ISI). In addition, significant multipath signal
amplitude causes serious signal corruption-related issues in
the case of signals propagating in shallow water [5], [6]. Con-
sequently, the modeling an underwater transmission system’s
channel is necessary for analyzing the multipath phenom-
ena and for coming up with effective solutions facilitating
underwater acoustic communication.

2. Related Work

Paper [7] proposes a simple, effective, geometry-based chan-
nel model for time-reversal communication by analyzing
transmitter and receiver height at different distances. This
research also proposes time reversal and OFDM communi-
cation, which work together rather well. According to sim-
ulations, TR-OFDM can produce a BER of less than 0.001
at SNR exceeding 10 dB. In [8], a geometry-based model
is developed to represent multipath scattering between the
transmitter and the receiver. Such an approach allows to ex-
plore the impact of scattering environments on propagation
characteristics with minimum complexity, by using a rectan-
gle to characterize the communication environments of the
ocean’s vertical cross section, where scatterers are randomly
distributed on the surface and on the bottom. In [9], the angle
of arrival distribution has been calculated for the propagation
path model in a UW channel that experiences incoherent scat-
tering from the surface and the bottom. The scattering would
be directed for the medium frequency range and an acousti-
cally flat surface/bottom. Incoherent scattering significantly
contributes to the scattered field with high-frequency acoustic
waves or rough boundaries. This approach has the potential
to aid the development of precise and cost-effective systems
for high-frequency communication between mobile UW and
surface platforms. Paper [10] proposed a non-stationary wide-
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band channel model for UWA in shallow water. Multiple mo-
tion effects, time-varying angles, distances, cluster locations
with channel geometry, and ultra-wideband properties are in-
corporated in this geometry-based stochastic model, making
it more realistic and capable of sustaining long time/distance
simulations.
This paper proposes a simple time-varying geometry model
using a triangle concept to define the characteristics of a shal-
low underwater acoustic channel environment. Assuming that
the multipath is randomly distributed on the sea’s surface and
bottom, the direct path components propagate by reflections
on the sea surface, and multipath components propagate by
reflections on the sea floor. Finally, all of them come together
to form the proposed model. Channel impulse response and
transmission loss are considered in the proposed model as
well.
This paper is organized as follows: Section 3 describes the the-
ory of channel characteristics used in UWA communication.
The proposed geometry channel model is shown in Section 4.
Section 5 compares the proposed model with the Bellhop sim-
ulator result and shows simulation results. Section 6 presents
the paper’s final findings and discussions.

3. Channel Characteristics in UWA
Communication

To introduce the basic channel model, it is necessary to under-
stand its properties, such as delay of propagation, absorption,
spreading loss, and transmission loss. The Doppler effect and
inter-symbol interference (ISI) take place, since the chan-
nel has a time-varying multipath, delays disperse over 100
symbol times, and the acoustic speed is slow [11]. Figure 1
depicts the architecture of this propagation model. In this
case, it is assumed that the propagation vibrations are a com-
bination of direct path reflections and multipath reflections.
Because of bandwidth limitations, the parameters of the sig-
nal’s sensitivity to such a multipath propagation environment
change with time and vary at transmitter and receiver posi-
tions. Vertical and horizontal connection configurations are
the primary factors taken into consideration while establish-
ing the rate of multipath propagation [12]. On the other hand,
multipath spreading in horizontal channels might be sub-
stantially longer than those in vertical ones. This initial sea
surface reflection is shown in green in Fig. 1. The red line
represents the first shallow water bottom reflection of two
forms of reflection.
Transmission loss (TL) characterizes the decay of signal
intensity with increasing distance. Such parameters as total
spreading and attenuation loss are used to determine this
value, as demonstrated in Eq. (1) in [13]. During propagation,
the inevitable frictional conversion of sound converts it into
heat.

TL(f) = 2αz + k log(r) + a(f)r. (1)
As both the transmitter and receiver are toroidal beam-shaped
transducers, attenuation αz in the z − y and z − x planes is
fixed at 15 dB, r is the propagation range in meters and k

Fig. 1. Multipath reflection phenomena scheme in the communica-
tion channel.

represents the spreading factor selected describing the spread-
ing loss. Spherical or cylindrical spreading determines the
spreading loss in the second part of Eq. (1). When the bound-
aries of all reflected waves are far away from the transmitter
and the receiver, meaning that no channeling of acoustic ener-
gy can occur, we say that the sound has spread spherically. In
shallow water, this impact may be higher at higher frequen-
cies because of the frequency-dependent attenuation per unit
of distance. At k = 20, the fundamental loss law for spherical
spreading is the “inverse-square law” which defines intensity
I(r) at range r as a percentage of the intensity at the stan-
dard reference range of 1 m. When the sea acts as an acoustic
waveguide due to surface and seafloor reflections, spherical
propagation conditions no longer apply. In this case, propa-
gation may be defined according to the cylindrical spreading
law, with k = 10. Considering that the boundary reflections
are highly dependent on both the state of the sea and the char-
acteristics of the bottom material, and that low-frequency
sound travels very well through the sea floor, the cylindri-
cal law is designed to be conservative in estimating losses.
A useful rule is do adopt k = 15, i.e. a value a which an
equidistant point between the spherical and cylindrical laws
exists.

The third part of Eq. (1) represents attenuation in the sea
– a phenomenon caused mainly by viscous friction, occur-
ring at frequencies exceeding 1 MHz. At lower frequencies,
molecular resonance results in the fact that attenuation of sea
water is lower than that of purified water. Magnesium sulfate
present in the sea water solution causes additional attenua-
tion below 500 kHz, beyond the loss in pure water, finally
increasing its level by a factor of approx. 18 for frequencies
lower than 70 kHz. In spite of its negligible concentration in
water, boric acid reliably boosts the loss at frequencies of less
than 700 Hz, by a factor of 16. Based on those relations, Eqs.
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(2)–(10) are used to determine α(f) [13]:

α(f) = α1 + αα + α3, (2)

where:
α1 = af

2 (fresh water attenuation), (3)

α2 =
bf0

(1 + (f0/f)2
) (magnesium sulfate relaxation), (4)

α3 =
cf1

(1 + (f1/f)2
) (boric acid relaxation), (5)

a = 1.3× 10−7 + 2.1× 10−10(T − 38◦)2, (6)

b = 2S × 10−5, (7)

f0 = 50× (T + 1), (8)

c = 1.2× 10−4, (9)

f1 = (10)
(T−4)/100. (10)

Salinity is denoted by S, temperature by T [◦C], and frequen-
cy is denoted by f [kHz].

4. Proposed Geometry Channel Model

The proposed geometry-based propagation model uses a tri-
angle concept to represent the various contexts of communi-
cation pertaining to shallow water propagation channels. It
assumes that multipath reflection occurs randomly at the sea
surface and at various depths. Direct path propagation de-
lay TD is determined by using the velocity formula v = d/t
where v denotes the velocity, d indicates the displacement,
and t refers to the time:

TD = (DT −DR)/c, (11)

where the depth of the transmitter is DT , the depth of the
receiver isDR, and c denotes the speed of sound. This model
assumes that the DR parameter is not constant and its value
is relative to DT . The angle θ = 90◦ is between a column of
water and the horizontal direction between the transmitter
and receiver, as shown in Fig. 2.
First, by connecting T and R points with L, we get a right-
sided triangle. Next, using the definition of cosine, DR can
by determined:

DR = DT − L · cos(θ), (12)

where L is the distance between the transmitter and the
receiver.
According to Fig. 3, the delay in transmission between the
transmitter and the receiver may be calculated using the
Pythagorean theorem of right triangles, whether the signal
is traveling over a straight path or a multipath. In this case,
the hypotenuse reflects the time it takes for each reflection to
complete its propagation. There are two types reverberations:
surface reflections, in which the initial reflection occurs on the
surface, and bottom reflections, in which the initial reflection
occurs on the sea floor.
In the constructed triangle, d1 is the propagation range created
by the initial reflection between the transmitter and the surface.
The magnitude of the vertical motion on the first reflection
line segment is equal to DT and next to receiver R via d2.

Fig. 2. Method for determining receiver depth.

Fig. 3. Pythagorean theorem used for determining multipath surface
reflections.

The magnitude of the vertical motion on the second reflection
line segment is DR. After drawing the reflected distance, d2
is supplied to d1 as an extension. So, the sum of the vertical
motion on these two segments d1 and d2 is DT +DR. The
side designated by Sy is perpendicular to the hypotenuse,
while the side designated by Sx is next to it:

S =
√
S2x + S2y , (13)

Sy = DT +DR. (14)

The method of calculating Sx is depicted in Fig 3. Let us
consider two transient vertical line segments from points T
and R that are parallel to each other and are intersected by
a blue diagonal line. The resulting angles will be equal in
pairs (alternate angles), i.e. θ = θ1 and:

θ1 + θ2 = 90
◦ =⇒ θ1 = 90◦ − θ2,

tg(θ − 1) = sin(θ − 1)
cos(θ1)

=
cos(90◦ = θ2)
sin(90◦ − θ2)

= ctg(90◦ − θ2) = ctg(θ2),

ctg(θ2) =
Sx

Dt −Dr
,

θ = θ1 =⇒ tg(θ) =
Sx

Dt −Dr
,

Sx = (DT −DR) tg(θ). (15)
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For the two reflections (N = 2) , the multipath propagation
is represented in Fig. 4.

Fig. 4. Multipath propagation for N = 2.

During multipath propagation, Sx is unaffected by reflections,
whereas Sy varies, which results in an increase of d1, d2 and
d3. Suppose θ1 and θ2 are two consecutive reflection angles,
d1 with θ1 and d2 with θ2 are trigonometric pairs, such that:

θ2 = 180
◦ − θ1 =⇒ sin(θ2) = sin(θ1) and cos(θ2)

= − cos(θ1),
tg(θ2) = − tg(θ1) =⇒ m(d2) = −m(d1),

where θ1 and θ2 are two arbitrary consecutive reflection
angles. Then:

∀i ∈ Nm(di+1) = −m(di).

Both consecutive reflection lines have the same slope as the
opposite sign. Supposem(di) represents the slope of di and:

∀i ∈ N|m(di+1)| = |m(di)|,
∀i ∈ Nm(di+2) = m(di),

∀i ∈ N∀j ∈ N|m(di)| = |m(dj)|,
∀i ∈ N|m(di)| = |m(d1)|.

All the reflection lines are along the first reflection line,
thus allowing to create vector S that moves horizontally and
vertically, as shown in Fig. 5.

Fig. 5. Equivalent model for multipath propagation for N = 2.

For any number of surface reflections n (between 1 and N ) ,
the propagation delay is:

Syn = DT +
⌊
n

2

⌋
2DW +−1n+1DR, (16)

where DW is the water depth.

Suppose n increases by two units. Therefore, two consecu-
tive reflection vectors with opposite slopes are added to the
previous set of reflections. The first reflection vector coming
from the sea level to the depth and the second reflection vec-
tor going from the depth to the sea level. Each of these two
shifts by DW on the vertical axis. Hence, total displacement
increases by 2DW , as shown in Fig. 6.

Fig. 6. Surface reflections when N = 3.

Syn+2 = Syn + 2DW (N = 3),

Syn+2 = DT +
⌊
n

2

⌋
2DW +−1n+1DR + 2DW ,

Syn+2 = DT +
(⌊
n

2

⌋
+ 1
)
2DW +

(
−1n+1DR

)
,

Syn+2 = DT +
⌊
n+ 2
2

⌋
2DW +

(
−1n+1DR

)
.

Using induction on a natural odd number:

∀n ∈ NO, Syn = DT +
⌊
n

2

⌋
2DW +

(
−1n+1DR

)
.

Suppose n = 2, as shown in Fig. 7. From Eq. (16):

Sy2 = DT +
⌊2
2

⌋
2DW +

(
−12+1DR

)
,

Sy2 = DT + 2DW +
(
−13DR

)
,

Sy2 = DT + 2DW −DR.

Assume n is an even natural number, i.e. n ∈ {2, 4, 6, . . . }.
If Syn is correct, Syn+2 also is a correct formula.

Syn = DT +
⌊
n

2

⌋
2DW +

(
−1n+1DR

)
.

Now suppose n increases by another two units. Consequently,
two consecutive reflection vectors with opposite slopes are
added to the previous set of reflections. The first reflection
vector coming from the sea level to the depth and the second
reflection vector going from the depth to the sea level. Each
of these two shifts by DW on the vertical axis and total
displacement increases by 2DW on the vertical axis, as shown
in Fig. 8.
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Fig. 7. Surface reflections when N = 2.

Fig. 8. Surface reflections when N = 4.

Syn+2 = Syn + 2DW

Syn+2 = DT +
(⌊
n

2

⌋
2DW
)
− (DR) + 2DW .

Using induction on a natural even number:

∀n ∈ NE ; BSyn = DT +
⌊
n

2

⌋
2DW +DR,

we conclude that Eq. (16) is valid for all natural numbers.

The propagation delay for any number of reflections is calcu-
lated using the velocity formula and Eq. (13):

S =
√
S2x + S2y = (17)

=
√
[(DT −DR) tg(θ)]2 +

[
DT +

⌈
n
2

⌉
2DW + (−1n+1DR)

]2

TSn =

=

√
(DT −DR)2 tg2(θ) +

(
DT +

⌊
n
2

⌋
2DW +−1n+1DR

)2
c

4.1. Bottom Reflections Delay Propagation

The same method is used to calculate the propagation time
for a single bottom reflection. As illustrated in Fig. 9, Bx is
unaffected by the number of reflections, whereas By varies.

Fig. 9. Pythagorean theorem applied to multipath bottom reflections.

Assume θ1 and θ2 are two consecutive reflection angles

θ2 = 180
◦ − θ1 =⇒ sin(θ2)

= sin(θ1) and cos(θ2) = − cos(θ1),
tg(θ2) = − tg(θ1) =⇒ m(d2) = −m(d1),

∀i ∈ Nm(di+1) = −m(di).

Both consecutive reflection lines have the same slope as the
opposite sign.m(di) represents the slope of di then:

∀i ∈ N|m(di+1)| = |m(di)|,
∀i ∈ Nm(di+2) = m(di),

∀i ∈ N∀j ∈ N|m(di)| = |m(dj)|,
∀i ∈ N|m(di)| = |m(d1)|.

All the reflection lines lie along the first reflection line allow-
ing to create vector B that moves horizontally and vertically:

B =
√
Bx2 +By2, (18)

By = DT +DR. (19)

To calculate Bx, let us consider two transient vertical line
segments from points T and R that are parallel to each other
and are intersected by a blue diagonal line, as shown in Fig. 10.
The resulting angles will be equal in pairs and θ = θ1.

θ1 + θ2 = 90
◦ =⇒ θ1 = 90◦ − θ2,

tg(θ1) =
sin(θ1)
cos(θ1)

=
cos(90◦ − θ2)
sin(90◦ − θ2)

= ctg(90◦ − θ2) = ctg(θ2),

ctg(θ2) =
Bx

DT −DR
,

tg(θ) =
Bx

DT −DR
⇒ Bx = (DT −DR) tg(θ). (20)
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Fig. 10. Alternate angles for Bx calculation.

For any number of bottom reflections n, the propagation delay
is:

Byn =
⌈
n

2

⌉
2DW −

(
DT +−1n+1DR

)
. (21)

If n increases by two units, two consecutive reflection vectors
with opposite slopes are added, as shown in Fig. 11. The first
reflection vector is coming from the sea level to the depth
of the sea and the other reflection vector is going from the
depth to the sea level. Each of these two shifts by DW on the
vertical axis. So, total displacement increases by 2DW on the
vertical axis.

Fig. 11. Bottom reflection for N = 3.

Byn+2 = Byn + 2DW ,

Byn+2 =
(⌈
n

2

⌉
2DW
)
−
(
DT +−1n+2+1DR

)
+ 2DW ,

Byn+2 =
⌈
n+ 2
2

⌉
2DW −

(
DT +−1n+1DR

)
,

Suppose n increases by another two units (Fig. 12).

Similarly, each of these two moves by DW on the vertical
axis and total displacement increases by 2DW on the vertical
axis.

Fig. 12. Bottom reflection when N = 4.

Byn+2 = Byn + 2DW ,

Byn+2 =
(⌈
n

2

⌉
2DW
)
−
(
DT +−1n+2+1DR

)
+ 2DW ,

Byn+2 =
⌈
n+ 2
2

⌉
2DW −

(
DT +−1n+1DR

)
.

The propagation delay for any number of reflections is:

B =
√
B2x +B2y = (22)

=
√
((DT −DR) tg θ)2 +

(⌈
n
2

⌉
2DW − (DT +−1n+1DR)

)2
TBn =

=

√
(DT −DR)2 tg2 θ +

(⌈
n
2

⌉
2DW − (DT +−1n+1DR)

)2
c

The main equation of channel impulse response (CIR) repre-
senting a multipath channel can be modeled as:

h(τ, t) =
L∑
l=1

hl(t)δ[t− τ1(t)], (23)

where hl(t) represents the path amplitudes, τ1(t) denotes the
time-varying path delays based on the proposed model and L
is the total number of paths.

5. Simulation Results

This section presents the results of a simulation performed
with the use of Matlab for the proposed channel model. Table 1
presents the simulation parameters.
Normal incident waves at the sea surface border create a pres-
sure reflection coefficient of −1, while waves reflected from
the sea floor have a pressure reflection coefficient of ap-
prox. 1 [14]. Even surface reflections add up constructively
at the receiver side, while odd surface and bottom reflections
add up destructively.
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Tab. 1. Simulation parameters.

Parameter Value

Transmitter depth 40 m

Receiver depth Related to transmitter depth – Eq. (12)

Temperature 14◦C

Salinity 35

Frequency 12 kHz

Spreading factor 15

The multipath channel between the source and the receiver
is shown in Fig. 13 as a communication channel response.
The delay spread of the reverberations in the communication
channel equaled up to 79 ms.

Fig. 13. Communication CIR withDW = 50 and L = 1000.

To evaluate the performance of the proposed model, the
same configuration parameters (DW , DR, DT , L, f) were
implemented in the Bellhop simulator [15] as indicated in
Fig. 14. Here, the red path shows the direct path or a signal
that begins at the sea floor and gradually refracts upwards or
diverges upwards until a steep positive sound speed gradient
is met, at which point it refracts downward. The green path of
the signal reaches the receiver via a reflection from the water
surface and/or bottom. Black paths refer to multiple multipath
components arriving at the receiver due to the increased
variety of potential paths reflected off the sea surface and an
uneven sea bottom. Comparison of the delay spread achieved
by the newly proposed model (79 ms) and the results of the
Bellhop simulator [15] (78 ms) shows that the results are very
close. The difference stems from the number of reflections
used to represent the propagation delay.
When simulating the proposed model at different water
depths, it was found that the multipath propagation effect
increases with depth. As shown in Fig. 15, the delay spread
for depths of 50, 100, 150, and 200 m equals 79, 279, 535,
and 824 ms, respectively. Reflection of sound at the surface
and bottom and its refraction caused by spatial variation in the
speed of sound in water is responsible for multipath propaga-
tion. The speed of sound varies with temperature and pressure.

Fig. 14. Underwater multipath propagation environment obtained
with the Bellhop simulator: a) ray trace, b) CIR.

For a depth of 50-100 m, the speed of sound remains con-
stant, while at a depth of 150–200 m, the water temperature
is lower, and therefore the speed of sound decreases.
Next, the simulations verified different distances between the
transmitter and the receiver. Here, the highest delay spread
for channel lengths of 500 and 1000 m was 138 and 79 ms,
respectively. However, the 500 m CIR appears to be more
severe, because some of its paths have a similar amplitude to
the direct path, and the delay spread is longer, as shown in
Fig. 16.
The transmission and reflection losses in sea water were then
researched in a geometry model to describe CIR taps. It was
shown that the model adequately captured the characteristics
of the communication channel. In Figs. 17–18, the transmis-
sion loss increased with more multipath reflections and the
growing communication distance, reaching more than 81 dB
and 78 dB, respectively. The transmission loss depends on
how the propagation of sound changes from spherical to cylin-
drical propagation. Moreover, attenuation increases with the
communication distance which, in turn, increases the power
loss. In shallow waters with a boundary formed by the sea
floor, the grazing angle is affected as well. Figures 17–18
show that the transmission loss of the communication chan-
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Fig. 15. Communication channel impulse response for N = 20 and L = 1000 with different water depths.

Fig. 16. Communication channel impulse response withDW = 50 and different L values.
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Fig. 17. Transmission loss of the communication channel with L = 1000,DW = 50 with varying number of reflections.

Fig. 18. Transmission loss of communication channel withDW = 50 and different L.
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nel increases with the growing number of reverberations and
the communication distance.

6. Conclusions

This paper presents a geometric model of an underwater com-
munication channel environment for multipath propagation
delay simulations based on the triangle concept. It describes
the multipath effect caused by surface and bottom reverbera-
tions and determines the communication channel’s impulse
response by changing the underwater depth and communi-
cation distance. The simulation results show that when the
communication distance and the number of reflections from
the surface and the bottom increase, the propagation loss-
es increase as well. Comparisons of the propagation delay
identified in the course of the simulations and the traditional
results confirm that the proposed model successfully describes
the communication channel’s behavior in a shallow water
scenario.
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Abstract  In 5G wireless communications, sparse code multi-
ple access (SCMA) – a multi-dimensional codebook based on
a specific category of the non-orthogonal multiple access (NO-
MA) technique - enables many users to share non-orthogonal
resource components with a low level of detection complexity.
The multi-dimensional SCMA (MD-SCMA) codebook design
presented in this study is based on the constellation rotation
and interleaving method. Initially, a subset of the lattice Z2 is
used to form the mother constellation’s initial dimension. The
first dimension is then rotated to produce other dimensions.
Additionally, interleaving is employed for even dimensions to en-
hance fading channel performance. Arnold’s chaotic cat map is
proposed as the interleaving method to reduce computational
complexity. Performance of the SCMA codebook based on inter-
leaving is evaluated by comparing it with selected codebooks for
SCMA multiplexing. The metrics used for performance eval-
uation purposes include bit error rate (BER), peak to average
power ratio (PAPR), and minimum Euclidean distance (MED),
as well as complexity. The results demonstrate that the suggest-
ed codebook with chaotic interleaving offers performance that
is equivalent to that of the conventional codebook based on in-
terleaving. It is characterized by lower MED and higher BER
compared to computer-generated and 16-star QAM codebook
design approaches, but its complexity is lower than that of the
conventional codebook based on interleaving.

Keywords  chaotic interleaving, codebook design, dimension
rotation, Euclidean distance, sparse code multiple access

1. Introduction

Non-orthogonal multiple access (NOMA) is a technology that
may potentially help achieve high spectral efficiency and mas-
sive connectivity in 5G systems [1]. In a NOMA system, two
or more users are placed on top of a single physical resource
(such as power, frequency, time, or code) to offer an over-
loading ratio that is greater than one [2]. Unlike conventional
orthogonal multiple access technologies, NOMA is capable of
supporting numerous users. Power-domain multiplexing and
code-domain multiplexing are the two categories into existing,
dominant NOMA schemes may be divided. The equivalent
schemes are power-domain NOMA and multiple access with
low-density spreading [1]. NOMA is based on its ability
to support many users with a limited quantity of resources.
Frequency-division multiple access (FDMA), time-division
multiple access (TDMA) for 2G, code-division multiple ac-
cess (CDMA) for 3G, and orthogonal frequency-division
multiple access (OFDMA) for 4G are all orthogonal multiple

access (OMA) techniques that are most commonly used in
contemporary wireless communication systems [3]. NOMA
supports high connectivity rates, as it allows more people
to communicate simultaneously than other OMA methods.
Multiple users can share the same frequency resources by
utilizing the near-far effect and by relying on cutting-edge
uplink NOMA techniques [2], [3].
A non-orthogonal technique known as sparse code multiple
access (SCMA) is principally based on the multi-dimensional
(MD) codebook. Different bitstreams are directly mapped by
SCMA to various sparse codewords, as illustrated in Fig. 1,
where each user has a predefined codebook (there are 6 users).
The placements of zeros in various codebooks are distinct
to help users avoid colliding, and all codewords in the same
codebook have zeros in the same two dimensions. Two bits are
assigned to a complicated codeword for each user. Passwords
of all users are multiplexed over four communal orthogonal
resources [4].

2. Related Work

An effective codebook for the SCMA system has been widely
researched in recent years. Cai et al. [5] developed a codebook
for the optimization of the MD constellation using rotation and
interleaving. A lattice that was originally intended for creating
multi-dimensions for codebooks is rotated in the process.
Interleaving is additionally used to improve communication
over a fading channel. Performance showed that such a method
offers only minor improvements compared to low-density
signature (LDS). It achieves 10−4 BER at 15 dB SNR for
a fading channel with reduced PAPR, while for uplink resource
allocation it achieves 10−4 BER at 21 dB. In paper [8], Bonilla
uses a similar approach as [6], [7], but in this case it relies
on a minimum Euclidean distance (MED)-based detector at
the receiver, with interleaving and phase rotation. It achieves
10−4 BER for codebooks with 4 arrays, 8 arrays, and 16
arrays with Eb/No 5 dB, 6 dB, and 6.5 dB, respectively.
In [9], Liu recommended segmentation and combining for
MED enhancement based on the factor graph. He showed that
irregular LDS are quite similar to the recommended approach
at higher SNR, emphasizing the significance of an irregular
factor graph of LDS. It achieves 10−4 BER at 10 dB SNR
over a fading channel with LDPC coding. Yu [10] suggested
a star-QAM-based codebook design to improve MED. Four
constellation point vectors that represent the elements of

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 13

https://doi.org/10.26636/jtit.2022.164422


Sura S. Mohamed and Hikmat N. Abdullah

Fig. 1. Encoding and multiplexing in SCMA.

an n-dimensional star constellation is created as part of the
process.

Yasmine et al. [11] utilized trellis coded modulation (TCM)
to improve MED values and star-QAM constellations. Us-
ing this technique, they were able to obtain 10−4 BER at
8–10 dB SNR across an AWGN channel. In article [12],
codebooks are designed using golden angle modulation
(GAM) constellations which provide outstanding error rate
performance in both uplink and downlink Rayleigh fad-
ing channels. Paper [13] illustrates development of a low
complexity codebooks algorithm for almost optimum code-
books. In [14], researchers suggested to use partial Gaus-
sian approximation, threshold-based edge selection and
Gaussian approximation (ESGA) to significantly reduce
receiver complexity. In paper [15], the rotation angle re-
search zone is reduced as much as possible using a pos-
teriori analysis and a second-order rational polynomial
is then used to find a nearly optimal angle using the
Levenberg-Marquardt algorithm. Such an approach is use-
ful when fitting non-linear least squares curves. Compared
to an exhaustive search, this technique is substantially sim-
pler.

The main contributions of this work can be summarized as
follows:
– In contrast to existing interleaving techniques, this work

uses chaotic interleaving relying on Arnold’s cat map;
– A detailed SCMA codebook design with 8 users using the

proposed interleaving method is presented;
– An interleaving formula alternative to the one presented

in [7] is derived;
– A formula for complexity reduction using the proposed

method is given.
The structure of this paper is as follows. Section 2 describes
the SCMA codebook design steps using the interleaving ap-
proach. Section 3 explains the proposed method and presents
an illustrative example codebook design. Section 4 covers the
simulation results, while Section 5 presents conclusions and
future outlooks.

3. SCMA Codebook Design Using
Interleaving

The SCMA system’s codebook is a crucial factor for allowing
the users to be multiplexed over the same resource. Therefore,
it is essential in determining how users encode a bitstream
using the codebook structure. The following summarizes the
encoding procedure which results in the creation of the code-
book. Mother constellations (MC) are produced using gray
mapping coding vectors, constellation rotation and interleav-
ing design. Then, in order to form a multidimensional base
constellation, such a structure is rotated. The base constella-
tion is rotated once more to obtain a collection of codebooks
for further users, after the entire structure has been obtained
for one user. This process is performed in the following man-
ner [7]:
Creation of the mother constellation
1) Let S1 be a subset of lattice Z2 defined as:

S1 = {Qm(1+i)|Qm = 2m−1−M, m = 1, . . . ,M}, (1)

where Z is the set of integers andM is the modulation
order.

2) Set vector S1 from Eq. (1) based on gray mapping and
assumingM = 4. Then the S1 vector which is the starting
point for constructing the MC is represented as:

S11 = −3− 3i, S12 = −1− 1i,
S13 = 1 + 1i, S14 = 3 + 3i.

3) SN is generated from the preceding step and defined as
SN = S1UN , where UN is a multidimensional phase
rotation matrix:

UN = diag(1e
1θl−1) ⊂ CMN . (2)

4) θl−1 is the factor that rotates vector S1 to achieve the
multi-dimension in the MC, the base vector is S1, and
N stands for dimensions after rotating the vector. The
rotating factor is defined as:

θl−1 = (l − 1)
π
MN
, l = 1, . . . , N. (3)
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Setting N = 3 andM = 4 allows the angle of rotation
phases in theMC to be calculated as:
For l = 1, we have θl−1 = θ0 = (1− 1)× π

(4)(3) = 0.
For l = 2, we have θl−1 = θ0 = (2− 1)× π

(4)(3) =
π
12 .

For l = 3, we have θl−1 = θ0 = (3− 1)× π
(4)(3) =

π
6 .

For θ0 = 0:

S11 = −3− 3i, S12 = −1− 1i,
S13 = 1 + 1i, S14 = 3 + 3i.

When θ1 = π
12 , we have:

S21 = −2.1213− 3.6742i, S22 = −0.7071− 1.2247i,
S23 = 0.7071 + 1.2247i, S24 = 2.1213 + 3.6742i.

When θ2 = π6 , we have:

S31 = −1.0981− 4.0981i, S32 = −0.3660− 1.3660i,
S33 = 0.3660 + 1.3660i, S34 = 1.0981 + 4.0981i.

5) The N -dimensional matrixMC withM points can be
expressed by rotating the SN vector as:

MC = (S1, S2, . . . , SN )T =


S11 S12 · · · S1N

...
. . .

...
...

SN1 · · · · · · SMN

 .
6) To enhance the performance of the codewords in the pres-

ence of fading, the vector components must be interleaved
and rearranged as follows [5], [7]:

After the S vectors have been obtained, the interleaving of
the even-numbered S vectors is completed (S2 is symbolized
by Se). For interleaving, only even dimensions (rows) of the
MC are reordered. For example, after interleaving, the Se
vector is S∗e , where e is an even number in N and is:

S∗e =
{
−Se,

M

2 + 1
, . . . ,−Se,

3M
4
, Se,

3M
4 + 1

, . . . ,−Se, (4)

M,Se,M, . . . ,−Se,
3M
4
, Se,
3M
4
, . . . , Se,

M

2 + 1

}
,

or in an easier form:

S∗e =

{
−SeRem

(
M
2

M + 1

)
+ · · ·+ SeRem

(
M

M + 1

)
(5)

−SeRem
(

4M
3 (M + 1)

)
+ · · ·+ SeRem

( 2M
M + 1

)}
.

ForM = 4, the interleaved vector becomes:

S∗2 = [−0.707− 1.225i 2.121 + 3.674i

− 2.121− 3.6742i 0.707 + 1.225i],

In main constellation, we place S1, S∗2 and S3:

MC =


−3.0000− 3.0000i −1.0000− 1.0000i

−0.7071− 1.2247i −1.0981− 4.0981i

−2.1213− 3.6742i 0.3660 + 1.3660i

1.0000 + 1.0000i 3.0000 + 3.0000i

2.1213 + 3.6742i −0.3660− 1.3660i

0.7071 + 1.2247i 1.0981 + 4.0981i

 .

Fig. 2. Main constellation and rotation.

Codebook design
After the complex MC has been obtained, its components
are added to the sparse code words. The codewords for the
various symbols transmitted by user j are concatenated to
create codebookXj for that single user, where each symbol
is represented by a column vector withK rows. Two of the
rows have complex numbers in them, and the value of the
other two equals 0. Consequently, the SCMA codebookXj ,
often known as for j-th user, is generated as follows [5], [7]:

Xj = Vj∆jMC j = 1, 2, . . . , J. (6)

A sparsely populated Vj represents the dispersion matrix for
each user, where V ∈ BK×N , mapping theK-dimensional
codewordX onto the N -dimensional complex constellation
point. In this state, ifK = 6,N = 3 and J = 8, matrices Vj ,
j = 1, 2, . . . , J are:

V1 =



1 0 0

0 1 0

0 0 0

0 0 1

0 0 0

0 0 0


V2 =



1 0 0

0 0 0

0 1 0

0 0 0

0 0 1

0 0 0



V3 =



1 0 0

0 0 0

0 0 0

0 1 0

0 0 0

0 0 1


V4 =



0 0 0

1 0 0

0 1 0

0 0 0

0 0 1

0 0 0



V5 =



0 0 0

1 0 0

0 0 0

0 1 0

0 0 0

0 0 1


V6 =



0 0 0

0 0 0

1 0 0

0 0 0

0 1 0

0 0 1
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V7 =



1 0 0

0 1 0

0 0 0

0 0 0

0 0 1

0 0 0


V8 =



0 0 0

0 0 0

1 0 0

0 1 0

0 0 0

0 0 1


.

Rotation of the correspondingMC is required by the code-
book design for different users. The phase rotation angles [5],
[7] are:

ϕu = (u− 1)
2π
Mdf

+ eu
2π
M
u = 1, . . . , df , (7)

where eu is an integer representation ofZ and the overloading
factor or the number of elements present simultaneously in
a given subcarrier is represented by df . The user’s dimension
on the interfering layers must remain at least as far apart
from other layers’ dimensions, thus ϕu is the minimum ideal
rotation phase angle.

4. Proposed Method

A new even dimension interleaving method using Arnold’s
cat map is proposed here. The Arnold’s cat map is a square
matrix expressed as [16]:

A =

[
2 1

1 1

]
modN. (8)

whereN is the maximum index of the dimensional matrix (i.e.
N ×N elements matrix) to be interleaved using Arnold’s cat
map. The coordinates of each element which the ordered
pair represents (X,Y ) are in the range of [0 . . . 1] when
modulo 2 is applied. Such a transformation is mainly used
for interleaving pixels in image processing applications. It
creates a discrete-time dynamic system in which the Γcat
mapping iterations control the evolution as:

Γcat =

[
Xn+1

Yn+1

]
=

[
2 1

1 1

][
Xn

Yn

]
modN, (9)

where N =
√
M .

To improve performance of SCMA and reduce computational
complexity, we propose using Arnold’s cat map for inter-
leaving the mother constellation using Eq. (9) instead of the
interleaving process expressed by Eq. (5). To perform the in-
terleaving of vector S2 using Arnold’s cat map, S2 should be
converted into a N ×N square matrix and processed. When
N is 2, S2 would be a 2× 2 matrix as:

S2 =

[
−2.1213− 3.6742i 0.7071 + 1.2247i

−0.7071− 1.2247i 2.1213 + 3.6742i

]
.

Then, the locations of each element in the S2 matrix are
changed using Arnold’s cat map, as given in Eq. (9), where[
Xn

Yn

]
is the location of elements before interleaving and

[
Xn+1

Yn+1

]
is the corresponding location after interleaving.

Hence, S2 after interleaving would be:

S2 = [2.1213 + 3.6742i − 2.1213− 3.6742i
0.7071 + 1.2247i − 0.7071− 1.2247i].

MC after the proposed interleaving becomes:

MC =


−3.000− 3.000i 1.000− 1.000i

2.121 + 3.674i −1.098− 4.098i

0.707 + 1.224i 0.366 + 1.366i

1.000 + 1.000i 3.000 + 3.000i

−2.121− 3.674i −0.366− 1.366i

−0.707− 1.225i 1.098 + 4.098i

 .
The main constellation and rotation using the proposed chaotic
interleaving can be explained using Algorithm 1.

Algorithm 1. Mother constellation creation.
Input: k, j, df ,dv,M,N . j is the number of users, k is the
number of resources or subcarriers, df is the number of users
on one resource, dv is the number of resources for one user.
Result: creation of main constellationMC
Begin
1: For m = 1 toM
2: Qm = 2m− 1−M : S1 = Qm(1 + i)
3: End forM
4: For r = 1 to N
5: θr−1 = (r − 1) · π

MN : UN = diag(1e
1θr−1) :

S1r = Un(r, 1) · S1
6: Select even elements of S1r only
7: Perform interleaving using Arnold’s cat map
8: End for N
9: Construct main constellation:MC = [S1, S2′ , . . . , SN ]
10: End

The values calculated from Eq. (7) ifM = 4 and df = 4 are:
ϕ1 = 0, ϕ2 = π

8 and ϕ4 = 3π8 . These are the ideal parameters
that maintain the constant Euclidean distance between the
codewords and are based on Latin squares and the structure
of the ϕ1 mother codebook [5], [7]. The rotation angles factor
graph that follows this principle is:

Fϕ =



ϕ1 ϕ2 ϕ3 0 0 0 ϕ4 0

ϕ2 0 0 ϕ3 ϕ4 0 ϕ1 0

0 ϕ1 0 ϕ2 0 ϕ3 0 ϕ4

ϕ3 0 ϕ4 0 ϕ1 0 0 ϕ2

0 ϕ4 0 ϕ1 0 ϕ2 ϕ3 0

0 0 ϕ2 0 ϕ3 ϕ4 0 ϕ1


. (10)

As long as the minimal dimensional distance between the
layers is maintained, there are several alternatives for how
to arrange the phase rotation, depending on the codebook
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structure. The angles are formulated in matrix Fϕj as:

Fϕj =


ϕ1 ϕ2 ϕ3 ϕ3 ϕ4 ϕ3 ϕ4 ϕ4

ϕ2 ϕ1 ϕ4 ϕ2 ϕ1 ϕ2 ϕ1 ϕ2

ϕ3 ϕ4 ϕ2 ϕ1 ϕ3 ϕ4 ϕ3 ϕ1

 , (11)

From the Fϕj , the rotation operator∆j is produced as fol-
lows:

∆j = diag(Fϕj), ∀j = 1, 2, . . . , J (12)

In this case, when J = 8, we have:

∆1 =


ϕ1 0 0

0 ϕ2 0

0 0 ϕ3

 ∆2 =

ϕ2 0 0

0 ϕ1 0

0 0 ϕ4



∆3 =


ϕ3 0 0

0 ϕ4 0

0 0 ϕ2

 ∆4 =

ϕ3 0 0

0 ϕ2 0

0 0 ϕ1

 ,

∆5 =


ϕ4 0 0

0 ϕ1 0

0 0 ϕ3

 ∆6 =

ϕ3 0 0

0 ϕ2 0

0 0 ϕ4



∆7 =


ϕ4 0 0

0 ϕ1 0

0 0 ϕ3

 ∆8 =

ϕ4 0 0

0 ϕ2 0

0 0 ϕ1

 .
SCMA codebooksXj for the j-th user using Eq. (6) and after
normalizing the values are:

X1 =



0.322− 0.322i −0.108− 0.108i

0.108 + 0.108i 0.322 + 0.322i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.113− 0.195i 0.338 + 0.585i

−0.338− 0.585i 0.113 + 0.195i

−0.259− 0.966i −0.086− 0.322i

0.000 + 0.000i 0.000 + 0.000i

0.086 + 0.322i 0.259 + 0.966i

0.000 + 0.000i 0.000 + 0.000i


,

X2 =



−0.322− 0.322i −0.108− 0.108i

0.106 + 0.108i 0.322 + 0.322i

−0.051− 0.089i 0.154 + 0.267i

−0.259− 0.966i −0.086− 0.322i

−0.154− 0.267i 0.051 + 0.089i

0.086 + 0.322i 0.259 + 0.966i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i


,

X3 =



−0.478− 0.478i −0.159− 0.159i

0.159 + 0.159i 0.478 + 0.478i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.167− 0.289i 0.500 + 0.866i

−0.054− 0.201i −0.018− 0.067i

−0.500− 0.866i 0.167 + 0.289i

0.018 + 0.067i 0.054 + 0.201i


,

X4 =



0.000 + 0.000i −0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.113− 0.195i 0.338 + 0.585i

−0.054− 0.201i −0.018− 0.067i

−0.338− 0.585i 0.113 + 0.195i

0.018 + 0.067i 0.054 + 0.201i

−0.707− 0.707i −0.236− 0.236i

0.236 + 0.236i 0.707 + 0.707i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i


,

X5 =



0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.707− 0.707i −0.236− 0.236i

0.236 + 0.236i 0.707 + 0.707i

−0.051− 0.089i 0.154 + 0.267i

−0.118− 0.440i −0.039− 0.147i

−0.154− 0.267i 0.051 + 0.089i

0.039 + 0.147i 0.118 + 0.440i


,
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X6 =



0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.478− 0.479i −0.159− 0.159i

0.104 + 0.180i −0.104− 0.180i

0.159 + 0.159i 0.476 + 0.478i

0.035 + 0.060i −0.035− 0.060i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.258− 0.966i −0.086− 0.322i

0.000 + 0.000i 0.000 + 0.000i

0.086 + 0.322i 0.259 + 0.966i


,

X7 =



−0.147− 0.147i −0.049− 0.059i

0.049 + 0.049i 0.147 + 0.157i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.047 + 0.082i −0.047− 0.082i

0.016 + 0.027i −0.016− 0.027i

−0.259− 0.966i −0.086− 0.322i

0.000 + 0.000i 0.000 + 0.000i

0.086 + 0.322i 0.259 + 0.966i

0.000 + 0.000i 0.000 + 0.000i


,

X8 =



0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

−0.707− 0.707i −0.236− 0.236i

0.000 + 0.000i 0.000 + 0.000i

0.236 + 0.236i 0.707 + 0.707i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.000 + 0.000i 0.000 + 0.000i

0.104 + 0.180i −0.104− 0.180i

0.025− 0.092i −0.008− 0.031i

0.035 + 0.060i −0.035− 0.060i

0.008 + 0.031i 0.025 + 0.092i


,

The codebook for each user from the main constellation can
be calculated using Algorithm 2, and the codebook of the
first user is shown in Fig. 3.

Algorithm 2. Codebook design from main constellation
Input: Set k, j, df ,dv,M,N
Result: Creation of codebook for each user from main

constellationMC

Begin
1: For j = 1 to J
2: Compute the dispersion matrix for each user Vj
3: For u = 1 to df
4: Compute the phase rotation angle
ϕu = (u− 1) 2πMdf + eu

2π
M .

5: Using factor graph of rotation angles matrix Fϕ in
Eq. (10), obtain rotation operator∆j = diag(Fϕj)

6: Construct the codebook of each userXj = Vj∆jMC
7: End for u
8: End for j
9: End

Fig. 3. Codebook of the first user.

5. Simulation Results

Matlab was used to evaluate the effectiveness of the designed
chaotic interleaving-based SCMA codebooks. Performance of
the designed SCMA system was measured in terms of MED,
PAPR, computational complexity, and BER over a noisy
channel. The minimum square Euclidean distance of the
codeword from the mother codebook was computed using
the following formula [4]:

d2min =

{
8[N∼0 + 4N

∼
e ] M = 4

8N M > 4
, (13)

where N∼0 and N∼e are the numbers of odd and even dimen-
sions. respectively. On the other hand, PAPR was computed
using [8]:

PAPR(MC) = 10 log

(
3[No(M − 1)2 +Ne]
N(M2 − 1)

)
. (14)

Comparisons with various methods from the literature were
conducted to assess the effectiveness of the proposed chaotic
interleaving-based SCMA codebook. [5], [7], [9], and [11]
have been selected for comparison – see Tab. 1. Fig. 4 shows
a comparison of BER for different codebook design methods,
while Fig. 5 illustrates the comparison of BER for different
interleaving methods. It can be seen from these figures that
MED is maximized whenM = 4 and the proposed method
achieves almost the same performance as in [5], [7] in terms
of MED, PAPR, and obtainable SNR at BER = 10−4. The

18
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022



Design Low Complexity SCMA Codebook Using Arnold’s Cat Map

Tab. 1. Comparison of different SCMA methods.

Method J K M N df SNR at BER = 10−4 PAPR MED
MDconst [5], [7] 6 4 4 2 3 21 dB 0 2

Proposed 6 4 4 2 3 22 dB 0 2
MDconst [5], [7] 8 6 4 3 4 23 dB 1.96 1.64

Proposed 8 6 4 3 4 24 dB 1.96 1.64
MDconst [5], [7] 6 4 16 2 3 27 dB 0 0.88

Proposed 6 4 16 2 3 28 dB 0 0.88
16-star QAM [9] 6 4 4 2 3 10 dB 0 2.11
CG SCMA [11] 6 4 4 2 3 8-9 dB 0 2.16

results also show that the 16-star QAM constellation, as well
as the segmentation and CG-SCMA methods achieve better
BER than other methods due to the fact that coding associated
with modulation is used.

Computational complexity is an important performance in-
dicator that should be taken into account while designing
codebooks. Low memory usage, as well as high speed of en-
coding and decoding activities guarantee good performance
metrics. The described interleaving method is simpler in
terms of computational cost, as it needs fewer mathematical
operations.

Fig. 4. Comparison of BER of different SCMA methods.

From Eq. (5), one may notice that 11 operations, such as divi-
sion and multiplication, are required to perform interleaving
for M = 4, while 23 operations are required for M = 8.
Therefore, the number of operations required in the inter-
leaving method presented in [5], [7] is 3 ×M − 1. On the
other hand, in the proposed interleaving method, according
to Eq. (9), the required number of operations is 8 forM = 4,
and 16 forM = 8 (2×M ). The percentage reduction can be
expressed as:

Reduction =
M − 1
3M − 1 · 100[%]. (15)

Fig. 5. BER of interleaving methods.

Tab. 2. Comparison of different SCMA interleaving methods in
terms of complexity.

Number of
codewords
M

Number of multiplications and
divisions Percentage

reduction
Interleaving

method [5], [7]

Proposed
chaotic

interleaving
4 11 8 27%
8 23 16 30%
16 47 32 32%

Fig. 6. Complexity of the proposed interleaving scheme compared
with papers [5] and [7].
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6. Conclusions

The paper presents an efficient SCMA codebook design based
on interleaving. It covers several codebook design techniques
that have been documented in the literature. The proposed
method reduces computational complexity and offers, by
relying on the Arnold’s cat map for interleaving, better per-
formance than other existing interleaving approaches. Future
research should concentrate on improving MD constella-
tions by including sophisticated models or machine learning
techniques, such as neural networks.
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Abstract  Vacant frequency bands are used in cognitive ra-
dio (CR) by incorporating the spectrum sensing (SS) technique.
Spectrum sharing plays a central role in ensuring the effective-
ness of CR applications. Therefore, a new multi-stage detector
for robust signal and spectrum sensing applications is intro-
duced here. Initially, the sampled signal is subjected to SNR
estimation by using a convolutional neural network (CNN). Next,
the detection strategy is selected in accordance with the predict-
ed SNR levels of the received signal. Energy detector (ED) and
singular value-based detector (SVD) are the solutions utilized in
the event of high SNR, whilst refined non-negative matrix fac-
torization (MNMF) is employed in the case of low SNR. CNN
weights are chosen via the Levy updated sea lion optimization
(LU-SLNO) algorithm inspired by the traditional sea lion opti-
mization (SLNO) approach. Finally, the outcomes of the selected
detectors are added, offering a precise decision on spectrum
tenancy and existence of the signal.

Keywords  cognitive radio, improved NMF, LU-SLNO system,
optimized CNN, spectrum sensing

Tab. 1. List of acronyms.

Abbreviation Description
ACD Auto-correlation based detector
AWGN Additive white Gaussian noise
AOA Arithmetic optimization algorithm
BES Bald eagle search
CDF Cumulative distribution function
CFD Cyclostationary feature-based detector
CR Cognitive radio
CNN Convolutional neural network
CRN Cognitive radio networks
DWT Discrete wavelet transform
ED Energy detector
FAR False alarm probability
IoT Internet of Things
HGS Hunger games search
LA Lion algorithm
LU-SLNO Levy updated SLNO

Abbreviation Description
MME Maximum-minimum eigen value detectors
MAF Moving average filtering
MSWF Multistage Wiener filter

MNMF Modified non-negative matrix
factorization

MSS Multi-band spectrum-sensing
NBSS Numerous narrow-band spectrum sensing
PRO Poor rich optimization
PUs Primary user
PSD Power spectral density
ROC Receiver operating curve
RF Radio frequency
SUs Secondary user
SS Spectrum sensing
SVD Singular value based detector
SNR Signal to noise ratio
SLNO Sea lion optimization
TSA Taylor series approximation
WF Wiener filter
WBSS Wide-band spectrum sensing

1. Introduction

The scarcity of radio spectrum in bands below 6 GHz is turn-
ing into a severe issue in current wireless communication
technologies. Legal restrictions and static allotment of chan-
nels are the major issues resulting in the lack of viable radio
spectrum [1], [2]. According to [3]–[5], under-utilization of
the available spectrum is the root cause of spectrum scarci-
ty [3]–[5]. By enabling unlicensed (secondary) users to access
legacy networks, the cognitive radio (CR) technology promis-
es to solve this spectrum shortage problem in situations in
which the spectrum is underutilized by its licensed (primary)
users [6]–[8].
The most important task in the CR phase is spectrum sensing
(SS), or the precise locating of spectral holes (white spaces).
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NBSS techniques, such as cyclo-stationary feature identifi-
cation, energy identification, and matched filtering [9]–[12]
have been the focus of recent research. Unfortunately, NBSS
algorithms concentrate on taking advantage of spectral op-
portunities over a narrow frequency range. Cognitive radio
networks (CRNs) need to take advantage of spectral opportu-
nities over a wide frequency range, from hundreds of MHz to
tens of GHz, in order to achieve the expected high through-
put [8], [13], [14].
Another technique, known as WBSS, has received a lot of
interest recently as well, and much research is currently
conducted in this specific area [15], [16]. In general, it involves
determining the frequency location of each sub-band of the
sensed RF spectrum, regardless of the form of PSD, starting
with wavelet decomposition for detecting matching sub-bands
accessible for the SU [8], [17]. This paper aims to contribute
in the following aspects:
– It presents the MSS-CRN system paradigm, in which CNN

is used to measure SNR;
– After estimating SNR values, the detection scheme is

chosen based on SNR at the receiver;
– SNR is categorized based on two threshold values. For

high SNR, ED and SVD techniques are used, whereas for
low SNR, MNMF is used;

– CNN weights are chosen in an optimum manner by using
the LU-SLNO algorithm.

Table 1 summarizes the acronyms and abbreviations used in
this paper.

2. Related Works

A multi-stage robust detector suitable for CR was reported by
Kaliappan et al. [18]. For bands with lower and higher SNR,
the selected model used two parallel connected detectors.
ED and SVD were used for high SNR bands, while CFD and
ACD were used for low SNR bands. According to empirical
results, the suggested method beats previous models in terms
of complexity.
Moayad et al. in [19] defined the spectrum accessing pro-
cess as a multi-stage rate optimization/channel assignment.
A novel resource-based channel assignment technique was
developed allowing for the appropriate utilization of the avail-
able temporal frequency units. Additionally, this approach
relied upon packet segmentation capabilities to significantly
increase network throughput.
Jay et al. [20] introduced a three-part approach for analyz-
ing localization (ROC)-based sensing performance of MSS:
the best spectrum-sensing strategies maximized the area un-
der ROC curves and could be used as a performance scale
for another MSS method and to assess the energy costs of
MSS. Haobo et al. in [21] introduced MSWF to improve ef-
fectiveness of the detection process. Additionally, based on
total energy obtained from all routes, the specific locations
were obtained. As such an approach did not call for the eval-
uation of noise variances, the selected model was resistant to

noise uncertainty. The selected system has increased detec-
tion capabilities, making it suitable for CR appliances. Kim
et al. [22] created a unique spectrum sensing and CR-sharing
technique for IoT devices. A unique theory known as recipro-
cal fairness was developed to ensure spectrum sensing and
CR sharing. The accepted model relied also on the game the-
ory and turned out to be more effective than other examined
models.

Edge identification and noise removal operations were carried
out concurrently using DWT-oriented models developed by
Abhishek et al. [8]. A MAF strategy was presented at various
levels of DWT-oriented models in order to provide higher
detection performance in low SNR scenarios. Low-scale DWT
values were also used to obtain enhanced performance and
shorter computational time. Compared to similar models,
the suggested multi-task approach was simpler and more
effective.

Rajput et al. [23] evaluated an adaptive covariance cut-off
approach, comparing it against current techniques, such as
energy detection and MME. Such parameters as accuracy and
complexity of sensing ROC curves were taken into account
there. Additionally, for every detector, the effects of the signal
bandwidth in relation to the observation bandwidth were
investigated. Vijayakumar and Malarvizhi [24] researched
an SDR implementation of CR using an energy detector
and a Wiener filter (WF) to eliminate self-interference. WF
predicted the self-interfering signal which was then removed
from the received signal before being moved to the energy
detector. The outcomes show improvements in the probability
of detection and improved efficiency.

Eappen and Geoffrey [25] introduced a hybrid PSO-GSA
model to detect spectrum holes with improved energy utiliza-
tion. The inclusion of mutation and crossover components in
PSO-GSA enabled the recommended method to recognize
spectral gaps efficiently, while maintaining optimum transmis-
sion capacity, sensor bandwidth, and spectral power density.
Saber et al. [26] suggested a streamlined implementation of
spectrum detection based on real signals produced by an Ar-
duino Uno board and a 433 MHz ISM wireless transmitter.
The received signal was detected using artificial neural net-
works, support vector machines, decision trees, and k-nearest
neighbors, using five support vectors: linear, quadratic, cubic,
medium Gaussian, and coarse Gaussian. The results showed
that the use of machine learning, in particularly of SVM and
ANN techniques, ensures better spectrum sensing capabili-
ties.

Table 2 provides a summary of MSS for CRN evaluations,
obtained from the literature. SVD with a high SNR level
and a short sensing time suffers from synchronization prob-
lems [18]. The MAC protocol used in [19] improves through-
put and spectrum efficiency, but only allows a limited basic
rate on each channel. The binary search approach employed
in [20], offers great detection performance, while consum-
ing less energy. However, the setting threshold level needs
optimization. The MSWF model researched in [21] achieves
minimal complexity and good detection performance. How-
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ever, perfect energy detection was not possible. The concept
of reciprocal fairness from [22], which improved flexibili-
ty and lowered the throughput loss ratio, lacks a researched
behavior model. Additionally, DWT used in [8] offers high
SNR and increased FAR levels. However, shadowing effects
remain unimproved. CDF, known from [23], offers high de-
tection probability and high SNR, but has to be optimized in
terms of its noise performance. In [24], a WF-based model
was presented which offers improved accuracy and minimized
overhead. However, certain functions need to be executed
for a higher number of cycles. The hybrid PSO-GSA model
presented in [25] to identify spectrum holes with better ener-
gy efficiency has good convergence and does not adhere to
local optima, but its computational complexity grows with
the population size. In [26], a streamlined implementation of
spectrum detection based on authentic signals is proposed.
The results demonstrate that using machine learning, particu-
larly SVM and ANN techniques, will result in better spectrum
sensing efficiency. Nevertheless, targeting categories overlap
each other.

A new multi-stage detector is proposed for reliable signal and
spectrum detecting devices. When deployed in an MSS-CRN,
the process is designed as follows (Fig. 1):

– first, the sampled signal is subjected to SNR estimation,
– SNR is estimated using CNN,
– after evaluating SNR, SNR estimate of the message data is

used to determine the tracking system,
– two levels of SNR are determined, MNMF is utilized with

low SNR settings, while ED and SVD are used in high
SNR scenarios,

– the LU-SLNO technique is used to select CNN weights in
the best possible manner.

Fig. 1. MSS CRN system concept with LU-SLNO.

Tab. 2. Review of MSS in CRNs, based on existing papers.

Paper Schemes
developed Features Issues

[18] SVD
•High SNR
•Minimal sensing

time

• Synchronization
issues may occur

[19] MAC
protocol

•High spectrum
efficiency
• Enhanced

throughput

• Each channel
supports
a predetermined
basic rate only

[20]
Binary
search
method

•High detection
performance
•Minimized energy

consumption

•Needs more
consideration in
terms of threshold
selection

[21] MSWF
model

•Minimal complexity
•High detection

performance

• Ideal detection of
energy could not
be achieved

[22]
Reciprocal
fairness
concept

•Better flexibility
•Minimized

throughput loss
ratio

•Need
consideration in
terms of behavior
modeling

[8] DWT
• Increased FAR
•High SNR

• Shadowing effects
are not considered

[23] CDF
•High detection

probability
•Higher SNR

•Noise issues have
to be improved

[24] WF
•Avoids overhead
•High accuracy

•Certain
functionalities
require running
more cycles

[25] PSO-GSA
model

•Does not stick to
local optima
•Better convergence

rate

• Increase in
computational
complexity when
population size
increases

[26] ANN+SVM •Better accuracy
•Overlap between

target classes

3. CNN-based SNR Estimation

A common representation of the signal recognition formula
may by determined as:

z(t) =

{
m(t), U0

s(t) +m(t) U1
. (1)

where, z(t) refers to the received signal, signal to identify is
noted by s(t),m(t) refers to AWGN, while U0 and U1 refer
to null and positive hypotheses, respectively.
Based on the determined SNR of the incoming signal, the
multi-stage detector chooses a suitable detection method.
AWGN with zero mean δ and unity variance σ2 degrades
the arriving time domain signal. The estimating technique
is based on the signal’s sampled noise component variance
extraction [27], [28].

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 23



Sanjeevkumar Jeevangi, Shivkumar Jawaligi, and Vilaskumar Patil

SNR estimation is performed as follows:
– Calculate the square of count of samples

x(m) = (z(m))2 m = 1, 2. . . . , Ls, (2)

– Address x(m) samples as a lower-order polynomial for
TSA.

– Estimate noise difference σ2m from the foremost coefficients
of the appropriate polynomial.

– Calculate signal power Q̂s as:

Q̂s =
1
Ls

Ls∑
m=1

(z(m))2 − σ2m. (3)

– SNR ζ is approximated as:

ζ̂ = 20 log

(
Q̂s
σ2m

)
. (4)

3.1. CNN Based Training

The taxonomy of CNN accuracy is renowned to be excellent,
particularly for visual sources. By convoluting the input
image’s features, a CNN can extract more relevant information
and more detailed features, which should further increase
the accuracy of SNR calculations. A CNN [29] comprises 3
layers: convolution, fully connected, and pooling layers with
their features formulated as:

Z′r,t,w = wet
l
w

T
PI lr,t = D

l
w, (5)

where, wetlw is the weight, Dlw is the bias of w-th the filter
linked to the l-th layer. At the central location (r, t) of the
l-th layer, patch input is indicated as PI lr,t. The activation
value actlr,t,w related with convolutional features zlrtw and is
calculated as:

actlr,t,w = act
(
Zlr,t,w

)
. (6)

In the pooling layer, function pool(•) is linked with actlm,h,w,
and clr,t,w is calculated as:

Clr,t,w = pool
(
actlm,h,w

)
, ∀(m.h) ∈ NNr,t (7)

in which NNr,t is neighbor s(r, t). The CNN loss CL is:

CL =
1
wn

wm∑
h=1

l
(
θ, C(h), F (h)

)
. (8)

where the general constraint related with wetlw and Dlw is
denoted by θ. The output, the labels and the h-th input feature
are denoted as F (h), C(h), and PI (h), respectively.

4. Proposed LU-SLNO Algorithm

The SLNO optimization method well-known from [30] illus-
trates sea lions’ propensity to hunt. The algorithm is enhanced
here to increase its effectiveness and convergence. Traditional
optimization techniques have shown that self-improvement is
beneficial [31]–[38]. Sea lions’ delicate whiskers are a distin-
guishing feature that aids in pinpointing the precise location
of their prey. Four stages of the process are defined: tracking,

social hierarchy, attacking, and encircling prey to determine
the properties of LU-SLNO.
The tracking method is defined as:

DIS =
∣∣2A⃗ℜ⃗(t)− X⃗(t)∣∣ . (9)

in which DIS denotes the distance between the sea lion and
its prey, the vector position of the sea lion and the targeted
prey is given by X⃗(t) and ℜ⃗(t), while t denotes the present
iteration. Conventionally, identifies an arbitrary vector. In
LU-SLNO, is evaluated based on a sinusoidal chaotic map.
In each cycle, the sea lion pays more attention to the victim.
Equation (10) specifies the numerical model of this process:

X⃗(t+ 1) = ℜ⃗(t) = DISℵ. (10)

where (t+1) denotes the future iteration andℵ is continuously
minimized across the iterations from 0 to 2.
The vocalization phase is illustrated in Eqs. (11)–(13) which
describe finding the food and inviting other sea lions to
participate in a joint attack. The speed of the leader’s sound

is denoted as
−−−→
Xleader and the speed of sound in the air and in

water is designated by P⃗2 and P⃗1, respectively.
−−−→
Xleader =

∣∣∣∣ P⃗1(1 + P⃗2)P⃗2

∣∣∣∣ , (11)

P⃗1 = sin θ, (12)

P⃗2 = sinφ. (13)

In the exploration phase, the SLnO model performs a universal
search when ℵ > 1, defined as:

DIS =
∣∣2B⃗X⃗rnd(t)− X⃗(t)∣∣ . (14)

X⃗(t+ 1) =
−−→
Xrnd(t)−DISℵ. (15)

If (
−−−−→
SPleader > 0.25), the attacking phase is conducted.

The attacking phase is employed to describe how a sea lion
assaults the prey:

X⃗(t+ 1) =
∣∣ℜ⃗(t)− X⃗(t). cos(2πl)∣∣+ ℜ⃗(t), (16)

where the distance between the sea lion and its prey is identi-
fied by ℜ⃗(t)− X⃗(t), the absolute value is denoted by || and
the random number is referred by l.
In LU-SLNO, the sea lion’s attack is based on the Levy method
and is given as:

X⃗(t+ 1) =
∣∣ℜ⃗(t)− X⃗(t). cos(2πl)∣∣+ ℜ⃗(t)⊕ levy(α) (17)

where tmax implies the maximal iteration, while ra1 and ra2
imply arbitrary integers. In addition, Cauchy’s mutation is
performed for better convergence.

levy(α) = 2
(
1− t

tmax

)
ra1 · β
|ra2|

1
2
. (18)

5. Multi-stage Detector

For applications requiring reliable signal and spectrum de-
tection, i.e. for tactical adaptive communication networks, a
multi-stage integrated detector is proposed. In this method,
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two detectors (SVD and ED) are connected in parallel for ser-
vicing higher SNR regions, while one detector (MNMF) is
used for lower SNR regions. The high SNR band covers the
0 . . .− 10 dB range, while the low band deals with SNR of
−10 . . .− 20 dB.
For the higher SNR band, probability pr = 1 when the
approximated SNR ζ exceeds −9 dB. Total probability of
detection pd and average sensing time st are expressed by:

pd = max(ped, psvd) (19)

st = (sed, stsvd) for pd  0.9. (20)

For the lower SNR band, i.e. when (G2 > ζ > G3 if ζ is
below 9 dB then pr = 0 and (1− pr) =1. Total probability
of detection pd and average sensing time st are:

pd = max(pMNMF) (21)

st = (stMNMF) for pd  0.9. (22)

For energy detection estimation, signal samples are doubled
and then concatenated to obtain the message signal. Next,
using the determined detection threshold µ1, noise energy is
estimated as:

µ1 =
√
2Lsσ

2
mP

−1(Qfa) + Lsσ
2
m, (23)

where p−1(·) implies a converse P function and Qfa implies
FAR.
Finally, the decision is made on the basis of:

Z →


if

Ls∑
j=1

|zi|2 < λ1, U0

else U1

, (24)

where zj implies a j-th sample of z(t).

5.1. SVD-Based Detection

The linear system signal processing approach and statistics
greatly benefit from the SVD technique. It serves as an addi-
tional method for figuring out the matrix’s eigenvalues [18],
[39]–[42].
For SVD detection purposes, we start by choosing the columns
count of matrix V , so that k < V < Ls − k, where k implies
the number of dominating singular values [41]. In most cases,
when there are several samples Ls, V ¬ 20. In the second
step, it is combined into a Hankel matrix HM , as:

HM = q(x+1−1) n = 1, 2, . . . , L and l = 1, 2, . . . , N. (25)

After factorizing the matrix, we obtain singular values, i.e.
λmin and λmax and then calculate the threshold value λ2 as:

λ2 =

(√
Ls +

√
V
)2

Ls

(
1 +
O
(√
Ls +

√
V
)− 23

(Ls · V )
1
6

)
. (26)

where O implies the Tracy Widom’s operation of Qfa [41],
[42]:
In the next step, the proportion with threshold λ2 is evaluated.
If λmax = λmin > λ2 , the signal is available and that proves
the hypothesis. Otherwise, the signal is not present, pointing
at U0.

5.2. Modified NMF

NMF estimates the fundamental matrix H(n × l) and the
coefficient matrixW (k ×m) from the original matrix [43]
Y ≈ HW . A multi-variant linear equation serves as the
foundation of NMF. Each column of Y is roughly portrayed
as a linear fusion of the vector form of H:

Yi =
k∑
j=1

HjWji. (27)

where, i = 1, 2, . . . column count in Y .
As per the modified NMF,W ∗ is computed by limiting the
summary of values in each column ofW to one, as:

w∗ij =
Wij
k∑
l=1
Wij

or

m∑
l=1
Wti

k∑
i=1

wti
Wij

, (28)

where wt refers to weight.

5.3. Sensing Time

The effectiveness of the suggested detection method is eval-
uated using st and pd metrics. The proposed st detector is
formulated as:

st = pr
(
sted, stsvd

)
+ (1− pr) · stMNMF. (29)

where sted, and stsvd refer to the mean sensing time of ED,
SVD, and MNMF detectors, respectively.

6. Simulation Results

In order to simulate the effectiveness of CNN + LU-SLNO,
Matlab was used together with the DeepSig dataset and radio
ML 2016.10A from [44]. The simulation parameters and
specifications are presents in Tab. 3, while representations of
the sample signal used are shown in Fig. 2.
Tab. 3. Simulation parameters.

Parameter Specification
Input signals QPSK, BPSK, QAM64, PAM4
Channel AWGN
SNR range 0 to −20 [dB]
High SNR region 0 [dB] >= x >= −9 [dB]
Low SNR region −9 [dB] > x >= −20 [dB]

Detector used ED, SVD (low SNR band) NMF (high
SNR band)

Probability of false
alarm Pfa

0.1

The proposed CNN + LU-SLNO model was validated over
ANN+SVM [26], CNN+PSO-GSA [25], CNN + HGS, CNN
+ AOA, CNN + PRO, CNN + BES, CNN + LA, CNN +
SLNO, AWGN (CFD) [18] and AWGN (ACD) [18], using a
synthetic dataset created with GNU Radio and consisting of
11 modulations at different signal-to-noise ratios (8 digital
and 3 analogue).
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Fig. 2. Sample signal: a) BPSK, b) QPSK, c) PAM 4, and d) QAM 64.
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Fig. 3. Analysis of probability detection via CNN + LU-SLNO, compared with other schemes, for ED and: a) BPSK, b) PAM 4, c) QAM 64,
d) QPSK.

Fig. 4. Analysis of probability detection via CNN + LU-SLNO, compared with other schemes for MNHF and: a) BPSK, b) PAM 4, c) QAM
64, (d) QPSK.
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Fig. 5. Probability detection curves for CNN + LU-SLNO and SVD using: a) BPSK, (b) PAM 4, c) QAM 64, d) QPSK.

6.1. Analysis on Probability Detection

Probability detection is calculated in CNN + LU-SLNO using
traditional systems with BPSK, QPSK, PAM 4, and QAM 64
modulation, as well as using conventional schemes pictured
in Figs. 3–5.
Figure 3 analyzes the results obtained using ED. Fig. 4
presents the MNMF simulation, and Fig. 5 shows the analysis
of SVD. Here, CNN + LU-SLNO shows outcomes that are

Tab. 4. Results of error rate statistical analysis.

Metrics Std dev Best Variance Mean Worst
ANN+SVM 1.330 1.770 1.908 3.231 0.686
CNN+PSO-GSA 1.317 1.735 1.890 3.200 0.680
HGS 1.237 3.146 1.530 1.887 0.669
AOA 1.183 3.280 1.400 2.068 0.667
PRO 1.144 3.190 1.308 2.099 0.890
BES 1.004 3.155 1.008 2.125 1.103
LA 1.100 3.183 1.209 2.036 0.848
SLNO 1.196 3.137 1.431 1.936 0.818
LU-SLNO 1.263 3.110 1.595 1.815 0.666

Fig. 6. Convergence analysis of LU-SLNO scheme and others
method.
superior to those achieved for other schemes. Better probabil-
ity detection is clearly visible, and for all SNRs, probability
detection using CNN + LU-SLNO equals nearly 1.
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Fig. 7. Analysis of ED sensing time for CNN + LU-SLNO compared with other schemes for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.
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Fig. 8. Analysis of sensing time for CNN + LU-SLNO and other schemes (MNMF) for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.

Fig. 9. Analysis of SVD sensing time for CNN + LU-SLNO compared with other schemes for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.
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6.2. Statistical Analysis

Table 4 summarizes the statistical analysis of CNN + LU-
SLNO versus other schemes. CNN + LU-SLNO shows almost
no gain in terms of its output error rate over its competitors.

6.3. Convergence Analysis

Figure 6 compares the cost of the LU-SLNO technique, for
several iterations, with HGS, AOA, PRO, BES, LA, PSO-
GSA, and SLNO. The cost of the LU-SLNO approach is
lower for generations 0 to 25. In this case, the deployment of
LU-SLNO results in lower convergence.

7. Sensing Time Analysis

The analysis of sensing time performed using the CNN +
LU-SLNO method is presented in Figs. 7–9. The sensing time
should be shorter to ensure improved system performance.
The sensing time increases with the growing sample count.
However, the sensing time using CNN + LU-SLNO is shorter
when compared with others methods.

8. Conclusion

This article proposes a new MSS-CRN framework in which
SNR estimation was relied upon in the channel selection
process in cognitive radio. The detection strategy was selected
in accordance with the estimated SNR of the received signal,
using low and high values. For high SNR scenarios, ED and
SVD were used, whereas for low SNR scenarios, MNMF was
used. Together with the selected CNN weights and detectors,
all SNRs and probability detection relying on CNN + LU-
SLNO was superior than in other methods.
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Abstract  Orthogonal frequency division multiplexing with in-
dex modulation (OFDM-IM), stands out among conventional
communication technologies, as it uses the indices of the avail-
able transmit entities. Thanks to such an approach, it offers
a novel method for the transmission of extra data bits. Recent
years have seen a great interest in chaos-based communications.
The spectrum-spreading signals used in chaotic signal modula-
tion technologies are orthogonal to the existing mixed signals.
This paper presents how well a non-coherent differential chaos
shift keying communication system performs across an AWGN.
Different types of detection methods are simulated, bit error rate
and power spectral density are calculated and then compared
with standard OFDM with index modulation. The results of sim-
ulations concerning the performance of a DCSK system, adding
to the security of the proposed solution and offering a compara-
ble bit error rate performance, are presented in the paper as
well.

Keywords  AWGN, chaos communications, DCSK, index modu-
lation.

1. Introduction

In the literature, a wideband chaotic signal is used in chaotic
communication channel as the carrier [1] in order to ensure an
efficient form of communication compared with channels rely-
ing on multipath fading. As a result, the popularity of chaotic
communication networks is similar to that of ultra-wideband
communication systems [6]–[4] and spectrum communica-
tions [5]. The keying technique in differential chaos (DC-
SK) offers great performance while using a straightforward
auto-correlation receiver (ACR) on time-varying or multi-
path fading channels, as shown in [7]. DCSK has been also
thoroughly studied in a variety of communication scenar-
ios, including wireless personal area networks (WPANs) in
paper [8] and MIMO systems in articles [9], [10].

The development and analysis of an orthogonal multilevel
code-shifted differential chaos shift keying built on OFDM
(OFDM-OMCS-DCSK) proved that a chaotic signal that is
capable of achieving high data rates with the use of the same
time slot is created using the hybrid Gram-Schmidt algo-
rithm and the Walsh coding function, thus providing a higher
bandwidth efficiency compared with conventional solutions.
Furthermore, BER performance of AWGN and multipath

Rayleigh fading channels shows that the OFDM-OMCM-
DCSK system achieves the best BER result, with a high data
rate characteristic compared with OFDM-DCSK [11].

Paper [12] proposes a permutation index modulation mod-
el and a position index modulation OFDM-based chaotic
multi-carrier communication system. It combines position
and permutation index modulation, adding a new dimen-
sion for data transmission and enhancing spectrum efficiency.
Thanks to multi-carrier modulation, the system also offers
improved multipath immunity. The system’s BER perfor-
mance is compared with that of PI-DCSK, CCPK-OFDM,
and CCPK. The outcomes of the simulations prove that it is
an effective, non-coherent modulation technique [12].

In [13], the chaotic sequence was generated by modifying
a tent map, one of the well-known chaos generators, to boost
security. Performance tests and security analyses were con-
ducted using the BER, mean squared error (MSE), and corre-
lation metrics. The outcomes showed that the autocorrelation
of the suggested tent map acts as a delta function, making it
challenging to separate the signal’s content from the noise. It
also showed how much more sensitive the suggested tent map
was to variations in the initial state and control parameters.
Using the proposed method, the multi-carrier CSK system
outperforms the CSK in terms of data transmission rate.

Paper [14] presents SR-ODBR-DCSK – a modulation sys-
tem with an orthogonal double bitrate based on the DCSK
technique. To transmit two signals simultaneously, the Walsh
function is used and the continuous two-bit data information
is modulated utilizing orthogonality of the chaotic signals,
with the modulation technology generating two orthogonal
chaotic signals. This method is compared with SR- DCSK and
the results show good effectiveness of the SR-ODBR-DCSK
system [14].

Although many systems with a chaotic map have been pro-
posed in the literature to ensure secure transmissions using
synchronization, these systems do not consider the use an
OFDM-enhanced index-modulation system-based chaotic
map. Therefore, the main objective of this paper is to design
a chaotic-based OFDM-IM system that ensures a significant
improvement in the performance in the noise channel and
enhances the performance of the fading channel, as well as
ensures a secure transmission via chaotic signals and achieves
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better spectral efficiency. The proposed technique, transmit-
ting data based on the indices of the active subcarriers of or-
thogonal frequency division multiplexing (OFDM), is known
as index modulation-aided OFDM (OFDM-IM) and allows
to create a multicarrier transmission technique with a high
spectral and energy efficiency in 5G networks.

Index modulation (IM) is a new concept. It is a modulation
technique that uses the index of several mediums to modulate
the carrier, with the incoming data bit to be transmitted being
divided into two parts. One part is used to modulate the phase
and amplitude of the carrier and the other part is used to
select the index (I) of the activated antenna that transmits the
matching modulated signal. OFDM-IM may be employed in
frequency, permutation, coding [15], and time domains [16].

The remainder of this article is organized as follows. Section
2 describes the proposed OFDM-IM based chaotic commu-
nication scheme. Section 3 covers the simulation results and
presents a discussion, while Section 4 evaluates the perfor-
mance. Finally, Section 5 presents the conclusion.

2. OFDM-IM with DCSK

Due to their sensitivity to initial values of signals produced
by deterministic nonlinear dynamical systems [17], also such
advantages of spread spectrum signals’ as the reduction of
multipath fading, anti-jamming, suppression of inter-user
interference and secure communication, are used to define
chaotic signals here. Coherent and non-coherent detection are
the two basic categories in chaotic communication systems.
A precise reproduction of the chaotic carrier that was used
to modulate the information must be made at the receiver
in coherent systems. Since chaotic synchronization at the
receiver and accurate replication of the chaotic signals are
not necessary for coherent systems, more chaotic digital
modulation techniques have been proposed in recent years.

In DCSK, two chaotic sample functions represent each bit of
information that will be transferred. While the first sample
function acts as a reference, the second sample function
conveys the data. By delivering a reference signal produced
by a chaos generator in a row, bit 1 is transmitted, whereas
bit −1 is sent by using a reference chaotic signal followed by
an inverted copy of the same signal [18]. DCSK seems to be
less sensitive to channel distortion, as distortion affects both
the reference and data samples [19].

2.1. Chaotic Generator

Chaotic systems can be divided into two categories: those
defined by flows or differential equations and those character-
ized by chaotic maps. The definition of a chaotic concept is
formulated as:

c(t) =


x(t), for (l − 1)T ¬ t <

(
1− 1
2

)
T

x
(
t− T
2

)
, for

(
l − 1
2

)
T ¬ t < lT

. (1)

If the l symbol is +1, Eq. (1) takes the form of:

c(t) =


x, for (l − 1)T ¬ t <

(
1− 1
2

)
T

−x
(
t− T
2

)
, for

(
l − 1
2

)
T ¬ t < lT

. (2)

When the symbol is −1, T and c(t) stand for the bit duration
and chaotic reference signal, respectively.
In this paper, three different kinds of chaotic maps are em-
ployed, namely those of the Lorenz, Henon, and quadratic
type. The Lorenz three-dimensional chaotic map is generated
using [20]:

Xn+1 = 1 = XnYn − Zn + bYn
Yn+1 = Xn , (3)

Zn+1 = Yn

where: −1 < X < 1, −1.5 < Y < 1.5, and −1.5 < Z <
1.5.
The Henon map system is generated as [21]:

Xn+1 = 1 = aX
2
n + bYn

Xn+1 = Xn, (4)

where a = 1.4 and b = 0.3 are system parameters.
The quadratic chaotic map is not linear but still is deterministic
because the behavior of the system is defined by an equation
which determines how the behavior of the map varies when
the initial value of X0 changes [22]:

Xn+1 = a−X2n, (5)

where n is an iteration number and α is a chaotic parameter.
For α = [1.5, 2], the system is considered as chaotic.
Without adverse effects for generalization, we assume that
the subcarrier is used to send the reference chaotic signal. It
is defined as:

c = {x(1), x(2), . . . , x(β)}, (6)

where x(β) is generated by a chaotic map and β is the spread-
ing factor in DCSK.
The transmitter structure of an OFDM-IM-based chaotic
system using N subcarriers is shown in Fig. 1, while Tab. 1
presents the parameters of the system.

2.2. Transmitter Architecture

Using the OFDM scheme and applying index modulation
with DSCK to its signal, a total ofm data bits are split into
G subblocks within n = N/G subcarriers, where N =
2, 4, 8 . . . and 1 < k < N . The subcarrier indices can carry
P1 bits of index data as:

p1 = ⌊log2 C(n, k)⌋, (7)

where C(·, ·) denotes the binomial coefficient. Each p =
m/G bit subblock is then used for index modulation. Due
to the same and independent features of all activities within
the subblocks, we can use the example of the β-th subblock,
where β ∈ {1, . . . , G} separates the incoming p bits into
two parts. The first component made up of p1 index bits
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Tab. 1. OFDM-IM parameters and symbols used.

Parameters Description

M
Number of information bits in each OFDM
block

p1
The total number of bits that each subblock’s
active indices are mapped to

p2
Each subblock’s total amount of modulation bits
expressed as p2 = k log2m

m m-ary modulation size
G Number of groups, with p bits in each group
p The number of bits per group (p = m/G)
N OFDM subcarriers count
K Each subblock’s active subcarrier count
I(β) Chosen indices for the subblock
s(β) Modulated subblock symbol
c(t) Chaotic map

determines the subcarrier activation pattern (SAP) for the
β-th subblock or the indices of the k active subcarriers.

M =


b1,1 b1,2 · · · b1,N
b2,1 b2,2 · · · b2,N

...
...

. . .
...

bG,1 bG,2 · · · bG,N

 . (8)

Assuming the subcarriers are ordered in an ascending order,
the following information can be obtained:

I(β) =
{
i
(β)
1 , . . . , i

(β)
k

}
. (9)

In the proposed system:

I =


I1,1 I1,K

I2,1 I2,K
...

...

IG,1 IG,K

 , (10)

whereK = 1, . . . , k.
The data symbol vector is produced by the second part which
consists of p2 = k log2M symbol bits:

S(β) =
[
s
(β)
1 , . . . , s

(β)
k

]T
,

S =


S1,1 S1,p2

S2,1 S2,p2
...

...

SG,1 SG,p2

 , (11)

where Sk(β) ∈ S with K = 1, . . . , k and S is the modula-
tion of DCSK. Since there are C(n, k) possible realizations
of I(β), the mapping from p1 bits to I(β) can be realized
by a lookup table or the combinatorial method in OFDM-
IM with PSK modulation, where each bit maps to one-bit
complex number. In the proposed system each bit in the mes-

sage is represented by 10 bits, which is a processing gain.
Consequently, the transmitted signal, e(t) is:

e(t) =

{
xi,k, for 1 < k ¬ β

sixi,k−β , for 1− k ¬ 2β
. (12)

A graphical representation of Eq. (12) is presented in Fig. 1.

Fig. 1. Graphical representation of transmitted signal: a) general
form and b) example form = 1, −1.

Then on input the inverse FFT (IFFT) block of the same
processes as those of classical OFDM are used:

XT =
N√
k
IFFT{XF } =

1√
k
WHN X

F , (13)

where XF is the cyclic prefix (CP) of length [X(N − L+
1) . . . X(N − 1)X(N)]T,WN : is the discrete Fourier trans-
form (DFT) matrix with wHNWN ,

N√
k

is the normalization
term, and L is the cycle prefix length.
Next, parallel-to-serial (P/S) and digital-to-analog (D/A)
conversions are performed. Finally, an AWGN channel is
used to transmit the generated signals (Fig. 2).

2.3. Receiver Architecture

At the receiver end, after removing CP from the received sig-
nal and performing N -point FFT [23], the analog domain
input-output relationship in the frequency domain is estab-
lished by:

y = Hx+ n, (14)
in the formula entries of the channel matrix H =
diag {h(1), . . . , h(N)} are complex Gaussian random vari-
ables with zero mean and unit variance, i.e. h(α?) ∼
CN(0, 1), and n denotes the additive white Gaussian noise
(AWGN) vector with n(α) ∼ CN(0, N0). It is assumed that
each non-zero symbol has an average transmit power of φEs,
where φ = N/K is the power allocation coefficient and
Es is the average power per sub-carrier. Thus, the average
signal-to-noise ratio (SNR) per active sub-carrier is given by
γ = φEs/N0.
Next, the output detector is compared with zero thresholds to
recover the i-th information bit. There are three main types of
detection algorithms used in the OFDM-IM system that map
the incoming information bits to the subcarrier indices [24]:
– maximum likelihood (ML),
– log-likelihood ratio (LLR),
– greedy detector.
This method employs the ML detector, since the receiver
has to know the set of possible indices for ML decoding.
The ML detector for the OFDM-IM scheme considers all
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Fig. 2. OFDM-IM-based chaotic block diagram.

possible subblock realizations by searching for all possible
subcarrier index combinations and signal constellation points,
but the search complexity of the ML detector is of the order
of ∼ O(CMk) per subblock, which becomes impractical for
large C and k values.

Therefore, the receiver uses the log-likelihood ratio (LLR)
detector to identify the most likely active subcarriers and
the associated constellation symbols. LLR is an easy-to-use
method based on combinatorial number systems. The BER
simulation shown in Fig. 3 illustrates low dependability of
the SAP detection method. We achieve BER about 10−3
in the greedy detector and about 10−4 with ML and LLR.
Nevertheless, the greedy detector of OFDM-IM performs
much worse than any other detectors due to the low reliability
of the SAP detection approach.

3. Results and Discussion

In the proposed system, a Lorenz-type 3D map is used, as
shown in Fig. 4, where the first subplot displays a chaotic map
∈ {−1, 1} with a size equal to 10,000 with a spreading factor
of 10. The second subplot is the message bit sequence with
100 random bits, while the third subplot is the modulated data
with the same range as the chaotic map and is generated by
a check bit sequence if it equals 1 or −1, and by copying five
symbols of the chaotic map and duplicating them or inverse
and send it to throw a channel. In Fig. 5, the same procedure
is used but with a different initial state.

The simulation parameters of the system are summarized in
Tab. 2.

Fig. 3. Comparison of BER performance for different OFDM-IM
detection types.

4. Performance Evaluation

The simulation results are presented in terms of BER proba-
bility and the Eb/No ratio, expressed in decibels, where Eb is
the energy per user bit, and No is the single-sided spectral
noise density. Here, we assume that channel interference is
solely of the AWGN variety.

The goal of each communication system is to reduce BER.
Channel disruptions, including noise and fading, are the main
sources of errors. By limiting the effects of channel disruptions
on the sent signal, the bit error rate can be decreased and, thus,
the system optimized. Figure 6 shows BER for several chaotic
map types, while Fig. 7 gives a comparison between OFDM
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Fig. 4. a) Chaotic map generator, b) bit sequence, c) data modulated
using DCSK, d) recovered data with the same initial value.

Fig. 5. a) chaotic map generator, b) bit sequence, c) data modulated
using DCSK, d) demodulated data with a different initial state.

with index modulation and the proposed OFDM-IM-based
chaotic system.
Figure 8 presents BER for an OFDM-IM-based chaotic sys-
tem, for various channel state information.
Figure 9 shows a Lorenz map based on the proposed system
and OFDM-IM transmitted symbols before transmission over
the AWGN channel. With the Hamming window and 1024
FFT, the bandwidth of the system is 20 MHz and the PSD used
of the two systems is near equal when x = 0, y = −44.78 in
the chaotic system but in PSK, when x = 0, y = −42.72.
Figure 10 shows the PSD of the proposed system based
on a Lorenz map and OFDM-IM transmitted symbols after
transmission over the AWGN channel. The PSD of the two
systems varies by approx. 20 dB, due to the effect of the

Tab. 2. Simulation parameters.

Parameter values Chaotic with
OFDM-IM OFDM-IM

N 4 4
Modulation type DCSK PSK
Alphabet size,M 2 2
K 2 2
Number of sample per frame 10000 10000
Length of chaotic map 1000 /
Fs 20 MHz 20 MHz
CP (cyclic prefix) 1 1
FFT 64 64
Window Hamming Hamming

Fig. 6. Comparison between different types of chaotic maps.

Fig. 7. BER Comparison between OFDM-IM and OFDM-based
chaotic system.

channel on the system which transmitted the signal after the
channel and the effect of AWGN when x = 0, y = −62.73
in BPSK. In the chaotic system, when x = 0, y = −63.46.
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Fig. 8. OFDM-IM BER comparison for various channel states.

Fig. 9. OFDM-IM and a chaotic system before AWGN.

Fig. 10. Power spectral efficiency of OFDM-IM with chaotic after
adding AWGN.

5. Conclusion

This paper presents a new combination of DCSK modulation
with an OFDM-IM system. The goal behind using OFDM
with index modulation and the DCSK system is to incorporate
the benefits of both modulations, including robustness to im-
pulse noise, high data throughput, and simplified equalization
in multipath propagation. A comparison between different
types of detection algorithms for OFDM-IM-based chaot-

ic communication is presented and compared with the per-
formance of BPSK and DCSK. The simulation results for
a practical AWGN channel show that the simulated results
are not worse in terms of PSD and BER than those of other
traditional systems where the signal is recovered error-free at
27 dB. The proposed system provides a higher security level
compared with traditional systems.
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Abstract  Cognitive radio networks (CRNs) allow their users to
achieve adequate QoS while communicating. The major concern
related to CRN is linked to guaranteeing free channel selection
to secondary users (SUs) in order to maintain the network’s
throughput. Many techniques have been designed in the litera-
ture for channel selection in CRNs, but the throughput of the
network has not been enhanced yet. Here, an efficient technique,
known as multicriteria oppositional-learnt dragonfly resource-
optimized QoS-driven channel selection (MOLDRO-QoSDCS)
is proposed to select the best available channel with the expect-
ed QoS metrics. The MOLDRO-QoSDCS technique is designed
to improve energy efficiency and throughput, simultaneously
reducing the sensing time. By relying on oppositional-learnt
multiobjective dragonfly optimization, the optimal available
channel is selected depending on signal-to-noise ratio, power
consumption, and spectrum utilization. In the optimization pro-
cess, the population of the available channels is initialized. Then,
using multiple criteria, the fitness function is determined and
the available channel with the best resource availability is se-
lected. Using the selected optimal channel, data transmission
is effectively performed to increase the network’s throughput
and to minimize the sensing time. The simulated outputs ob-
tained with the use of Matlab are compared with conventional
algorithms in order to verify the performance of the solution.
The MOLDRO-QoSDCS technique performs better than oth-
er methods in terms of throughput, sensing time, and energy
efficiency.

Keywords  cognitive ratio network (CRN), multicriteria dragonfly
optimization, oppositional learning, optimal available channel,
QoS metric

1. Introduction

Back in the days, efficient channel allocation was achieved
in CRNs was by means of the adjustable multi-radio chan-
nel hopping (AMCH) protocol [1]. Although the protocol
solves the rendezvous concern in CRN, the throughput of
the network has not been improved. To handle this prob-
lem, a novel MOLDRO-QoSDCS optimization technique has
been designed, relying on multiple criteria for enhancing the
throughput performance of CRNs.

Machine learning was used in [2] for developing a three-phase
target channel sequence (TCS) generation and allocation
scheme for dynamic channel allocation in CRNs. It solves the
fairness, individuality, and dynamic TCS generation issues,
but the sensing time was not minimized. To solve this issue,
the oppositional learning concept was designed to arrive at
a global solution quicker.

Better throughput and shorter service times were obtained
in CRNs by applying the extended generalized predictive
channel selection algorithm (EXGPCSA), as presented in
[3]. However, energy consumption of the network was not
minimized. The Q learning-based dynamic optimal band
and channel selection technique was developed in [4] for
improving the accessible transmission time. Although the
data rate was increased, QoS-aware channel selection was not
performed. The cross-layered channel assignment algorithm
was presented in [5] to offer a consistent route scheme in
CRNs. However, the delay of the network was not reduced
due to the congestion in the routes. In [6], QoS-aware routing
protocols were described for selecting the channel and the
route in CRNs. The research conducted has contributed to
optimizing throughput and delay, but energy efficiency was
not improved.

To solve these issues, this paper proposes the MOLDRO-
QoSDCS technique for improving the performance of CRNs.
This paper addresses the major issue of energy efficiency in
the CRN channel allocation process. It also solves the issues of
higher power consumption, signal-to-noise ratio sensing time,
and lower spectrum utilization in QoS-aware channel selection
in data communication. The proposed MOLDRO-QoSDCS
technique offers the following innovative approaches:
– It uses the multicriteria dragonfly optimization algorithm

to select the optimal channel available in a CRN. Such
a process integrates the oppositional learning concept
for finding the optimal available channel via the fitness
function. On the contrary to other optimization techniques,
the proposed dragonfly optimization algorithm computes
multiple criteria, such as signal-to-noise ratio (SNR), power
consumption and spectrum utilization in the course of the
channel selection process;
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– Multicriteria dragonfly optimization exploits the opposi-
tional learning concept to initialize the opposite population
with the current population for obtaining a global optimum
solution in the channel selection process;

– The ranking method is employed to minimize the sensing
time for obtaining the local optimal solution from the
current and opposite populations. With this approach, the
global optimum solution is obtained within shorter times;

– To evaluate performance of the MOLDRO-QoSDCS tech-
nique and to compare it to contemporary state-of-the-art
methods, a Matlab simulation analysis is performed. It
shows that the proposed method outperforms the state-of-
the-art models in terms of various metrics.

The rest of this paper is organized as follows. Section 2 offers
a review of the literature. Section 3 presents, in detail, the
proposed MOLDRO-QoSDCS technique. Section 4 describes
and discusses the simulation settings and evaluation metrics.
Finally, Section 5 summarizes the paper.

2. Related Works

The joint FD-aware channel assignment and route selec-
tion protocol for CRN was presented, under time-changing
channel conditions in [7]. However, QoS metrics are not con-
sidered in the channel selection process. An intelligent access
network selection algorithm was designed in [8], depend-
ing on multiple attribute decision-making (MADM), but the
throughput was not improved. A new approach was present-
ed in [9] to assign the resources and distribution depending
on the cooperative game theory in order to ensure maximized
payoff. However, time and complexity have remained higher.
Reinforcement learning (RL) based schemes were introduced
in [10] to assign the resources in CRNs. However, no optimal
channel allocation approach was proposed.
In article [11], the cross-layer algorithm, defined as multicast
routing, channel selection, scheduling, and call admission
control (MRCSC), was designed for the purpose of multi-
radio CRNs. Utilization of the network’s bandwidth was
improved, but the sensing time was not measured. The cross-
layer routing scheme that supports adaptive bitrate multimedia
(ABM) was developed in [12] to enhance the efficiency of
channel utilization, but the optimal channel selection was not
researched.
A two-phase spectrum handoff methodology was presented
in [13] to choose the best channel and minimize channel drop
in CRNs. However, throughput was not improved. The discrete
quality factors aware channel scheduling (DQFACS) method
was researched in [14] to lower the recurrent transmission in
a cognitive radio ad-hoc network (CRAN), but QoS-related
metrics were not considered when scheduling the channels.
A game theory-based algorithm was considered in [15] to
assign sensors to diverse channels in order to minimize energy
consumption by satisfying a few channels sensing-related
constraints. Unfortunately, the throughput was lower. Another
new method was designed in [16] by integrating artificial
intelligence techniques and spectrum detection algorithms to

allocate channels in CRNs. However, time consumption has
remained higher in such an approach.
A dynamic channel selection mechanism was developed
in [17]. It relies on the fuzzy inference system (FIS). It
selects the channel for lowering re-transmission probability.
The expected throughput, data latency, and communication
reliability were achieved, but the issue of energy use was
not researched. A second order Kalman filter technique was
analyzed in [18] to estimate channels for sensing the spectrum
in CRNs. Unfortunately, the sensing time was not reduced.
To select channels in CRNs, the multi-objective optimization
based on a ratio analysis (MOORA) algorithm was devel-
oped in [19]. However, the energy efficiency of the CRN was
not improved. A proactive spectrum handoff scheme was de-
veloped in [20] for choosing the target channel in CRN, but
the channel collision failed to be minimized. The Brownian
motion-based dragonfly algorithm (DA) was designed in [21]
to address the spectrum assignment (SA) problem. Howev-
er, multiple criteria were not used there. Finally, the adaptive
threshold-based dragonfly optimization method was intro-
duced in [22] for cooperative spectrum sensing in CRN in
order to identify spectrum holes.

3. Proposed Method

The MOLDRO-QoSDCS technique is dedicated to improving
cognitive radio networks by selecting the optimal channel
with a better QoS. A block diagram of a QoS-aware channel
selection process using the proposed MOLDRO-QoSDCS
technique is shown in Fig. 1.

Fig. 1. Block diagram of the proposed MOLDRO-QoSDCS tech-
nique.

Let us consider a CRN consisting of n primary users (PU)
andm secondary users (SU) with the available channels iden-
tified as C = C1, C2, . . . , Cn. The proposed multicriteria
oppositional-learnt dragonfly resource optimization technique
is categorized as a meta-heuristic technique that is applied
to determine the solution of an optimization problem. In
MOLDRO-QoSDCS, the multicriteria include SNR, power
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consumption, and spectrum utilization. In contrast to conven-
tional approaches, the newly developed technique utilizes an
oppositional-based learning model for acquiring the global
best result within the population in a shorter period of time.
By using the oppositional-based learning optimization al-
gorithm, such parameters as convergence speed, flexibility,
error tolerance, and accuracy are improved.
Roaming and searching for food sources is a natural activity of
dragonflies. In the proposed technique, the dragonfly is related
to the number of available channels and the food source is
related to multi-criteria functions, i.e. signal-to-noise ratio,
power consumption, and spectrum utilization. The population
of dragonflies (i.e. available channels) is initialized and the
dragonflies move within the search space.
To begin the optimization process, the channel population
existing in the search space is first initialized and is given by:

A = {C1, C2, . . . , Cn}, (1)

where A is the current population of channels
C1, C2, . . . , Cn. To obtain the global best solution,
the proposed technique creates an opposite population from
the current population through the opposition-based learning
concept as:

A′ = xi + yi −A, (2)
where A′ is the opposite population generated based on the
current population A, xi and yi are the lower and higher
values of A. With this, the current A and the opposite A′
population are created in the search space. Upon completing
the population generation process, the objective function
is evaluated for each dragonfly (i.e. channel) in A and A′
according to the abovementioned multiple criteria.
First, SNR is calculated using the number of users and their
transmission rates:

Snr =
Tp ·G
σ2 + Ip

, (3)

where Tp symbolizes the transmission power, G is the gain,
σ2 represents the noise power, and Ip stands for the power of
interference created by other users. Subsequently, spectrum
utilization is:

Su =
TBR
BWc

, (4)

where Su represents the spectrum utilization, TBR refers to
the transmitted bitrate that is measured in bps, and BWc
refers to the channel’s bandwidth (in Hz). Afterwards, power
consumption of the channel is determined as:

Pcon = PT − Put, (5)

where Pcon indicates the channel’s power consumption, PT
is the total power and Put denotes the amount of power
used. Depending on the above-calculated metrics, fitness
is calculated as follows:

αF = {Snr , Su, Pcon}, (6)

where the maximum spectrum utilization is Su and the mini-
mum signal-to-noise ratio is Snr. Power consumption of the
channel selected in CRN is Pcon. Following fitness estima-
tion, the current and opposite populations are merged into
one and the dragonflies are sorted with respect to their fitness

value. The channel with higher Su and lower Snr and Pcon
values is positioned first.

C = αF (C1) > αF (C2) > . . . > αF (Cb). (7)

With this, n best available channels are chosen from in order
to identify the global best solution. Depending on fitness, the
global best dragonfly in the search space is determined by
performing such processes as separation, alignment, cohesion,
and attraction towards the food source. To begin with the
separation process, the current position of the dragonfly and
its neighboring position is estimated as:

w =
n∑
j=1

[g(t)− gj(t)] , (8)

where w is the separation process, g(t) is the present position
of an available channel at time t, gj(t) is the neighboring
channel at time t andm indicates the number of neighboring
dragonflies. Velocity of the dragonflies is determined and
the neighborhood matching procedure is performed in the
alignment process. It is computed as:

x =
m∑
j=1

θj(t)
m
, (9)

where x is the alignment, θj(t) is the velocity of neighboring
dragonflies, andm is the number of several neighboring drag-
onflies. Another process is called cohesion. Dragonflies tend
to travel to the middle of their neighborhood. It is calculated
as:

y =
m∑
j−1

gj(t)− g(t)
m

, (10)

where y indicates the cohesion of the dragonfly, gj(t) is the
position of an adjacent dragonfly, g(t) stands for the position
of a recent dragonfly, m is the neighborhood. Lastly, the
attraction towards food sources is calculated:

z = gF (t)− g(t), (11)

where z is the attraction function, gF (t) is the location of
the food source, and g(t) is the present dragonfly location.
Finally, the position of the dragonfly gets updated to discover
the global best solution as:

gt+1 = g(t) +∇gt+1, (12)

where gt+1 refers to the updated dragonfly position, g(t)
determines the dragonfly’s current position, and ∇gt+1 indi-
cates the step vector for detecting the movement direction of
the dragonfly as:

∇gt+1 = {l1w + l2x+ l3y + Fz}+W · g(t), (13)

where l1 indicates the weight of separation (w), l2 refers
to the weight of alignment x, l3 is the weight of cohesion
y, F is a food vector, z identifies “magnetism” of the food
source,W indicates an inactivity weight for managing the
convergence optimization, g(t) represents a recent position
of the dragonfly at time t. Next, the global best dragonfly is
determined.
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Algorithm 1. The pseudocode for of MOLDRO-QoSDCS technique.

Input: available channels C = C1, C2, . . . , Cn, cognitive nodes
N = N1, N2, . . . , Nn, primary users PUs, secondary users SUs
1. For each C
2. Initialize channel populations A = {C1, C2, . . . , Cn}
3. Initialize opposite population of dragonfly A′

4. For each C in A and A′

5. Determine objective functions
6. Measure the fitness ϕF
7. Combine A and A′

8. Order the channel C1, C2, . . . , Cn
9. Choose local optimum
10. Calculate w, x, γ, z
11. If αFa > αFb then
12. Update the position of the dragonfly
13. Obtain global best dragonfly
14. Else
15. Go to step 6
16. End if
17. End for
18. End for
19. End
Output: Identify the channel with optimal QoS

Algorithm 1 shows the computation procedure of MOLDRO-
QoSDCS. The current and opposite population of several
channels is determined. For each population the fitness func-
tion is computed depending on the multiple criteria. Both
populations are merged and the order of the dragonfly is set
using the fitness score. From that, the local optimum solution
is obtained. Subsequently, four different processes are per-
formed. Then, the position of the dragonfly is updated and the
optimal solution is detected for improving CRN throughput.

4. Performance Simulation

The performance of the proposed MOLDRO-QoSDCS tech-
nique was simulated using Matlab with 1000 cognitive radio
network nodes and several users during a 10 ms period. The
results are compared with a conventional adjustable multi-
radio channel hopping (AMCH) protocol and an ML-enabled
three-phase TCS generation and allocation scheme. Testing
metrics used to evaluate the performance of both the proposed
and other existing methods include sensing time, throughput,
and energy efficiency.

4.1. Sensing Time

Sensing time determines the channel selection period. In
addition, sensing time is referred to as the number of channels
sensed by SUs for data transmission. It is estimated as:

ST = T [SC ] ·N (14)

Simulation results of sensing time for MOLDRO-QoSDCS
and methods [1] and [2] versus the number of CRN nodes are
shown in Tab. 1. The MOLDRO-QoSDCS technique offers
the shortest sensing time for improving the performance of

Tab. 1. Sensing time comparison.

Number
of CRN
nodes

Sensing time [ms]
ML-enabled

three-phase TCS
generation and

allocation scheme

AMCH
proto-

col

MOLDRO-
QoSDCS
technique

100 8.2 5.6 3.4
200 10.6 8.2 5.6
300 13.5 11.3 8.2
400 14.5 12.6 9.1
500 18.6 15.4 12.3
600 21.4 18.9 15.4
700 27.6 24.1 20.6
800 29.5 26.8 22.5
900 34.2 31.3 26.8
1000 36.4 33.5 30.4

CRN and the results obtained are lower than those of state-
of-the-art methods (Fig. 2).

Fig. 2. Sensing time versus the number of nodes.

The lower sensing time achieved with the use of the
MOLDRO-QoSDCS technique results from the oppositional
learning concept. The ranking method detects the local opti-
mum from the population. Contrary to existing approaches,
more available optimal channels are sensed and determined in
a CRN. Besides, the best channels are determined and ranked
to find the local optimal one. This leads to a decrease (of up
to 22%) in sensing time during the channel selection process
compared to [1] and, to a decrease of 33% compared to [2].

4.2. Throughput

The formula for calculating throughput is:

Throughput = DR
t
, (15)

whereDR is the data rate and t is the time interval (considered
to be 1 s). It is determined in bits per second (bps) i.e. data
transmission speed.
Table 2 shows throughput-related performance of three dif-
ferent methods: MOLDRO-QoSDCS, [1] and [2] for different
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CRN nodes. The data obtained shows that the throughput of
the proposed technique is higher than that of [1], [2] (by up
to 21% compared with [1] and by 35% compared with [2])
(Fig. 3).

Tab. 2. Comparison of throughput for researched methods.

Number
of CRN
nodes

Throughput [bps]
ML-enabled

three-phase TCS
generation and

allocation scheme

AMCH
proto-

col

MOLDRO-
QoSDCS
technique

100 100 120 165
200 140 160 210
300 190 220 280
400 240 270 330
500 330 360 420
600 390 410 490
700 450 480 560
800 500 550 640
900 610 650 720
1000 690 740 860

Fig. 3. Throughput comparison.

The newly designed optimization technique also finds the
global best solution among the population through fitness
function based on optimal SNR ratio, power consumption,
and spectrum utilization. This additionally helps increase the
throughput.

4.3. Energy Efficiency

Energy efficiency is measured as the ratio between output
energy and input energy used for communication in a CRN:

EE =
Rout
Ein
· 100% (16)

where EE denotes the energy efficiency, Eout is the output
energy, and E∈ is the input energy.
Table 3 shows the energy efficiency simulation results for the
three methods, depending on the number of CRN nodes. From
the table, it is evident that the proposed MOLDRO-QoSDC

technique enhances energy efficiency to a greater extent than
the two existing methods.

Tab. 3. Comparison of energy efficiency.

Number
of CRN
nodes

Energy efficiency [%]
ML-enabled

three-phase TCS
generation and

allocation scheme

AMCH
proto-

col

MOLDRO-
QoSDCS
technique

100 73 78 85
200 75 80 87
300 76 81 88
400 75 80 86
500 76 81 87
600 77 83 89
700 76 82 88
800 78 83 90
900 75 81 89
1000 76 80 88

Figure 4 illustrates the energy efficiency performance depend-
ing on the number of CRN nodes (varying from 100 to 1000).
The MOLDRO-QoSDC technique allows to achieve ener-
gy efficiency of 85% for 100-node networks, while values of
78% and 73% are obtained using [1] and [2]. The average out-
puts show that the energy efficiency of the MOLDRO-QoSDC
technique is increased by 8% compared with [1] and by 16%
compared with [2].

Fig. 4. Energy efficiency comparison graph.

5. Conclusion

An efficient MOLDRO-QoSDC technique is proposed to im-
prove throughput-related performance of CRNs. MOLDRO-
QoSDC increases energy efficiency and reduces the sensing
time in CRNs. With the calculation of the fitness function, an
optimal channel is chosen for CRN communication. Conse-
quently, throughput is improved as well as the sensing time is
shortened.
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Abstract  In this paper, the performance of a deep learning-
based multiple-input multiple-output (MIMO) non-orthogonal
multiple access (NOMA) system is investigated for 5G radio
communication networks. We consider independent and identi-
cally distributed (i.i.d.) Nakagami-m fading links to prove that
when using MIMO with the NOMA system, the outage probabil-
ity (OP) and end-to-end symbol error rate (SER) improve, even
in the presence of imperfect channel state information (CSI)
and successive interference cancellation (SIC) errors. Further-
more, the stacked long short-term memory (S-LSTM) algorithm
is employed to improve the system’s performance, even under
time-selective channel conditions and in the presence of termi-
nal’s mobility. For vehicular NOMA networks, OP, SER, and
ergodic sum rate have been formulated. Simulations show that
an S-LSTM-based DL-NOMA receiver outperforms least square
(LS) and minimum mean square error (MMSE) receivers. Fur-
thermore, it has been discovered that the performance of the
end-to-end system degrades with the growing amount of node
mobility, or if CSI knowledge remains poor. Simulated curves
are in close agreement with the analytical results.

Keywords  inter-symbol interference, MIMO, NOMA, orthogonal
frequency division multiplexing (OFDM), S-LSTM, zero-mean
circularly symmetric complex Gaussian (ZM-CSCG).

1. Inrtoduction

The market expects that 5G communications will be suitable
for providing services with very low latency, excellent quality
of service (QoS), and increased mobile broadband [1], [2].

Several technological advances, including 5G radio ac-
cess networks (5G-RAN), the Internet of Things (IoT),
ultra-reliable low-latency communications (URLLC), het-
erogeneous networks, including small cells and machine-to-
machine (M2M) communications, as well as the understand-
ing of the mechanisms of specific methodologies, are impor-
tant building blocks of the 5G air interface [3], [4]. Vehicular
communication (VC) solutions, such as vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) schemes, are wide-
ly used in safety-, information-, mobility- and environment-
related applications. Because of its unique characteristics,
VC has evoked the curiosity of academics, businesses, and
governments alike. V2V and V2I have been envisioned as

one of the most promising schemes for improving traffic man-
agement and road safety, because they allow each vehicle
to communicate with other users placed at important inter-
sections, such as stop signs and traffic lights. A schematic
representation of a V2V network is presented in Fig. 1 [1],
[2].

Fig. 1. Schematic representation of a V2V scheme.

In addition to being a new resource allocation scheme, 5G
wireless networks rely also on a user-centric network concept
that seeks to meet the application needs of all users partici-
pating in the connected world [5]–[7]. It is almost impossible
to develop a unified technology that meets the broad variety
of transmission-related needs, due to the sheer number of ac-
cess schemes and use cases existing in today’s interlinked,
digital world. Therefore, 5G does not seek to alter the wire-
less 4G architecture, instead offering a unified platform that
makes use of all current and envisioned technologies to serve
users by providing them with access to a wide range of ser-
vices. 5G aims to provide new air interfaces as well as a few
new access modes by making relying on a spectrum that has
recently been allocated. To be more specific, it will be built
on top of contemporary wireless technologies, such as 5G
URLLC, long-term evolution advanced (LTE-A), mmWave
high-band 5G, lowest signal-to-interference-plus-noise ratio
(SINR), and enhanced mobile broadband (eMBB).
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It is crucial to outline the fundamental components of 5G in
order to create a framework for the co-existence of other tech-
nologies. Secure communication in V2V and V2I NOMA
networks demands minimal latency, excellent end-to-end re-
liability, and massive connectivity. Intelligent transportation
systems (ITS) will be applied in entertainment applications,
such as connected driving and smart transportation, thus in-
creasing the requirement for spectral efficiency (SE) [8]–[11].
By enabling multiplexing in the code and the power domain,
NOMA – which significantly improves energy and SE over or-
thogonal multiple access (OMA) – serves many users concur-
rently or simultaneously accessing frequency resources [12].
5G, IoT and multimedia applications place strict demands on
capacity and user access. The NOMA scheme [13], [14] offers
an optimistic answer to these challenges. MIMO, cognitive
cooperative relaying, full-duplex relaying, millimeter-wave,
and other technologies have been employed in conjunction
with NOMA to increase throughput and guarantee user fair-
ness in a wide range of fading channel distributions [15],
[16]. Figure 2 shows a MIMO-NOMA network example [10],
[17].

Fig. 2. V2V NOMA scenario over Nakagami-m fading channel
conditions.

2. Related Work

In [18]–[20], the authors examine the millimeter-wave scheme
over quasi static frequency flat links. Over the frequency flat
α-η-κ-µ fading channels, paper [21] evaluates end-to-end
SER performance of the relaying network in conjunction
with a NOMA scheme for multiple users. In [22], coopera-
tive NOMA’s exact OP performance and the achievable data
rate are examined by considering an analog relaying proto-
col over frequency-flat generalized Nakagami-m fading links,
and in [23], the authors extend that work by considering im-
perfect CSI conditions and additive white Gaussian (AWGN)
channel noise. It is very difficult to compare channel matrices
in MIMO networks. In their work [24], [25], the authors pro-
pose the generalized singular value decomposition (GSVD)
approach turning MIMO channels into several single-input
single-output (SISO) channels [24], [25]. The authors look at
how well MIMO-NOMA networks minimize delays when
limits concerning transmission time and power are imposed.

This study shows that MIMO-NOMA systems offer shorter
delays than their OMA-based counterparts.

Since security is one of the paramount issues in wireless
networks, the authors of [25] investigate how NOMA and
OMA networks compare in terms of ensuring confidentiality
of information. The results show that NOMA-MIMO offers
a higher secrecy rate. Additionally, the effectiveness of NO-
MA has been assessed for partial CSI [26]. However, there
are several restrictions affecting NOMA, including the need
for a perfect CSI in the transmitter and a significant amount
of processing complexity in the receiver.

Utilizing deep learning (DL) methods is a great way to over-
come these difficulties. The traditional SIC technique has
several drawbacks. With more users, it becomes more chal-
lenging to utilize the SIC approach to accurately interpret
the data. Propagation inaccuracy also has an impact on the
SIC approach. Signal categorization may be used by deep
neural networks (DNN) to recover a discrete sequence from
a degraded signal. The SIC approach can be improved with
DL as well. The authors of [27] study a beamforming-based
downlink NOMA network that uses dynamic user pairing
to maximize the lowest data rate of all DL users. The au-
thors resolve the issue with non-convex optimization with
mixed-integer variables, by converting a discrete domain to
the analog domain using an iterative scheme depending on
the internal approximation to obtain a local optimum. The
suggested technique outperforms standard beam generation,
NOMA with random pairing, and heuristic search schemes.

DL is a popular channel estimation approach used in 5G net-
works. Traditionally, channel estimation and signal detection
processes are separated. Before signal detection, a pilot broad-
cast estimates CSI. The receiver may reconstruct the trans-
mitted signals using the calculated CSI. End-to-end OFDM
channel analysis is discussed in detail in [28], describing
a DL-based technique for joint channel estimation and detec-
tion in OFDM systems. Training a DL model involves match-
ing the received signals with the data and pilots provided.
After training, the model can decode online-transmitted data
without channel estimations. Furthermore, the authors ana-
lyze a DL-based single-input multiple-output (SIMO) channel
estimate. By using piecewise linearity, the DL channel de-
tector might be able to estimate a large group of functions,
since a DNN with a rectified linear unit (ReLU) activation
function is conceptually similar to a piecewise linear func-
tion. An alternative method for estimating the channel using
the DL scheme is presented by the authors in [29]. The au-
thors provide an alternate method for DL channel estimation.
MMSE is a model-specific estimator for conditionally normal
channels. Using MMSE, CNN estimators are defined.

Due to the high processing complexity and substantial varia-
tions in wireless channel conditions, current NOMA systems
make it difficult to evaluate channel characteristics and estab-
lish the appropriate resource allocation strategy. In [30], the
authors present a DL-aided NOMA system, where a single
BS serves random NOMA users. DL learns time-selective
fading NOMA systems with poor CSI. DL-LSTM networks
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in NOMA systems provide automatic channel property
identification. NOMA employs DL for automatic encod-
ing, decoding, and channel identification in AWGN noise.
The suggested method provides more accurate simulations.
Faster than Nyquist (FTN)-NOMA is proposed in [31] to
improve SE, reduce latency, and increase connectivity. The
authors define sliding-window detection for DL-based FTN
NOMA. This scheme’s detector exceeds MMSE-decision
feedback equalization (FDE).
In [32], the authors suggest DL-SIC for downlink (D/L)
MIMO-NOMA. This method minimizes MMSE in MIMO-
precoding NOMAs and SIC decoding. The transmitter pre-
codes signals for multiple D/L users using superposition
coding, and the receiver extracts them using DNN-built SIC
decoders. In each of the SIC phases, one DNN is used to
decode the signal for the current user, while another is used
to reconstruct the signal for the prior user (apart from the first
user). Since the user was not previously decoded, just one
DNN is required to decode the signal. In [33], the authors
establish a DL approach for recognizing D/L signals using the
MIMO-NOMA scheme. DNN is the sole SIC receiver used to
decode D/L signals broadcast in a single time slot. All aerials
provide DNN with data. Most DNNs have a fully linked output
layer that uses the Softmax function. Conversely, MIMO-
NOMA signals, although emanating from several different
transmitters, need a single decoding slot only. Therefore, the
proposed output layer is constructed for data classification
purposes. Each cluster has as many neurons, as there are
aerials for sending signals, and each neuron in a cluster may
only be capable of encoding a single state. Different power
allocations and complex modulation forms degrade energy
efficiency of the proposed system.
Using DL schemes such as CNNs, the authors of [34] re-
construct uplink users’ MIMO channel signals. Data from
several users may potentially be decoded instantly using the
suggested technique which does not rely on any of the typical
processes found in communication signal processing. Each
step of the SIC decoding procedure in [35] employs a DNN
with fully linked layers to decode input from a single user.
DNN is composed of four layers: an input layer, an output
layer, two hidden layers, and an intermediate hidden layer.
The decoded bits that are shown to the user are generated by
the DNN’s output layer which is responsible for that function.
After the first stage of SIC, the input layer receives the com-
bined signal in addition to the signals that have already been
decoded by the users. Signals must be transformed into bit
sequences before digital neural networks (NNs) (also known
as DNNs) may be trained to interpret them. The method pro-
vided in [35] to enhance DL-based SIC systems for higher
order modulation will be shown in Section 3.

2.1. Contribution of the Paper

DL is a popular approach relied upon for boosting error perfor-
mance of MIMO-NOMA end-to-end systems. DL-based SIC
uses a NN to estimate, identify, decode, and reject channels.
DL-based SIC outperforms MIMO NOMA in Nakagami-m

fading channels. We apply the DL-based SIC from [35] to
an uplink MIMO-NOMA system with BPSK modulation in
a time selective Nakagami-m fading channel conditions, and
then:
– study the DL-based MIMO NOMA VC system over

Nakagami-m fading channel users and compare it with the
conventional SIC-based NOMA system,

– study the DL schemes for 5G and beyond 5G communica-
tions, with a focus on the VC scenario and the imperfect
CSI and conduct a comprehensive literature research on
DL,

– for different values of the shape parameter, training data
rates, and packet sizes, the traditional NOMA receiver’s
performance is compared with that of the S-LSTM-based
NOMA receiver,

– to decode user signals and ensure performance with current
conventional systems, it is necessary to create a DL-SIC
MIMO-NOMA model for higher-order complex modula-
tion schemes using the newly suggested architecture.

The paper is organized as follows. Assuming that CSI is im-
perfect and that a SIC error exists, we examine the signal and
channel models in Section 3. The node mobility scenario is
considered in this section, and the effects of channel estima-
tion inaccuracy are investigated. We analyze the DL-based
NOMA receiver in Section 4 and present the S-LSTM ap-
proach for enhancing both OP performance and end-to-end
SER. Optimal power allocation (OPA) is determined because
of a derivation for the ideal power allocation factor. Addition-
ally, training for the S-LSTM model is provided. We discuss
the simulation’s outcomes in Section 5, and we conclude the
study in Section 6.

3. System and Channel Model

3.1. Channel Model

As a result of multipath propagation and node mobility,
fading links transform from being frequency-flat to time-
selective. ISI is caused by time-varying channels and 5G-
OFDM uses a cyclic prefix (CP) to reduce it [36]–[42]. In this
work, the MIMO technique is employed by the base station
(BS) in order to connect withW vehicular nodes (VNs) in
NOMA-based V2V communication networks [10]. As the
VN moves away from the BS, the fading channel profile
changes from the near Rician-fading channel to a Rayleigh
channel. With the help of singular value decomposition (SVD)
techniques, the channels are converted to parallel fading links.
To take advantage of the diversity at the VNs, the receiver
uses maximum ratio combining (MRC), selection combining
(SC), or SVD schemes. However, because the diversity of
connections is non-identical under high fading conditions, the
predicted diversity increases when the independent but non-
identically distributed (i.n.i.d.) assumption is not realized [10],
[30]. The i.i.d. assumption adds complexity to the study,
but the conclusions are more realistic and relevant in real-
time communication and V2V network system design [38],
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[42]. Here, we analyze the performance of an S-LSTM-based
V2V NOMA networks over i.i.d. fading connections while
accounting for inaccurate CSI, and we compare findings with
the existing literature. This section also examines wireless
D/L V2I communications and considers the time selective
Nakagami-m model.
Mobile users communicating with a roadside BS move away
from that BS at a comparable v speed. Each VN has T receive
(Rx) antennas, whereas the BS hasK transmit (Tx) antennas.
Doppler spread is experienced due to the relative motion
between the VNs and the BS. i.i.d. Nakagami-m fading links
can be modeled by using the classical Jakes model and the first
order autoregressive model. The fading channel coefficients
between the BS and w vehicle at t time interval are expressed
as [10], [17]:

zw(w) = ρ
t−1
w zw(1) +

√
1− ρ2w

t−1∑
l=1

ρw(t− l − 1)ew(l), (1)

where ρw = J0 2·π·fc·νRsc
is the correlation factor for the gain

of the temporally neighboring channel, the carrier frequency
is denoted by fc, c is the light speed [4]–[8], [33], and trans-
mission symbol rate is represented by Rs. The zeroth-order
Bessel function of the first kind is defined as J0(:). The time
selective fading component is represented as ew(l) which is
modeled as the ZM-CSCG with variance σ2ew.
According to the working theory, destination tracking loops
are unable to keep up with time-varying channel variances
and can only estimate them during the first signaling period
of each transmitted block, because node mobility causes the
fading channel coefficients to change for each time instant
and transform a quasi-static Nakagami-m fading channel into
a time selective fading channel. This is because the quantity
of information that may be communicated is limited by the
time selected Nakagami-m fading connections, i.e. zw(1) as
ẑw(1). Furthermore, ISI and channel estimation error ẑw(1)
can be expressed as:

ẑw(1) = zw(1) + ẑϵw(1),

where ẑϵw(1) is the fading channel error coefficient distributed
as ZM-CSCG with variance σ2ϵ modeled as, CN(0, σ2e). The
small-scale fading channel is affected by the path loss. The
estimated value of the fading channel coefficient ẑw(1) is
affected by the path loss exponent ϵ, as a function of distance
dw between BS and mobile user w . At t = 1, the gain of
the fading link is given as, ẑw(1)|2 [5], [6], [17], [33]–[35].
The fading channel link gain is inversely proportional to the
distance from the BS to mobile user w. With the increasing
distance between the BS and the user, channel gain decreases.
At t = 1, the channel gain is:

|ẑ1(1)|2 ¬ |ẑ2(1)|2 ¬ . . . ¬ |ẑW (1)|2.

The BS uses superposition coding and power domain NOMA
to correlate the signals for various vehicles in the power
domain. When considering the channel order at time t, the
power coefficients assigned to vehicles are expressed in the
following order β1(t)  β2(t)  . . .  βW (t) [3]–[7], [33].

3.2. System Model

The use of DL to increase the performance of MIMO-NOMA
systems has recently gained in popularity. SIC-related research
based on DL uses a neural network (NN) to conduct channel
estimation, detection, decoding, and discarding of the decoded
signal. A DL-based SIC receiver performs better than MIMO-
NOMA under Nakagami-m fading channel conditions. Hence,
under time-selected Nakagami-m fading channel conditions,
we apply a modified version of the DL-based SIC, as suggested
in [35], to the uplink MIMO-NOMA system that uses BPSK
modulation. After analyzing DL-based SIC in [35], the system
model is formalized and DNN is applied in the SIC receiver.

Fig. 3. Schematic representation of uplink in a MIMO NOMA
(single cell) network.

Figure 3 illustrates the single cell uplink MIMO-NOMA
scenario over time selective Nakagami-m fading channel
conditions. The receiver has T antennas, andW represents the
total number of users. The schematic diagram demonstrates
that users are broadcasting their signals to the BS utilizing
the same frequency resources, but at varying degrees of
transmission power. According to the findings from [35]–
[43], the users must transmit many frames which include
both pilot and data symbols. When the frames are sent within
a coherent period, the channel impulse response is assumed to
be constant across the span of a single frame. Each frame has
N data symbols and J pilot symbols. Symbols with the letter
L in front of them are considered pilot symbols, whereas
those with theD letter denote data symbols. Inspired by the
analysis in [35], all users’ data signals are expressed as [35],
[43]–[45]:

R = ZPSD +ΨD, (2)
where SD represents the data matrix as:

SD = [SD1 , S
D
1 , . . . , S

D
W ]
T ∈ CW×N ,

where T is the transpose operator, W represents the total
number of users, while the total number of receive anten-
nas is T . SDw denotes the data vector of w-th user complex
modulated data symbol and can be given as [35], [44], SDw =
[SDw,1, S

D
w,2, . . . , S

D
w,N ]

T ∈ C 1×N and E(|SDw,N |
2
) = 1.

The fading channel matrix Z is represented as [30]–[35]:

Z = [z1, z2, . . . , zW ] ∈ CT×W ,

where zw = [zw,1, zw,2, . . . , zw,T ] ∈ CT×1 is the chan-
nel vector between w users. Considering the time selec-
tive Nakagami-m fading channel conditions, let the diag-
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onal matrix P be represented as [35], [43], [44], [46] P =
diag(λ1, λ2, . . . , λw). P represents the total available trans-

mit power and is equal to
W∑
w=1
λw ¬ P . ΨD is the AWGN

noise at the BS modeled as ΨD ∼ CN(0, N0I) ∈ CT×N .
The same approach can be used to represent all users’ pilot
signals at any frame [34], [35], [43], [44], [46], [47]:

RL = ZPSL +ΨL (3)

with energy of the symbol equaling:

E(|SLw,n|
2
) = 1.

SL stands for the pilot matrix and can be expressed as [44]:

SL = [SL1 , S
L
2 , . . . , S

L
W ]
T ∈ CW×J .

Channel noise ΨL ∈ CT×J is assumed to be AWGN noise
for pilot symbol transmissions at the BS. In articles [35], [43],
[44] the authors have considered the equal power allocation
scheme. Paper [46] analyzes mMTC with the assumption that
all mobile users have access to the same bandwidth. There are
several drawbacks to the equitable distribution of power. The
user should be allocated less power if they are close to the BS,
since the channel gain between them is higher than it would
be otherwise. Due to its poor channel gain, the distant user
needs a larger share of the available power. Using the dynamic
power distribution technique in [35], [43], [44], [46], [47],
the authors provide more power to the user with the lowest
gain, while giving less power to the user with the highest
gain. Availability of power at the BS is limited - let it be
represented by P . The total available power is distributed
amongW users. The power allocation factor λw is expressed
as [30]–[34]:

λw =
P

W
∀ w ∈ {1, 2, 3, . . . ,W}.

Let user 1 be nearest the BS user w is the farthest user. Chan-
nel gain decreases with distance, as ||z1||  ||z1∥  . . . 
||zW ||. Detecting the received signals involves recovering
the signal at the receiver. A standard MIMO-NOMA receiv-
er must perform channel estimation, signal detection, and
demodulation before extracting the signal. The operation of
a conventional SIC receiver is shown in Fig. 4. The strength
of the signals provided by users will be used to discern their
meanings. To do this, we start by decoding the user who is
experiencing optimal channel circumstances, and then we
deduct their signal from the composite signal. Then, the user
with the second-highest signal strength will have their code
decrypted. The process will be repeated until the individual
user whose signal strength is the weakest can be deciphered.
Operation of SIC is determined by the user count. SLw pilot
symbols allow the channel to be estimated during the pilot
broadcast. Using zero forcing (ZF)-SIC and MMSE SIC,
MIMO-NOMA can successfully cancel interference. The data
vector (estimated value) for mobile user w can be obtained by
employing the ZF-SIC receiver as [21], [33]–[35], [44], [46]:

ŜDw = ZwR
D, (4)

Fig. 4. Schematic representation of a SIC-based receiver.

where ẑw is the channel estimation vector of user w, as:

ẑw = [ẑ1, ẑ2, . . . , ẑT ]
T ∈ CT×1 and

Zw = ẑ
H
w (ẑw ẑ

H
w + I)

−1.

Next, the (w+1)-th user’s signal is decoded after the decoded
signal is subtracted from the received signal. Similarly, the
detection for userw using MMSE-SIC may be written as [32],
[35], [37], [43], [44], [46]–[48]:

ŜDw =WwR
D. (5)

where Ww = ẑHw (ẑwẑ
H
w + ρ

−1I)−1 and ρ is the received
SNR given by [30], [33]–[35], [43], [44]:

ρ =
Pr
N0
. (6)

Also, the SINR of user w is given as [30], [33]–[35], [43],
[44]:

SINRw =
λwρ|zw|2

w−1∑
j=1
λjρ|zj |2 + 1

(w ̸= 1). (7)

Furthermore, the SINR calculation for user 1 is [30], [33]–
[35], [43]–[46]:

SINR1 = λ1ρ|z1|2. (8)

To communicate with the SIC receiver, the DNN protocol has
been established. According to the results of the preceding
research, a standard SIC receiver starts by making an estimate
of the CSI based on the transmitted symbols that match
the pilot symbols. The estimated CSI may then be used for
reconstruction of the received signal. The DNN, in contrast
to the DL-based SIC technique, is trained during the pilot
transmission and then utilized to recover the transmitted bits
without explicitly calculating the channel state or discarding
the decoded signal. This is possible because the DL-based
SIC approach makes use of DL.
To decode the data from a single user, a DNN with layers
that are completely linked is used at each stage of SIC. In
addition to input and output layers, the DNN design includes
two hidden layers. Except for the first SIC step, the DNN
output layer decodes bits for each user, whereas the input
layer receives the composite signal and previously decoded
signals. DNNs are trained to convert the input data matrix
into bit sequences for the broadcast. The user with the best

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 51



Ravi Shankar, Bhanu Pratap Chaudhary, and Ritesh Kumar Mishra

channel condition would have their data deciphered first, as in
the traditional SIC system. Then, in SIC, the second-strongest
user is decoded. In this manner, the procedure is repeated to
decode the user at the lowest level. Modulation order C is
used to determine which nodes of each DNN will be used
as outputs. BPSK requires two nodes, whereas BPSK needs
four. Figure 5 shows a two-user DL-based SIC architecture.
After each DNN SIC, the next modulation block modifies the
decoded user bits. During SIC, the user’s modulated symbols
are delivered to DNN.

Fig. 5. Schematic representation of a DL-based SIC receiver.

DNN is composed of Q fully linked layers, and the Softmax
function is used on the output layer of each DNN. Firstly,
we consider the input vector s = {s1, s2, . . . , sc} ∈ RC×1
and we can find a way to express the output vector Φ =
{Φ1,Φ2, . . . ,ΦC} using real number values in the range of
0 to 1 that add up to 1 [48]. The Adam algorithm optimizes
performance by decreasing the categorical cross-entropy loss
function between output and training objectives. The loss
function is given as [32], [35], [43]–[48],

loss =
J∑
j=1

C∑
c=1

Bjc log
(Φjc
2

)
, (9)

whereBjc is a binary ground truth indicator such thatBjc = 1
only holds if and only if the j-th sample belongs to the c-th
class. The Softmax’s output probability that the j-th input cor-
responds to the c-th class is represented by the Φjc symbol.
Consider fw(.) to be the w-th DNN’s processing compo-
nent, with function fw(.) defined as fw(.) : R(T+w−1) →
{0, 1}log2(c×2), which maps the combined signal and the pre-
viously decoded signal of the (w−1)-th users to the broadcast
bit of user w [49]–[53]. This is possible because all users’
complex signals can be split into real and imaginary parts. To
estimate the function of the w-th DNN, the weight and bias
matrix are changed after pilot symbol training. Specifically,
ELU and ReLU are used as activation functions for the first
and second hidden layers.

4. DL Based NOMA Receiver

4.1. S-LSTM Basics

LSTM cells are presented in Fig. 6 [31]–[33]. Recurrent
neural networks (RNNs) are known as LSTM networks, and
they can learn the long-term associations that exist between

sequence time steps. An LSTM network is made up of several
different layers, two of which are the sequence input layer and
the LSTM layer. A sequence input layer is a component of
the network that is responsible for the transmission of data
to the network in the form of sequences or time series. An
LSTM layer will learn the long-term connections that exist
between the many time steps that make up the sequence data.
The LSTM architecture is shown in Fig. 7 [32], [33]. The
sequence input layer is followed by the LSTM layer. Three
layers are used to forecast class labels: a fully connected layer,
a Softmax layer, and a classification output layer. Figure 8
[32], [33] shows a basic regression LSTM network. The
first two network layers are sequence input and LSTM. The
network’s last layers are completely linked and regressed.
Figure 9 shows the video classification network architecture.
The image sequences could be networked with the help of
a sequence input layer. To independently apply convolutional
processes to individual video frames, each frame needs to
include a sequence folding layer, followed by convolutional
layers, and finally a sequence unfolding layer. To use LSTM
layers to learn from vector sequences, we must first deploy
a flattened layer – Fig. 9 [32]. In its most basic form, an
LSTM model comprises a single hidden LSTM layer followed
by a feed-forward output layer. S-LSTM is a variant of this
paradigm that includes several hidden LSTM layers, each with
numerous memory cells. As more and more LSTM hidden
layers are stacked, the model becomes more complex, and
the technique becomes more acceptable as DL. The hierarchy
provided by the DNNs’ several layers is frequently credited
with its effectiveness. Each layer solves a smaller subproblem
before passing the solution to the next layer. The DNN may be
thought of as a processing pipeline, with each layer performing
a specific task and passing the data on to the next layer to be
processed.

Fig. 6. Schematic representation of an LSTM cell.

Fig. 7. Schematic representation of a simple LSTM network for
classification.

Adding extra hidden layers to an NN multilayer perceptron
makes it more complex. High degrees of abstraction can be
achieved by combining the learnt representation from pre-

52
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022



Investigation of Vehicular S-LSTM NOMA Over Time Selective Nakagami-m Fading With Imperfect CSI

vious layers with the additional hidden layers. Lines, forms,
and objects are just a few examples here. A single, suitably
deep hidden layer. Most functions may be approximated us-
ing multilayer perceptrons. An alternative approach that uses
fewer neurons and trains more quickly involves deepening
the network. After all, depth optimization is a form of repre-
sentational optimization.

Fig. 8. Schematic representation of an LSTM network for regression.

Fig. 9. Schematic representation of a video classification network.

In [25], the authors proposed S-LSTM or deep LSTMs for
their speech recognition application. The authors achieved
this by solving a difficult standard problem. RNNs are deep
in time, because they use hidden states. This paper examines
the question of whether RNNs may also take advantage of the
benefits of depth in space, i.e. the practice of placing numer-
ous, recurrent hidden layers one atop the other, the way that
feedforward layers are built in conventional deep networks.
Layered LSTMs have recently solved difficult sequence pre-
diction tasks. S-LSTM architecture is a name given to an
LSTM model that is made up of multiple, different layers of
LSTMs. A higher-level LSTM transmits values to a lower-
level LSTM. Each input time step should have a separate
output time step (Fig. 10), instead just of one such step. It is
necessary to generate one output time step for each input time
step, and to generate one output for each input [29].

Fig. 10. LSTM architecture.

4.2. Model Training

OFDM data packets consist of 92 carriers, and each packet
consists of four OFDM symbols. Three pilots are assigned
to detect fading channel coefficients. The number of bits per
carrier is 4, because channel detection is a very complex
task and more bits are assigned per subcarrier. After the

carriers have been assigned, the next step is to create a feature
vector (FV) and, despite the fact that data symbols are of
a complicated nature in the training stage, this step must be
completed before moving on. The symbols include both real
and imaginary components in their construction. The number
of subcarriers influences the size of the FV in a significant
way. The FV dimension may be expressed as 92×4×2 = 736.
The S-LSTM NOMA channel estimator acquires the ability
to comprehend the signal connected to the k-th subcarrier
after having the key labels included in the training process.
A label is a numerical representation of a signal sent by two
users together. There will be 30 combinations/labels, since
BPSK symbols are being transmitted by both users. DNNs
are created with Python and Matlab by attaching DL layers
to the DL Toolbox and GPU accelerator. Tensor flow and
the Sigmoid activation function are employed in the receiver
analysis. A fully linked layer comes after the S-LSTM layer.
This layer has an output size of 30 bits and contains 280 hidden
units. The classification layer is responsible for generating
putative labels that will be used to map the signals that are
being concurrently sent by both users, and the Softmax layer
is the one that will apply a Softmax function to the input.

5. Simulation Results

In this section, performance comparisons have been presented
between S-LSTM and other conventional NOMA receivers, in
terms of node mobility, SIC error, and imperfect CSI. Further,
the S-LSTM NOMA receiver is trained using simulation data
and the end-to-end SER and OP are examined. Performance of
the system is investigated for each subcarrier, over the various
SNR regimes. The effect of ISI and Doppler spread is thought
to be reduced in both online training and offline training by
assuming that the fading links are time-selective and there
is imperfect CSI. All i.i.d. fading links receive a distinct
random face shift from each OFDM packet, enabling the
analysis of time-selective fading channel conditions. This
proposed scheme is trained using 550,000 OFDM samples
over 280 epochs, while considering all real-time propagation
scenarios, i.e. those involving SIC error and imperfect CSI.
The accuracy of S-LSTM-based receivers is evaluated using
optimal or maximum probability receivers. In simulations,
the carrier frequency is 25 GHz, CP duration is 20 and 25 s,
the number of subcarriers is 92, and the number of multiple
paths is 60, 70, 80, and 90. BPSK constellations have been
used, and the maximum delay spread is set to 25 µs. Table 1
shows the simulation parameters.

5.1. OP Performance in Time-selective Fading Channels
with VNs and Imperfect CSI

OP performance and average SER performance of the different
modulation schemes for NOMA-based 5G V2V networks
have been compared to validate the analytical findings given
in the preceding sections. Consider a D/L V2V scenario in
which all VNs are moving away from the BS at 130 km/h.
The BS establishes connections with VN1, VN2, VN3 and
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VN4 using the carrier frequency of fc = 25 GHz and the
transmit symbol rate of Rs = 20Mbps. Assume that VN1
is the farthest user, and that it has a weak fading channel
gain. The channel gain also decreases significantly when the
VN1 moves away from the BS. For VN2, the user closest to
the BS, channel status fluctuates or is inversely proportional
to distance and node mobility in the simulations. Channel
coefficients change very fast, and gain is highly reduced as
node mobility rises. For 25 GHz and 30 GHz frequency bands,
the path loss exponent values are 1.64 and 3.10, respectively.
The power allocation factors in the simulations for VN1, VN2,
VN3, and VN4 are 0.60, 0.25, and 0.10, 0.05, respectively.
The dynamic power allocation approach is employed. The
target data transmission rate is fixed at 2 bps/Hz, yielding the
threshold SNRs of 2, 4, 6, and 8 for VN1, VN2, VN3, and
VN4, respectively. An autoregressive process with a variation
of 0.01% at a certain point in time may be used to simulate
a time-selective fading channel.

Tab. 1. Simulation parameters.

Simulation settings Type or value
Total number of vehicular
users 10

Number of Tx/Tr 20/10
DL optimization scheme Stochastic gradient descent
Training rate 0.004
Number of complex
modulated symbols 5000

Number of hidden layers 280
Hidden layer activation
function Parametrized ReLU

Number of training epochs 280
OPA factor 0.75, 0.25
Complex modulation scheme BPSK
Fading channel used in
simulation

Time selective i.i.d.
Nakagami-m fading links

Algorithm 1. MIMO-NOMA DL-based training algorithm
1. Initialization of the DL model
2. Parameter initialization
3. Data normalization
4. Generation of training data symbols and formatting of the

data symbols. In simulations, the total number of time
slots is Ts and the data vector is:
SL = [SL1 , S

L
2 , . . . , S

L
W ]
T ∈ CW×J . The l-th slot time

slot data is S[l−th].
5. Set the hidden layer and output layer’s important settings,

including epochs, data training rate, dropout, and output
functions

6. Assigning bias and weight to DNN layers
7. Calculation of the output data vector
8. Calculation of the loss function as:

Loss = −
J∑
j=1
−
C∑
c=1
−Bjc log(Φjc2 )

9. Use the stochastic gradient descent technique to compute
the correction parameter and to update the simulation
settings to seek OPA factors that provide the minimum
SER and OP

10. If the loss function is not satisfactory, then recalculate the
loss function

11. Using the test data, evaluate the trained DNN and generate
OP vs. SNR and OP vs. SNR plots

Figure 11b shows the user’s OP performance for S-LSTM
MIMO-NOMA and MIMO-OMA for m=3. When compared
to m = 2, the performance is better, since the diversity of
benefit form = 3 is better (severity of fading decreases with
an increase in the value of the fading severity parameter). It
can be readily seen that MIMO-NOMA outperforms MIMO-
OMA when m = 3, by a difference of 4 dB. However, the
performance decline brought on by i.i.d. consideration is
more pronounced whenm = 3, as opposed tom = 2. The
influence of i.i.d. consideration is shown to decrease under
non-line of sight conditions. Because in non-line of sight
communication, the channel is no longer Rayleigh faded,

Fig. 11. OP vs. SNR for MIMO NOMA considering node mobility
and imperfect CSI: a)m = 2 and b)m = 3.

54
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022



Investigation of Vehicular S-LSTM NOMA Over Time Selective Nakagami-m Fading With Imperfect CSI

and in this simulation, we have considered the time selective
Nakagami-m, with more generalized fading. OP performance
for m = 4 and 8 for the maximal ratio combining (MRC)
NOMA and OMA is shown in Fig. 12a–b. Becausem = 4
has more severe fading,m = 8 has better OP performance
for 1× 4 and 1× 8 thanm = 4. It can be readily seen that
the simulation results differ from the analytical results if the
likelihood of error is less than 10−4. This is because the
simulation’s sample size was practically limited owing to
computer-related restrictions.

Fig. 12. OP vs. SNR for 1 × 8 and 1 × 4 MIMO NOMA for: a)
m = 4 and b)m = 8, considering node mobility and imperfect CSI
and error variance equal to σ2ϵ = 0.02.

Figure 13 shows a MIMO-NOMA with 4×2 and 8×4 anten-
na configurations, with imperfect CSI. The simulation results
show how imperfect CSI error impacts the functionality of
UN2 and UN3. UN2 is affected by interference from UN1,
whereas UN3 is affected by interference from both UN1 and
UN2. As a result of an increase in SIC error, it is seen that
UN3 exhibits a greater rate of performance deterioration than
UN2. For both vehicles, 8× 4MIMO performs better than
MIMO because of its higher diversity gain. Simulations of the

net throughput and sum-rate between two VNs are performed
for SISO-NOMA, SIMO-NOMA, and MIMO-NOMA. The
power coefficients for UN1 and UN2 are β1 = 0.70 and β2 =
0.30, respectively, while the i.i.d. channel has a decaying fac-
tor of 0.40. It is assumed that the receiver has access to the ide-
al CSI. MMSE channel estimation also shows the sum rate per-
formance. Periodically, the BS transmits pilot signals for the
purpose of channel estimation. Even if the velocity is higher in
the case of S-LSTM when compared to the S-LSTM scheme,
SER performance is better compared to the LSTM NOMA
scheme. This is something that can be clearly recognized.

Fig. 13. Performance comparison between the 8 × 4 and 4 × 2
MIMO NOMA system over time selective Nakagami-m fading
channel considering SIC error.

5.2. Effect of the Number of Pilot Symbols and Clipping
Noise

As shown in Fig. 14, both MMSE and LS approaches may pro-
duce accurate estimates and detection rates when 120 pilots
are used. Standard MMSE, LS, and SIC-based receivers are
outperformed by the S-LSTM based NOMA detector. MMSE
and SIC-based receivers’ detection accuracy decreased by
15 dB SNR after limiting the number of pilots to 35, for both
VN1 and VN2. Additional pilots make it abundantly evident
that when the velocity between communication nodes ris-
es, the fading links transform from being frequency-flat to
time-selective, resulting in a decreased SER. However, the DL
NOMA receiver can equal the performance of the 120-pilot
example. This demonstrates that the S-LSTM-based receiver
is more dependable for many pilots and can attain a higher
level of performance with a lower number of pilots.
In Fig. 15, a comparison of performance is provided for
various values of CP. Considering the scenario in which
lengthCP is greater than lengthimpulse response, DL NOMA works
considerably better as opposed to the scenario the lengthCP is
less than lengthimpulse response. Because the channel is changing
at every instant, it has been demonstrated in the literature [12]–
[16] that neither MMSE nor LS schemes can properly detect
the fading channel coefficients. Due to the ISI effects caused
by temporal selectivity, the ideal ML-based NOMA receiver
can no longer provide the optimal response, even in the
event of perfect CSI. In a real-time communication scenario,
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Fig. 14. Performance comparison between S-LSTM and conven-
tional NOMA receivers for various pilot numbers, considering node
mobility and error variance equal to σ2ϵ = 0.02.

frequency-selective links are needed to check the robustness
of the S-LSTM NOMA receiver.

Fig. 15. Performance comparison between S-LSTM and conven-
tional NOMA receivers for various CP length values, considering
node mobility and channel error variance equal to 0.02.

When the influence of node mobility is disregarded, the S-
LSTM NOMA receiver’s end-to-end error performance under
frequency flat fading channel circumstances is in near agree-
ment with the ideal ML-based NOMA receiver. Additionally,
the end-to-end error performance of the Nakagami-m con-
nections considerably improved as the shape parameter or
amount of fading was increased. Additionally, the S-LSTM
NOMA detector for VN2 (far user) in Fig. 16 is robust in
terms of signal intensity and has an impact on conventional
error estimation. Performance of the DL NOMA detector is
equivalent to the optimal fading channel circumstances and is
more resistant to random channel fluctuations.
The simulated results have demonstrated that a reduction
in node velocity improves end-to-end system performance.
One of the issues that arises in connection with the use of
power amplifiers, is non-linear clipping noise. To maintain

Fig. 16. SER vs. SNR plots considering all impairments for time-
selective Nakagami-m fading connections.

the linearity of the power amplifier, the envelope cancella-
tion scheme is used in this work. In Fig. 16, end-to-end error
performance comparisons have been provided between the
S-LSTM, MMSE and conventional NOMA receivers, con-
sidering BPSK modulated symbols. The S-LSTM NOMA
detector has been found to perform better overall than the tra-
ditional SIC-based NOMA receiver when the clipping ratio
is equal to two and the SNR is more than 14 dB. As shown in
Fig. 17, performance improves significantly when S-LSTM is
used, but the end-to-end system performance improves with
a decrease in node velocity.

Fig. 17. Performance comparison between S-LSTM NOMA and
other conventional NOMA schemes for various CP.

The time-varying fading channel coefficients in the online
phase, considering BPSK symbols, are calculated using of-
fline data sets. Performance difference between the offline
and online states is shown in time-selective fading. Further-
more, these differences must be stable for the trained model.
Figure 18 presents the results of the effect that is caused by
changing the fading relationship statistics that are used dur-
ing the training and testing stages. It is easy to understand
that the performance of SER will improve if the number of
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Fig. 18. Performance S-LSTM NOMA for various number of paths
and delays with node velocity equal to 120 km/h.

possible paths is increased while maintaining the same fixed
propagation delay.

5.3. Impact of Training Rate and Packet Length

The achievable data rate plots for VNS are demonstrated in
Fig. 19, along with an investigation for the S-LSTM MIMO-
NOMA receiver trained at various training rates. It is evident
that a lower training rate leads to a greater data transmission
rate, supporting the hypothesis that a higher training rate
would result in more frequent weight changes and a bigger
validation error. A lower training rate of 0.004 improves
accuracy, but slows down convergence, since more updates
are required.

Fig. 19. Achievable data rates for various training data rates, con-
sidering node mobility equal to 120 km/h and error variance of
σ2ϵ = 0.02.

To balance training accuracy and duration, the training rate
has been adjusted to 0.03 for all other simulation scenarios.
Smaller packets, however, offer reduced testing precision.
Figure 20 shows the data rate that is achievable for different
packet lengths when the node mobility is set to 130 km/h and
the error variance is set to σ2ϵ = 0.02. Additionally, more data
is used to offer a more precise estimate of the gradient for

Fig. 20. Achievable data rate for various packet lengths, considering
node mobility equal to 130 km/h.

each update, even though larger-sized packets require fewer
iterations and updates of S-LSTM’s parameters. Therefore,
a final receiver with superior performance benefits from larger
packet sizes.

6. Conclusion

This work presents a preliminary analysis of an S-LSTM-
based MIMO-NOMA receiver and considers node mobility,
SIC error and channel estimation error. Relative velocity
between the BS and mobile users yields the ISI and time se-
lectivity results in the enhanced end-to-end SER increase and
OP. The simulation results show that the S-LSTM technique
works better than the conventional SIC receiver and is more
resistant to limited radio resources, such as SE, energy effi-
ciency, number of pilot symbols, training rate, packet length,
and CP than previous channel estimation methodologies. For
more complex models, such as S-LSTM MIMO-NOMA sys-
tems, more research and testing will be performed. The entire
training and testing procedure presented in this work starts
with a time-selective channel profile. The impacts of node
mobility and imperfect CSI will be examined for use in ac-
tual applications, in order to further evaluate the S-LSTM
NOMA model’s resistance to random channel profiles.
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Abstract  In the era of renewable energy, offshore wind farms
play a very important role. The number of such installations
in Europe is increasing rapidly. With the growing capacity of
wind turbines installed in these farms (3, 5, 10 MW), the prof-
itability of this type of energy systems plays an increasing role.
The number of wind energy turbines installed at offshore wind
farms is growing constantly as well. Once installed, the pow-
er plants must be under constant technical supervision, with
reliability of electronic communication systems being a particu-
larly important aspect in the operation of offshore wind farms.
Considerations focusing on this subject form the very core of
this paper. After an introduction to offshore wind farms, the
following aspects will be discussed: redundant topologies, e.g.
multiple HiPERRings, redundant switches and routers within
the backbone networks, redundancy of the transmission media
used, alternative transmission technologies, e.g. WLANs (IEEE
802.11h, IEEE 802.11g). Finally, requirements applicable to re-
liable electronic communication systems used in offshore wind
farms will be formulated.

Keywords  communications technology, offshore wind farms,
reliability, redundancy, telematics systems

1. Introduction

The 21st century is characterized, inter alia, by major changes
taking place in the field of energy sources. Renewable ener-
gy generated with the use of wind, water, sun and biological
resources is relied upon ever more widely and plays an impor-
tant role in the energy mix. Wind energy offers great potential
here, as this source is available virtually anywhere in the
world. Consequently, many companies have been stimulat-
ed [1] to design, manufacture and operate sufficiently large
and profitable wind turbines. Especially in coastal areas, such
a source of energy source may be very profitable. Therefore,
in recent years, many offshore wind farms have been erect-
ed in numerous coastal countries of Europe (e.g. England,
the Netherlands and Germany) and all over the world (e.g.
USA, China, Australia) [2]. The construction of such farms is
very costly and time-consuming. It also required a significant
technical effort and poses a number of logistical challenges.
Safety plays an important role in the operation of offshore
wind farms. Three distinct aspects may be distinguished here:
– safety of personnel performing construction, operation,

and maintenance works,
– safety of navigation through wind farms,

– reliability of communications between specific wind farms
systems and components.

In the first case, the focus is on identifying specific compo-
nents/elements of the wind farm, as well as on describing the
escape routes and alarm systems used in the event of an acci-
dent/failure. In the second case, rules need to be developed to
enable shipping along very narrow (2 km wide) corridors be-
tween water farms, especially at waterway intersections. In
the third case, reliable communication needs to be ensured
between components/subsystems of the wind farm, regardless
of the weather conditions and of the time of year. It is this
area of activity that constitutes the main topic of this work.
This paper systematizes and expands on the content of the
internal technical report [3].

Initially, aspects related to the construction of offshore wind
farms will be presented briefly. Next, a general concept of
a telematics system relied upon for ensuring communication
within these farms will be described. The article will focus
primarily on the techniques and methods fostering reliability
of this type of communication. The “redundancy” will play
a special role here. At the end of the work, requirements
applicable to a reliable telematics system used in offshore
wind farms will be formulated. The work will conclude with
a summary and outlook concerning future work.

2. Telematics Systems in Offshore Wind
Farms

Construction of wind farms in coastal areas requires intensive
cooperation and coordination between wind farm operators on
the one hand and manufacturing, administration, and transport
companies on the other. This is a very complicated and
time-consuming process. Good management is a key factor
determining whether such projects turn out to be successful
from the business point of view.

Figure 1 shows a typical layout of an offshore wind farm [4].
It illustrates how large such farms may be and how close are
turbines located to each other (in rows!). In order for this
comprehensive system to work effectively, many specialized
systems supporting its management and monitoring are nec-
essary. Reliable communication between these systems plays
a key role here.
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Fig. 1. Offshore projects by Bernstein and Citrin in the North Sea.

In order to ensure effective and reliable operation of offshore
wind farms, all components and subsystems of these farms
must remain under constant supervision. Suitable telematics
systems must be designed and implemented for this purpose.
Figure 2 shows a block diagram of a telematics system in-
tended for offshore wind farm projects [3].

The telematics system presented in Fig. 2 consists of numerous
hardware subsystems and software components, such as:
– WET control station. It is responsible for the controlling

the operation of individual wind turbines;
– Power management. It collects measurement results con-

cerning, inter alia, voltage and current levels, turbine power,
frequency of the current generates. This system also allows
to control the measured parameters of the wind farm;

– Communication connection. It serves as an interface with
the telecommunications network providing access to indi-
vidual subsystems of the wind farms;

– Weather station. It measures the meteorological parameters,
such as wind direction and force, air temperature, etc.;

– Online portal. It collects large amount of data concerning
the wind farm;

– Reporting station. It offers visualizations of the current
condition of and provides an overview of the historical data
related to the wind farm.

Offshore wind farms are built at a considerable distance
from the coast, for example in Germany: Alpha Ventus –
43 km, Borkum Riffgrund West – 50 km, Dan Tysk – 70 km,
Sandbank24 – 90 km. Due to the long distances to mainland,
the farms’ telematic systems are connected to public networks
using optical fibers. At distances of up to several kilometers,
multimode 50/125 µm optical fibers with a wavelength of
1300 µm and attenuation values of 1 dB/km are used. For
longer distances, which should not exceed 30 km, however,
9/125 µm single-mode optical fibers with a wavelength of
1300 µm and attenuation value of 0.4 dB/km are used. For
distances of over 30 km, 9/125 µm single-mode fibers with
a wavelength of 1550µm and attenuation factor of 0.25 dB/km
are relied upon.

The technical requirements that must be met by specific wind
farm components are another important aspect. All parts
must function reliably in harsh environmental conditions,
often over periods of many years. Electronic devices must
function properly over a wide temperature range (−30◦C to
+60◦C) and must also prevent the ingress of moisture and
contamination. IT systems used must comply with the ISO
20653 standard [5] as well.
Telematics systems for offshore wind farms need to com-
ply with strict reliability requirements. Due to long distances
between wind farms and mainland, maintenance and servic-
ing operations may only be performed in favorable weather
conditions and are governed by numerous constraints. Thus,
a high level of reliability of IT systems used in wind farms
must be guaranteed. Table 1 shows an overview of the specific
reliability classes according to [6].
Tab. 1. Overview of reliability classes and unavailability time.

Class Reliability [%] Down time, per
year

Stable 99.0 3.7 days
Available 99.9 8.8 h
Highly available 99.99 52.6 min
Insensitive to errors 99.999 5.3 min
Fault tolerant 99.9999 32 s
Free of errors 99.9999 3 s

To illustrate the importance of reliability, two failure scenar-
ios affecting offshore wind farms will be discussed. The first
one assumes that errors occur without any external interfer-
ence, e.g. failure of a device supplying power to electronic
components. The other one involves errors caused by de-
liberate human action, e.g. by switching off devices while
performing maintenance work. In the first case, failures may
be prevented by using such equipment as uninterruptible pow-
er supplies (UPS) which are capable of supplying electricity
to electronic devices for the required period of time. In the
other case, reliability depends on redundant solutions imple-
mented within the wind farms. This topic will be covered in
detail in the next section.

3. Redundancy in Wind Parks

When designing and building high-quality telematics sys-
tems, special attention should be paid to the redundancy of
their components. Redundant elements may be connected to
each other in series or in parallel. It is known from the relia-
bility theory that the reliability of a system relying on series
connections is described by:

P (A ∪B) = P (A) + P (B) = P (A ∩B), (1)

For parallel connections, Eq (1) takes the following form:

P (A ∪B) = P (A) · P (B). (2)

For example, if P (A) = P (B) = 0.1, then total reliabili-
ty of a system made up of components connected in series
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Fig. 2. Block diagram of a telematics system intended for offshore wind farms.

equals 0.81, and in the case of a parallel connection, it amounts
to 0.99. This is a very convincing example, showing that in
order to ensure high reliability of the entire system, its re-
dundant elements should be connected in parallel. Therefore,
parallel connections are used in redundant offshore wind farm
systems.

3.1. Ring Redundancy

The individual wind energy turbines (WET) are most often
positioned linearly and at equal distances from each other (see
Fig. 1). Figure 3 shows a typical ring topology connection
between WETs, relying on optical fibers. Two optical fibers
(transmit and receive) are sufficient for a basic connection
between WETs. Four optical fibers are required for a redundant
WET connection. Since Ethernet data transfer between two
points can only take place using an unambiguous connection
path, the primary ring structure is interrupted by a redundancy
check. To overcome this problem, a redundancy manager
(RM) is used. It is a functional block implemented in the
switch with the smallest number and is only available once
in HiPERRing [7]. If all the connections in HiPERRing are
working properly, the RM transforms the ring structure into
one of the linear type. Using test and control packages, the
RM controls the functioning of the ring structure. If one

switch fails or the optical fiber in the physical ring fails, the
test packets sent via one port will not be received using the
other. In this case, the RM activates the redundant connection,
i.e. uses the other fiber optic path.

The reconfiguration time should be less than 500 ms. There-
fore, the number of WETs in one ring is limited to approx.
10–15. If an offshore wind farm is made up of a large number
of WETs, these must be linked together by multiple HiPER-
Rings. The individual HiPERRings lead to the communica-
tions point (see Fig. 2), where they are connected to each
other.

Using the multiple HiPERRing technique, it is possible to
efficiently commutate redundant rings. The rings are divided
into main ring and subrings. Naturally, it is possible to connect
multiple subrings to one main ring. The multiple HiPERRing
technique enables the start and end point of one subring to be
connected to the main ring at different locations (Fig. 4).

If media redundancy protocol MRP [8] is used for commuta-
tion in the sub-rings, it must also be used in the main ring
and in the LANs defined within the main ring. If a HiPER-
Ring is used in the main rings, the MRP protocol can be used
in the subrings. The formation of mesh structures between
rings or their cascading are not allowed.
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Fig. 3. Typical WET ring structure cabling layout with redundant optical fibers.

Fig. 4. Structure of a telematics system based on the main- and
sub-rings concept.

By using additional cables, it is also possible to ensure a re-
dundant connection between the two rings. Such an approach
guarantees that communication may be maintained also if
more than one ring element malfunctions. Access to other
functioning components is possible by relying on the redun-
dant cables existing within the structure. However, HiPER-
Ring or MRP techniques cannot be used at the junction of the
two rings, where the Rapid Spanning Tree Protocol [9]–[10]
(RSTP) must be deployed.

3.2. System Redundancy

The term “system redundancy” means that multiple IT com-
ponents are used. Such redundancy is not always necessary or

beneficial, and always leads to increased costs and additional
implementation-related efforts.

Figure 5 shows an example solution ensuring system redun-
dancy, in which one defective HiPERRing is connected to
two independent switches in the backbone network (com-
munication point, see Fig. 2). The failure of one switch in
the backbone is immediately compensated for by a well-
functioning second switch. Communication between switches
in the backbone could be additionally supported by relying
on the link aggregation technique [10]–[11]. The use of such
a technique would be another factor boosting redundancy of
the system.

Fig. 5. Example of a solution offering system redundancy.
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3.3. Media Redundancy

Media redundancy involves the use of various forms of com-
munication. Cables are used as the primary communication
medium. In practice, as an alternative, radio channels are used
as well. In order for the alternative communication medium
to function effectively, the system components relying on ca-
ble and radio channels must be completely independent of
each other. This means that the use of different communica-
tion media leads to the creation of separate, independently
functioning communication networks.
Figure 6 shows an example of the use of various commu-
nication media. Two rings are presented, with one of them
based on a cable and the other on a radio link. Both rings
are connected to each other via suitable coupling elements
at the communication point. Since WETs are placed in rows
(see Fig. 1), the radio link must always provide a WET-WET
connection. As the MRP protocol is used, it would be advis-
able here to ensure a low reconfiguration time. On the other
hand, this type of connection requires a significant imple-
mentation effort, as each WET must be equipped with two
antennas. Furthermore, even if one WET fails, the radio ring
is interrupted immediately. This is a major drawback of the
ring structure and, therefore, such a solution is not used in
offshore wind farms.

Fig. 6. Example of a ring-shaped radio network.

Figure 7 illustrates two cable-based ring networks and an
additional star-shaped radio network. The radio network is
controlled from a central point (master station). Hence, it is
possible to communicate via radio channels with any WET
device (slave station). This structure is dominated by point-
to-multipoint connections. The insignificant implementation
effort is an advantage here (only one antenna per WET is
required only). Additionally, each WET can be individual-
ly pooled by the master station. Moreover, the failure of one
WET does not affect the communication between other sta-
tions. These are the big advantages of the star topology. The
drawback of star-shaped systems is the low bandwidth they
are capable of achieving on dedicated radio channels. Their
throughput depends on the number of WETs within the farm
and on the shared medium assigned to the entire system. Ad-
ditionally, it may be the case (especially in large farms) that

radio waves emitted by individual WETs will interfere with
each other and, therefore, communication may be difficult.

Fig. 7. Example of a star topology radio network.

The star topology seems to be a suitable solution for offshore
wind farms. It is easy to implement and offers good reliability
of the entire system. Radio networks may be based on a num-
ber of well-known standards, such as IEEE 802.11h (up to
54 Mbps in the 5 GHz band [12]) and IEEE 802.11g (up to
54 Mbps in the 2.4 GHz band [13]). Upcoming standards,
such as IEEE 802.11n (248 Mbps gross bitrate in the 2.4 and
5 GHz [14] bands) and IEEE 802.11s (for radio mesh net-
works [15]) should be taken into account as well. When using
these types of systems, one should bear in mind that the total
capacity of the system is shared among all installed stations.
In addition, data transfer speeds may be significantly reduced
due to interference (e.g. generated by radar working in the
5 GHz band). Weather conditions also exert a negative impact
on radio channels, causing interference and, consequently,
degrading the range of the networks. Finally, it should be em-
phasized that in the case of radio networks, the transmitted
data must be secured by technologies such as wired equivalent
privacy (WEP) [16] and Wi-Fi protected access (WPA) [17].

4. Requirements for Telematics Systems in
Wind Farms

Based on the information presented in the previous chapters,
one may specify the requirements applicable to telematics
systems used in offshore wind farms. The highlights of such
a specification include the following:
– IT components must be adapted to the prevailing environ-

mental and operational conditions (i.e. temperature, air
chemistry, mechanical impacts, humidity, etc.). The most
stringent ISO standards have to be respected;

– Components of telematics systems must be implement-
ed redundantly. Parallel connections between individual
elements of the telematics system should be used;

– The communication networks used should be redundant,
i.e. should be based on main and subring topologies;
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– When designing and building telematics systems, attention
should be paid to the use of various types of transmission
media (cables, radio links). It should be noted here that
media redundancy involves the construction and operation
of communication systems operating independently;

– State-of-the-art data security solutions must be implement-
ed;

– When designing and building telematic systems, inter-
national standards applicable to IT systems need to be
observed.

5. Summary and Outlook

This paper is devoted to the reliability of telematics systems
used in offshore wind farms. After a short introduction, the
main characteristics of such systems and the data network
structures most frequently used in wind farms are described.
Next, the general concept of a telematics system used for
communication in offshore wind farms is presented, and
techniques boosting the reliability of communication are
shown. The notion of redundancy and its important role
are described as ell. At the end of the article, a catalogue
of safety- and reliability-related requirements applicable to
electronic communication systems used in offshore wind
farms is created.
A summary of this paper was presented at the 12th Interna-
tional Scientific Conference EXPLO-SHIP 2022 “Problems
Concerning the Operation of Vessels and Port Facilities” [18].
The reliability of telematics systems used in wind farms, as
analyzed in this study, is only one of the three important as-
pects guaranteeing the security of offshore wind farms. The
remaining crucial aspects include the safety of navigation and
personnel. There is still much room for improvement in these
fields. Research concerned with the safety of navigation in
offshore wind farms is facilitated by maritime navigation sim-
ulators. They allow to create conflict situations and identify
the potential solutions. The Flensburg University of Applied
Science operates a very modern Nautical Center equipped
with five captain bridge simulators. Similar simulators are al-
so available at the Maritime University in Szczecin. It would
be advisable to establish cooperation in this particular field
of research. Further research focusing on this topic is planned
in the future.
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Abstract  Automatic creation of image descriptions, i.e. cap-
tioning of images, is an important topic in artificial intelligence
(AI) that bridges the gap between computer vision (CV) and
natural language processing (NLP). Currently, neural networks
are becoming increasingly popular in captioning images and
researchers are looking for more efficient models for CV and
sequence-sequence systems. This study focuses on a new image
caption generation model that is divided into two stages. Ini-
tially, low-level features, such as contrast, sharpness, color and
their high-level counterparts, such as motion and facial impact
score, are extracted. Then, an optimized convolutional neural
network (CNN) is harnessed to generate the captions from im-
ages. To enhance the accuracy of the process, the weights of CNN
are optimally tuned via spider monkey optimization with sine
chaotic map evaluation (SMO-SCME). The development of the
proposed method is evaluated with a diversity of metrics.

Keywords  CNN, image caption, proposed contrast, sharpness,
SMO-SCME algorithm

Tab. 1. List of terms and abbreviations.

AACR Algebraic amalgamation-based composed
representation

BI-LSTM Bidirectional LSTM
BI-GRU Bidirectional gated recurrent units
Bleu_1 Bilingual evaluation understudy
CNN Convolutional neural network
CV Computer vision
CMBO Cat mouse-based optimization
DG-GAN Dual generator GAN
DL Deep learning
DBN Deep belief network
FCA Face centrality attribute
GLP Global leader phase
GLL Global leader learning phase
GLD Global leader decision phase
gLSTM Guiding LSTM
GAN Generative adversarial networks
IGGAN Interactions guided GAN
LLD Local leader decision phase

LSTM Long short-term memory
LLL Local leader learning phase
LP Learning percentage
LLP Local leader phase
MK-KDES Multiple kernel-kernel descriptors
MFO Moth flame optimization
NLD Natural language description
NLP Natural language processing
NLG Natural language generation
NN Neural network

RMCNet ResNet with multi-scale module and adaptive
channel attention

SSA Salp swarm algorithm
SSO Shark smell optimization
SMO-SCME SMO with sine chaotic map evaluation
sLSTM Stacked LSTM
SMO Spider monkey optimization
TR Tag refinement
WHO Wild horse optimizer

1. Introduction

Automated image captioning entails image capturing, examin-
ing its content, and generating a linguistic description [1]–[3].
Automated portrayal of image contents, with an appropri-
ate level of expressiveness and accuracy, is a demanding
task. In order for the captioning of an image to be effec-
tive, three fundamental requirements need to be satisfied,
namely identifying attributes, objects, and their mutual as-
sociations [4]– [7]. However, identification of objects and
their associations with images is insufficient for producing
informative textual descriptions. Therefore, in order to rec-
ognize the content of a given image and to generate a text,
an automated tool is necessary which would be capable of
create various inferences from these identified objects and
their associations [8]–[10]. An effective image captioning
model aids in multimodal machine conversion and word sens-
ing disambiguation by reducing the level of uncertainty in
words [7], [11]–[13].
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Three key architectures of DL-oriented image captioning
schemes may be distinguished, namely end-to-end, attention-
based, and compositional. The schemes deployed for caption-
ing images are classified as those relying on the template-
based matching and retrieval-based approaches. In the former,
all attributes, actions, and objects visible in the image are
derived and packed into a stiff sentence pattern [14], [15].
The yield of the template-oriented matching model is not al-
ways sufficient and clear. In the latter approach, a visually
identical image is recovered from a larger database and the
recovered image’s captions are matched with the query im-
age [16], [17]. This model is characterized by a low level of
flexibility in terms of adjusting the recovered captions and
lacks in expressiveness and fluency [7], [18].
The contribution of the presented work is as follows. The
authors proposed a new model for extracting both low-level
and high-level data from image captions. The said data is
then used for caption generation with enhanced CNN and
SMO-SCME model weight adjustments.
The paper is arranged as follows. Section 2 presents relat-
ed works. Section 3 introduces the model concerned and
Section 4 explains the extraction of the proposed features.
Section 5 describes the optimal CNN with SMO-SCME-
aided optimization. Sections 6 and 7 illustrate the outcome
and offer conclusions, respectively. Table 1 summarizes the
abbreviations used.

2. Literature Review

Singh et al. [7] proposed an encoder-decoder oriented frame-
work in which CNN was deployed to encode visual features
of an image and sLSTM was relied upon, in combination with
bi-directional LSTM and unidirectional LSTM, to generate
captions in Hindi. To encode the ocular features of the image,
sLSTM and “V GG19” designs were deployed in the process
of generating captions at the decoder side. The results have
shown that the adopted method achieved better results.
Ye et al. [19] proposed an image caption generation scheme
depending on the optimized BI-LSTM model. A variant of
MFO was developed for optimization purposes. The per-
formance of the adopted approach was proven using varied
datasets, such as Flicker 8k, Flicker 30k, VizWik and Co-
co datasets, using renowned metrics, such as Cider, Bleu,
Spice and Rough. Performance simulations have proven that
B-LSTM achieved better results over the remaining schemes.
Zhang et al. [20] presented a system for creating a novel fea-
ture, known as MK-KDES-1, with the extraction of 3 KDES
features and MKL scheme fusing. MK-KDES-1 features con-
tribute to enhancing the Bleu score of captions. The subse-
quent issue was resolved by a new, effective two-layer tag
refinement (TR) approach incorporated into the NLG scheme.
Analyses have proven the system to be suitable for creating
image captions.
Sur et al. [21] defined AACR as a simplifying, language
structuring and modeling linguistic attribute (associated with
grammar and language) that improved the grammatical struc-

ture and corrected the sentences. AACR allowed structure
and represent feature spaces in a more accurate and unique
manner. Shan et al. [22] developed the IGGAN approach for
captioning images in an unsupervised mode. This technique
combined object-to-object communications with multi-scale
feature representation. Images were encrypted using RMC
Net to gain a robust representation of features. The created
sentence and the image were deployed to reconstruct one an-
other in IGGAN. The approach produced sentences with no
manual labeled image caption pairs. Yiwei et al. [23] present-
ed a multi-attention method by deploying both non-local and
local evidence for more effective image caption analysis. This
scheme, known as Magan, includes a discriminator and a gen-
erator. The adopted generator aided in generating more exact
sentences. At the same time, the discriminator was utilized to
determine if the sentences created were machine-generated
or case-specific.

Yang et al. [24] presented a capable approach relying on
the EnsCaption model. The solution intended to improve an
ensemble of generation-oriented and retrieval-oriented image
captioning schemes via an innovative DG-GAN network.
By relying on the adversary training procedure, caption re-
ranking and caption generation, it offered better retrieved
captions with superior scores and allowed lower ranking
scores to be assigned to the retrieved and created image
captions, thus offering improved effectiveness over other
schemes.

Zhao et al. [25] developed a multimodal fusion scheme to pro-
duce descriptions portraying image contents. The developed
technique involved four networks: CNN for feature extraction,
image attribute extraction, sentence modeling, and recurrent
network. Unlike extant models that anticipate the specific
words based upon hidden states, the presented approach de-
ployed the attributes of the image and designed recorded
words.

Ding et al. [41] deployed high-level visual characteristics to
serve as a foundation of a novel image captioning model.
To identify areas of an image that need attention, low-level
data, such as image value, was blended high-level elements.
Tests relying on MSCOCO and Flickr data sets proved that
the model performed well. Table 2 shows the comparison of
different image captioning schemes.

3. Proposed Image Caption Generation
Model

The proposed image captioning approach comprises three
stages. Initially, feature extraction is performed, deriving low-
level (contrast, sharpness, color) and high-level (motion and
facial impact score) features. The said features are then fed
to CNN that generates captions based on images. The CNN
weights are optimized via the SMO-SCME model, resulting in
precise image captioning. The SMO-SCME model is depicted
in Fig. 1.
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Tab. 2. Comparison of conventional image captioning systems.

Reference Deployed schemes Features Notes

[7] CNN • high efficiency
• improved Bleu score

Not capable of captivating the alphanumerical image
content

[19] B-LSTM • high Bleu score
• enhanced Cider score Occlusion may occur

[20] MK-KDES-1 • improved Bleu score
• creates more coherent features

Needs attention when dealing with visual image
contents

[21] AACR • high Meteor score
• high Cider score Other constructive elements should be included

[22] IGGAN • robust representation of features
• generates realistic sentences Suffers from insufficient common sensical reasoning

[23] Magan • high Cider score
• high Meteor score Additional discriminators increase the memory usage

[24] EnsCaption model • high Rouge score
• high Cider score Ranking procedure needs to be improved

[25] CNN • chooses optimal captions
• enhanced accuracy No deliberation on denser image captions

[41] High- and low-level features • efficiency is high
• accuracy is high

It is still difficult to describe visuals that have several
objects in them

Fig. 1. Proposed image caption generation scheme.

4. Extraction of High-level and Low-level
Features

Contrast [26] is defined as the ratio between the black and
white parts of the image, representing the gradual change
from black to white. The greater the contrast ratio, the more
gradients there are, and the richer color in a given area.
Initially, a gamma-corrected image is generated from the
input image as:

R = CXδ, (1)
where C is a constant positive constraint for controlling
brightness, X refers to the original image (its values should
be 0 and 1) and δ refers to a constant positive parameter which
indicates the gamma value.
The formula for calculating is:

C =
∑
y

γ(i, j)2Pγ(i, j), (2)

where Pγ(i, j) is probability of pixel distribution of gradation
variation of γ between neighboring pixels.
The γ(i, j) parameter in Eq. (2) is calculated:

γ(i, j) = |i− j|. (3)

However, for the proposed contrast score γ(i, j) is:

γ(i, j) =
|µ⃗− i|
|µ⃗− j| , (4)

which represents the difference between neighboring pixels.
µ⃗ implies the average of γ for neighboring pixels.
The candidate areas in the image for computing contrast score
C are initially transformed to luminance, and are then filtered
and re-sampled for obtaining width and height [26].

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 69



Roshni Padate, Amit Jain, Mukesh Kalla, and Arvind Sharma

Color is a significant feature for representing an image. It is
invariant, regardless of the image’s rotation, translation, and
scaling. Color spacing, quantification, and similarity compu-
tations are the key elements of extracting color features [27].
Image sharpness is an important parameter for evaluating im-
age quality. Sharpness quality directly impacts the subjective
feelings of humans [26]. In an image, sharpness refers to its
overall clarity in terms of both focus and contrast [28]. The
derived low-level features (sharpness, color, and contrast) are
together represented as FT low.
These features offer temporal data and are generally attained
using optical flow for detection the inappropriate motion
at the backdrop [29]. A motion processing analysis may be
performed for detecting motion, i.e. finding those locations
where anything is moving within the image [30].
Facial information plays a significant role in expressing image
semantics [26]. The presence of a face in every candidate
region is determined by the f score. Initially, a face denoted
by fs is standardized to a frame by:

FS =
Wi2f

Htim ×Wim
, (5)

in whichWi2f refers to the width of the face bound box in
pixels,Htim refers to the height of the image andWim refers
to the width of the image.
In the next step, FCA is formulated based on the Gaussian
formula as:

FCA =
1

2πσyσx
e−

∣∣∣∆y2
σ2y

+∆y
2

σ2y

∣∣∣
2 , (6)

where CenYf and CenXf are the centroid column and the
centroid row of the facial area, respectively, and:

σx =
2Wim
3
, (7)

σy =
Hyim
2
, (8)

∆y =
∣∣∣CenYf − wim2 ∣∣∣ , (9)

∆x =
∣∣∣CenXf − Htim5 ∣∣∣ . (10)

The facial impact score is:
f = αFS × β FCA, (11)

where α and β refer to scalars evaluated using logistic maps.
The derived high-level features (motion and proposed facial
impact score) are indicated as FT high.

5. CNN with SMO-SCME for Caption
Generation.

The derived low-level and high-level features are together sent
to CNN for caption generation. In CNN [26], every neuron
gets connected to nearby neurons located in the preceding
layer. At position in the l-th layer of the linked w-th feature
map, the features are computed as:

Blr,t,w =W
lT

w PI
l
r,t +D

l
w, (12)

whereW lw is the weight, Dlw stands for the bias of the w-th
filter linked to the l-th layer. At the center location (r, t) of the
l-th layer, the patch input is indicated as PI lr,t. The activation
value actlr,t,w related with convolutional features Blr,t,w is:

actlr,t,w = act(B
l
r,t,w). (13)

In the pooling layer the value of Clr,t,w is:

Clr,t,w = pool(act
l
m,h,w), ∀(mh) ∈ NN r,t, (14)

where NN r,t is the neighbor’s nearer position (r, t).
The prediction result factor occurs at output layer of CNN.
The CNN loss is:

Loss =
1
wn

wn∑
h=1

l
[
θ;C(h), F (h)

]
. (15)

The general constraint related withW lw andDlw is denoted
as θ, the counts of output-input relation is PI (h), C(h);h ∈
[1, . . . , wn]. The h-th input, the label and output are denoted
as PI (h), C(h) and F (h), respectively.
For solution encoding, CNN weightsW are optimally elected
via the SMO-SCME scheme. Representation of the solution
is shown in Fig. 2, where symbolizes the entire count of CNN
weights. The objective Obj of this research is:

Obj = Min(Er), (16)

where Er implies an error.

Fig. 2. Solution encoding scheme.

5.1. Proposed SMO-SCME Algorithm

The existing SMO model [31] offers a low level of accuracy.
Hence, to overcome this disadvantage, self-improvements
are proposed [32]–[39]. The proposed SMO-SCME model
includes four steps:
1) The monkey distance to the food calculation as kind of

fitness.
2) The positions are updated and fitness is re-computed for

each individual.
3) The local leader updates the position if the group is dis-

tributed as per perturbation rate.
4) When the group exceeds the bound of a maximum group,

a parent group is formed.
The initialization of all i-th spider monkeys SP i takes place
by:

SP ij = SPmin j +Du(0, 1)× (SPmax j − SPmin j), (17)

where SPmax j and SPmin j are the upper and lower limits of
SP i in the j-th dimension, andDu(0, 1) is a random number.
In the LLP phase, the i-th SP of the k-th subgroup is specified
using:

SPnew ij = SPmin j +DU (0, 1)× (llkj − SP ij) +
Du(−1, 1)× (SPrj − SP ij), (18)
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where SP ij is the i-th SP in the j-th dimension, llkj is the j-
th dimension of the k-th local group leader location, gl is the
group leader and SPrj is the r-th SP chosen from a random
k-th group in which r ̸= i. In the proposed SMO-SCME, the
update occurs as:

SPnew ij = SPmin j +Du(0, 1)× (llkj − SP ij) +
Du(−1, 1)× (SPrj − SP ij)× (19)(
wmax −

t

tmax
(wmax − wmin)

)
,

where implies the weight factor from 0 to 9.
During the GLP phase, the spider monkey position gets
updated as:

SPnew ij = SPmin j +Du(0, 1)× (glj − SP ij) +
Du(−1, 1)× (SPrj − SP ij), (20)

where glj is GL position and j ∈ 1, 2, . . . , I , V is a random
index. In the proposed SMO-SCME, the update occurs as:

SPnew ij = SPmin j +Du(0, 1)− probi × (glj − SP ij) +
Du(−1, 1)− probi × (SPrj − SP ij), (21)

where, probi is a random probability factor created using the
logistic map, Du(0, 1) is computed based on a chaotic sine
map.
The proi factor is:

proi = y ×
fiti

max−fit + x, (22)

where fiti is fitness of the i-th monkey. The best outcomes
are gained when y = 0.9 and x = 0.1.
The GL position is updated by deploying a greedy selection
procedure and SP with the best fitness value is elected to
determine the new position of GL. If GL position is similar
to the old one, the global limit count is increased by 1.
Similarly, the ll position of entire groups is updated using
a greedy selection procedure, and then SP with the best fitness
is selected. If the ll position is similar, then the local limit
count is increased by 1. If the position of ll is not updated,
i.e. the local leader limit is met, then the first step is repeated
using:

SPnew ij = SP ij +Du(0, 1)× (glj − SP ij) +Du(0, 1)×
(SP ij − llkj). (23)

The decision is taken based on the gl position. The population
is separated into subgroups if the gl position is not updated.
The groups are separated until the group count reaches the
highest allowed number of groups mg and, next, they are
fused to form a group.

6. Simulation Results

The proposed CNN + SMO-SCME method for generating
image captions was implemented in Python. The analysis was
performed using the “Flickr Dataset” [40] and the perfor-
mance of the CNN + SMO-SCME approach was evaluated
in comparison with the faster R-CNN [40], GLSTM [34],

LSTM, DBN, BI-GRU, CNN + CMBO, CNN + SSA, CNN
+ WHO, and CNN + SSO, with a wide variety of metrics
benchmarked. Accordingly, the analysis was carried out by
varying the LPs and different scores to represent the effec-
tiveness of CNN + SMO-SCME. The results are shown in
Fig. 3.

Fig. 3. Sample image representation, DBN, and CNN + SMO-SCME
results.

6.1. Analysis of Varied Scores

Meteor, Cider, and Rouge scores achieved by the CNN +
SMO-SCME scheme are revealed in Fig. 4. Rouge provides
a set of metrics used to assess the performance of machine
translation and automatic summarization software in natural
language processing. The metrics contrast is an automatically
generated summary, a translation with a summary reference,
translation or a collection of references. The Meteor measure
has demonstrated stronger connection with human partici-
pants in terms of assessing the overall quality of the descrip-
tion. The remaining metrics rely on caption rankings and are
unable to assess novel content.
It has been found that the correlation between these mea-
surements and human judgement is rather poor. Our metric
compares a machine-created sentence with a group of sen-
tences that were written by humans for reference. The con-
cepts of grammaticality, saliency, relevance, and accuracy
(precision and recall) are essentially captured by our metric
using sentence similarity.
The presented model was compared with Faster R-CNN
[40], gLSTM [34], LSTM, DBN, BI-GRU, CNN + CMBO,
CNN + SSA, CNN + WHO, and CNN + SSO schemes. The
Meteor score attained by the CNN + SMO-SCME scheme, in
comparison with Faster R-CNN [40], gLSTM [34], LSTM,
DBN, BI-GRU, CNN + CMBO, CNN + SSA, CNN + WHO,
LSTM [41] and CNN + SSO, regarding diverse LPs, is shown
in Fig. 4a. The proposed model achieves a higher Meteor

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 71



Roshni Padate, Amit Jain, Mukesh Kalla, and Arvind Sharma

score than the schemes it is compared with. The CNN + SMO-
SCME model offers enhanced values at the 90th LP, compared
with the Meteor score outputs at other LPs. Similarly, the
Cider score of CNN + SMO-SCME method reached a higher
value of 1.609 at the 90-th LP, whereas the conventional
models achieved lower values.

Figure 4c shows that the CNN + SMO-SCME technique
achieved a better Rouge score (0.70) than other models at the
90th LP.

In the next step, a CNN that has been optimized to produce
captions based on an image is used to create the captions.
The weights of CNN are tuned using SMO with SCME to
increase caption generating accuracy.

Fig. 4. Comparison of the proposed approach with other schemes
for: (a) Meteor, (b) Cider, and (c) Rouge scores.

6.2. Analysis Using Bleu Score

Bleu is a bilingual evaluation understudy algorithm which
assesses accuracy of text in such a way that quality is de-
fined as the similarity between machine-generated output and
a professional human translation. Today, Bleu still remains
one of the most widely used automated metrics. The Bleu
score of the proposed CNN + SMO-SCME scheme is evalu-
ated in comparison with Faster R-CNN [40], gLSTM [34],
LSTM [41], DBN, BI-GRU, CNN + CMBO, CNN + SSA,
CNN + WHO solutions, as well as with the CNN + SSO
scheme for various LPs. The evaluation was performed with
datasets from [40], and the relevant results are summarized
in Table 3. As shown in the table, the CNN + SMO-SCME
scheme provides better outputs at the 90th LP than other LPS.
In the Blue 1 case, the DBN model achieved the worst results.
Thus, the advantage of the developed model is proven.

6.3. Convergence Analysis

The cost function of the SMO-SCME scheme, compared
with CMBO, SSO, SSA, WHO, and SMO, is illustrated in
Fig. 5. The SMO-SCME has generated lower costs in the
5–25 iteration range and higher cost values at lower iteration
values. However, the cost factor still remains better than that
of the compared schemes.

Fig. 5. Convergence analysis: SMO-SCME scheme vs. other models.

6.4. Time Analysis

Table 4 presents the comparison of computational time typical
of the SMO-SCME method and other methods (CMBO, SSO,
SSA, WHO, and SMO) and allows to evaluate performance
of the system. The SMO-SCME system achieved lower values
than CMBO, SSA, WHO, and SMO methods. The SSO
is characterized by the lowest value among all techniques
assessed. However, since the remaining scores attained by the
SMO-SCME are better than those of SSO, this difference can
be disregarded. Next to SSO, the WHO model has gained the
time over CMBO, SSA, and WHO. Thus, the computational
time improvement of the SMO-SCME scheme is proven.
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Tab. 3. Comparison of CNN + SMO-SCME model with other schemes using the Bleu score.

LP
Faster

R – CNN
[40]

gLSTM
[34]

LSTM
[41] DBN BI-

GRU
CNN +
CMBO

CNN +
SSA

CNN +
WHO

CNN +
SSO

CNN +
SMO-
SCME

60 Bleu-1 0.78 0.76 0.76 0.77 0.79 0.77 0.75 0.79 0.78 0.80
60 Bleu-2 0.61 0.60 0.59 0.61 0.63 0.59 0.58 0.59 0.58 0.63
60 Bleu-3 0.47 0.46 0.45 0.47 0.49 0.46 0.44 0.48 0.48 0.49
60 Bleu-4 0.24 0.27 0.27 0.29 0.30 0.27 0.24 0.30 0.30 0.36
70 Bleu-1 0.81 0.80 0.79 0.79 0.79 0.81 0.79 0.80 0.79 0.80
70 Bleu-2 0.64 0.64 0.63 0.61 0.62 0.65 0.62 0.63 0.61 0.63
70 Bleu-3 0.49 0.50 0.49 0.48 0.48 0.52 0.48 0.49 0.46 0.49
70 Bleu-4 0.27 0.30 0.27 0.24 0.28 0.33 0.26 0.26 0.22 0.36
80 Bleu-1 0.79 0.77 0.79 0.79 0.80 0.78 0.78 0.78 0.78 0.80
80 Bleu-2 0.62 0.61 0.62 0.62 0.64 0.63 0.62 0.62 0.62 0.64
80 Bleu-3 0.47 0.47 0.49 0.49 0.49 0.48 0.48 0.49 0.49 0.50
80 Bleu-4 0.28 0.32 0.34 0.32 0.30 0.24 0.28 0.34 0.38 0.36
90 Bleu-1 0.79 0.80 0.78 0.77 0.79 0.81 0.79 0.78 0.76 0.80
90 Bleu-2 0.62 0.64 0.62 0.61 0.63 0.65 0.63 0.61 0.59 0.64
90 Bleu-3 0.48 0.50 0.49 0.48 0.50 0.51 0.49 0.48 0.46 0.50
90 Bleu-4 0.31 0.35 0.34 0.33 0.32 0.36 0.28 0.33 0.29 0.37

Tab. 4. Time analysis (in seconds) using SMO-SCME vs. conven-
tional models.

LP CMBO SSO SSA WHO SMO SMO-
SCME

60 186 63 435 178 116 99
70 185 93 415 180 116 99
80 195 93 415 180 116 100
90 195 93 415 180 116 100

6.5. Feature Analysis

Table 5 presents the result of analysis of the developed CNN
+ SMO-SCME scheme and its comparison with the SMO-
SCME model without lower-level features, SMO-SCME
without higher-level features, and the proposed model without
optimization. The study covers such metrics as Bleu, Meteor,
Cider, and Rouge scores. The CNN + SMO-SCME achieved
better values than SMO-SCME without lower-level features,
SMO-SCME without higher-level features, and the proposed
model without optimization. Moreover, the SMO-SCME
model without lower-level features was characterized by
relatively lower Bleu, Meteor, Cider, and Rouge scores than
those of the SMO-SCME scheme without higher-level features
and those of the proposed model without optimization.

Table 6 summarizes the performance of the former EC + SI-
EFO scheme and the proposed CNN + SMO-SCME model.
From the results, one may notice that the CNN + SMO-SCME
model achieved better results than EC + SI-EFO. This is due
to enhancements in the proposed methodology.

Tab. 5. Feature analysis and summary.

Metrics
CNN +
SMO-
SCME

SMO-
SCME
without
lower

features

SMO-
SCME
without
higher

features

Proposed
without op-
timization

Bleu-1 0.80 0.62 0.76 0.77
Bleu-2 0.63 0.55 0.50 0.60
Bleu-3 0.49 0.36 0.36 0.46
Bleu-4 0.36 0.14 0.17 0.27
Cider 1.57 1.09 1.11 1.15
Rouge 0.69 0.64 0.54 0.66
Meteor 0.39 0.34 0.25 0.37

Tab. 6. Analysis of the EC + SI-EFO model and the proposed CNN
+ SMO-SCME scheme.

Metrics CNN + SMO-SCME EC + SI-EFO
Bleu-1 0.80 0.77
Bleu-2 0.63 0.58
Bleu-3 0.49 0.44
Bleu-4 0.36 0.26
Cider 1.57 1.43
Rouge 0.69 0.63
Meteor 0.39 0.37

7. Conclusion

The proposed image caption-generating model relying on
low-level and high-level features provides improved caption
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generation accuracy with the CNN weights tuned via SMO-
SCME. The better performance of the offered scheme was
proven in comparison with other methods. Specifically, the
CNN + SMO-SCME scheme achieved better estimation re-
sults for all Bleu scores at the 90th LP. In the case of Bleu 1,
the DBN model was characterized by outputs that were worse
than those of other schemes, e.g. Faster R-CNN, gLSTM,
LSTM, BI-GRU, CNN + CMBO, CNN + SSA, CNN + WHO,
and CNN + SSO at the 90th LP. The SMO-SCME model
achieves the minimum calculation cost value of 99.24 at the
the 70th LP, which is negligible compared to CMBO, SSA,
WHO, and SMO approaches.
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Abstract  The ever-increasing use of the Internet has created
massive amounts network traffic, causing problems related to
its scalability, controllability, and manageability. Sophisticated
network-based denial of service (DoS) and distributed denial of
service (DDoS) attacks increasingly pose a future threat. The
literature proposes various methods that may help stop all HTTP
DoS/DDoS assaults, but no optimal solution has been identified
so far. Therefore, this paper attempts to fill the gap by proposing
an alternative solution known as an efficient hybrid protocol
framework for distributed DoS attack detection and mitigation
(E-HPFDDM). Such an architecture addresses all aspects of
these assaults by relaying on a three-layer mechanism. Layer 1
uses the outer advanced blocking (OAB) scheme which blocks
unauthorized IP sources using an advanced backlisted table.
Layer 2 is a validation layer that relies on the inner service
trackback (IST) scheme to help determine whether the inbound
request has been initiated by a legitimate or an illegitimate user.
Layer 3 (inner layer) uses the deep entropy based (DEB) scheme
to identify, classify and mitigate high-rate DDoS (HR-DDoS) and
flash crowd (FC) attacks. The research shows that in contrast
to earlier studies, the structure of the proposed system offers
effective defense against DoS/DDoS assaults for web applications.

Keywords  deep entropy based scheme, denial of service, dis-
tributed denial of service, flash crowd, high-rate DDoS, inner
service trackback, outer advanced blocking

1. Introduction

Availability of the network remains the most important secu-
rity requirement. DDoS attacks may result in delaying access
to resources, thus leading to network unavailability. The en-
tire network or a single piece of network equipment (such
as a switch) may be the target. On the other hand, it is the
objective of DoS attacks to overwhelm the network with mas-
sive flows of data packets in order to render it inoperable or
to degrade its performance [1]. A DoS/DDoS assault is both
straightforward and effective, as the attack packets typically
lack any precise characteristics that would help identify them.
Flash crowd (FC) is an increase in demand of a given service
caused by authorized users making concurrent requests. FC
saturates the server, resulting in a denial of service (DoS)
assault that causes delays or takes down the site. From the
perspective of the user’s requests for the service, regardless
of whether they are valid or not, FC may not be considered

as an assault. It is considered an assault from the victim’s or
server-side perspective, as it negatively impacts the server’s
performance.

An LR-DDoS attack floods the victim machine with packets
that have a low data rate in order to avoid detection by the
existing anomaly-based intrusion detection techniques. Since
LR-DDoS traffic is identical to normal flow of data, it can be
concealed. Low-rate DDoS attacks usually rely on multiple
low-rate assaults, such as those executed with the use of
botnets.

This paper proposes an efficient hybrid protocol framework for
DDoS detection and mitigation (E-HPFDDM), addressing all
issues related to HTTP-based DoS/DDoS attacks. FC assaults
are gradually reduced in effect by using the E-HPFDDM
framework, which also immediately blocks high-rate DDoS.
Furthermore, it protects web servers from assaults at several
locations where data packets have ganged. The E-HPFDDM
architecture performs the above tasks using a three-layer
structure that efficiently detects, classifies and prevents HTTP
DoS/DDoS attacks.

E-HPFDDM’s first layer uses the OAB scheme and is config-
ured at the edge router from which the packets are forwarded
to the inner layers using applicable security measures. This
scheme starts by matching incoming packets with the router’s
updated blacklist table. A packet is dropped if the incoming
packet address matches the one on the blacklist and a notifica-
tion message is sent to the user from the outer layer scheme.
In other cases, the packets are moved to the next layer for fur-
ther processing. This layer helps identify all the illegitimate
addresses and directs the same to the outer layer in order to
update the router’s blacklist table. The two interconnected
components make up the outer advanced blocking (OAB)
strategy. In order to keep track of illegitimate IP sources, the
updated blacklist table is used by IST and DEB schemes. If
IP sources fail to pass the procedures defined in the initial
component, they are rejected. The second element is a signal-
ing strategy used by IST and DAE schemes to alert the OAB
of potentially attacking IP sources, update the blacklist and
block illegitimate IP sources during subsequent requests.

The second layer of E-HPFDDM framework uses the inner
service traceback (IST) scheme that helps identify whether
a given request has been initiated by a trusted user. It also
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tracks the real IP source. The third layer of the HPFDDM
framework uses the deep entropy based (DEB) scheme that
helps detect anomalies and classifies DDoS attacks (e.g.
HR-DDoS and FC attacks [2]). The DEB scheme uses the
deep entropy-based algorithm for DDoS anomaly detection,
classification, and mitigation. The DEB technique prevents
traffic from entering the local network if it is determined
to be a high-rate HTTP DoS/DDoS (HR-DDoS) attack. If
the traffic is found to be of the FC type, the scheme lowers
the connection timeout value, as per user requests, until the
timeout value reaches zero, and simultaneously disables the
HTTP connection’s KeepAlive feature.
The contributions of this article include an experimental
setup used for launching DDoS attacks, as well as an imple-
mentation of an efficient model that includes the strategies
described above, such as defense mechanisms capable of de-
tecting, preventing and mitigating DDoS attacks. This paper
is organized as follows. Section 1 offers an overview of the
E-HPFDDM framework. Section 2 presents the related works
focusing on security protective frameworks, evolutionary
techniques, DDoS detection, prevention, and attack mitiga-
tion techniques. Section 3 contains detailed information on
the proposed E-HPFDDM technique. Section 4 presents re-
sults of an evaluation of the proposed framework based on
ideal requirements applicable to a security system. Section 5
concludes the paper by presenting conclusions.

2. Literature Review

Ujjan et al. in [2] proposed a statistical model based on the
entropy technique to analyze the flow of network traffic. Esti-
mation of maximum entropy was proposed as a method for
distinguishing between normal and malicious network traffic.
Using a statistical-based entropy model, similar approach-
es to detecting DDoS attacks have been proposed. Dong et
al. [3] proposed and characterized the various DDoS attacks
in cloud and SDN networks. Lu et al. [4] proposed an effi-
cient defense mechanism for DDoS attacks that identifies the
intruder packets based on the entropy values and classifies,
accordingly, the type of attack to be defended against.
Imran et al. [5], Alhijawi et al. [6] proposed an in-depth anal-
ysis of DoS prevention and mitigation techniques and divided
them into three categories based on how malicious traffic was
handled. The authors planned to develop a safe self-adaptive
framework using machine learning-based techniques to de-
tect DDoS assaults and retrieved network traffic properties
based on the collected data.
Dong et al. [3] defined and characterized various DDoS
attacks in cloud and in SDN networks, while Lu et al. [4]
proposed an efficient defense mechanism for DDoS attacks
that identifies the intruder packets based on the entropy values
and accordingly classifies the type of attack to be defended
against.
Imran et al. [5] and Alhijawi et al. [6] presented an in-depth
analysis of DoS prevention and mitigation techniques and di-
vided them into three categories based on how malicious traf-

fic was handled. The aim was to develop a safe self-adaptive
framework that uses techniques based on machine learning to
detect DDoS assaults and retrieves network traffic properties
based on the data collected. Cui et al. [7] and Mique et al. re-
searched, in [8], an SVM-trained defense mechanism, known
as cognitive entropy technique, that helps defend against
DDoS attacks. In order to calculate the entropy value for the
data packets flowing between the source and destination ad-
dresses, the method relied on the data flow table of the switch.
Another concept of Sahay et al. [9], known as the ArOMA
act, is a DDoS defense system automatically identifying as-
saults on centralized networks without human intervention.
A unique NB classifier model was proposed for intrusion de-
tection systems which are implemented using multi-agents
that monitor network traffic and separate abnormal data from
typical traffic. Another learning-driven detection mitigation
(LEDEM) model used for detecting DDoS attacks has been
proposed in [10]. It also relies on the machine learning tech-
nique [11].
Yerriswamy et al. [12] proposed a DDoS protection mod-
el that helps classify packets based on signatures in order to
avoid DDoS attacks. The process is divided into four stages,
namely signature extraction, signature classification, anoma-
ly mitigation and signature reduction. The proposed sim-
ulation model used for DDoS attack mitigation used pro-
grammable commodity switches and the enhanced grey wolf
optimizer (EGWO) for detection intrusions [13], [14]. Long et
al. [15] presented a hybrid SSAE-SVM entropy-based model
for DDoS attack detection and mitigation that analyzes the
number of incoming packets on a concurrent basis. If the
packet request from a single source exceeds the threshold val-
ue, the model will categorize it as an attack and such data
will be skipped.

3. E-HPFDDM Framework

The literature survey showed that all current research concen-
trates on developing an efficient security model to adequately
protect against all types of HTTP DoS/DDoS attacks. In gen-
eral, the majority of studies failed to create a security model
that is capable of defending against all DDoS assaults. In order
to fill this gap, the proposed research provides an ideal securi-
ty model that can protect against all of the mentioned threats.
Furthermore, it should be able to track down and block the
illegitimate IP sources as well. The proposed solution uses
a security model (E-HPFDDM) that is integrated with evo-
lutionary techniques capable of detecting, classifying, and
mitigating all types of HTTP DoS/DDoS assaults.
The E-HPFDDM framework automatically stops network
traffic that is entering a local network if it is determined
to be a HR-DDoS attack. Otherwise, when the traffic is
found to be an FC attack, the algorithm tries to reduce the
connection timeout value. With the KeepAlive feature of the
HTTP connection disabled, different layers of the framework
work together and help protect the server from these HTTP-
based DDoS assaults by executing their tasks in an efficient
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manner. If all protocol tests have been passed, the packets are
transferred to the next layer. If not, the packets are dropped.
This process is repeated until data packets are delivered to
the last layer.
E-HPFDDM is a three-layer architecture. The OAB scheme
at the edge router makes up the first layer of the E-HPFDDM
framework, while inner service traceback (IST) makes up the
second layer. The deep entropy-based (DEB) layer is the third
layer, as shown in Fig. 1.
The packets that are moved to the first layer of E-HPFDDM
are compared with packets in the blacklist table and are
dropped if they match with any of the packets in the blacklist
table. Additionally, this research created the OAB shield,
a protective component for AntiDDoS systems, using the
OAB scheme. It combines the alerting method used by the
IST shield and AntiDDoS subsystems to notify the OAB
shield subsystem about the attacker’s IP sources, so that the
blacklist table may be updated periodically. The OAB system
uses the blacklist database to store data packets identified by
the IST scheme or DEB scheme, in the case of their failure.
The other element is a signaling method that the IST and DEB
schemes utilize to alert the OAB scheme about the attacking
IP sources. By updating the OAB scheme’s blacklist table,
IST and DEB schemes ban these IP sources from serving
requests in the future.

Fig. 1. Components of the E-HPFDDM framework.

E-HPFDDM’s second layer uses the IST scheme that helps
identify the whether the request has been initiated by a trusted
user or an intruder, by validating the incoming requests.
The first stage of the IST evaluates the incoming packets
by scanning the header for distinct values which are only used
by authorized requests. The IST scheme uses an authentication
mechanism to produce a nonce value which is sent to the
client or requester. The user must authenticate this nonce. If
the authentication is successful, the data packet is moved to

the next stage and the IP source is updated in the blacklist
table.

If the intruder hacks the credentials of the victim and tries to
enter the network as a trusted person, the model is trained to
identify the intruder by relying on the particle swarm opti-
mization (PSO) technique [16]–[20]. This technique allows
each particle to learn its position and velocity from its neigh-
bors.

Equation (1) represents the initial velocity, while Eqs. (2)–(5)
represent the velocity of each particle that is updated based
on the values of Xkd(n) and Xjd(n) for n iterations, until
the best solution is generated for both personal best solution
Pkd(n) and the global solution gd(n):

Rid(n) = Xkd(n)−Xjd(n), (1)

Rid(n+ 1) = CVid(n) + C[Pid(n)−Xid(n)], (2)

Rid(n+ 1) = ωVid(n) + C(1)r(1)[Xid(n)− Pid(n)]
+ C(2)r(2)[Xid(n)− gd(n)], (3)

Rid(n+ 1) = Rid(n) + Cr[Pkd(n)−Xid(n)], (4)

Rid(n+ 1) = Rid(n) + 0.5C[Pkd(n)−Xid(n)
+ Pid(n)−Xid(n)], (5)

where C is the random value between 0 and 1, Xkd(n) and
Xjd(n) are the particles that are randomly selected during n
iterations, and Pkd(n) and gd(n) are the personal and global
best solutions, respectively.

The number of source and destination IP addresses and port
numbers are used as input in the initial attack detection
module that is based on entropy. The values used, associated
with the number of source IP addressesHsip, destination IP
addresses Hdip, source port numbers Hsp, and destination
port numbers Hdp, were calculated for the first consecutive
z packets using Eqs. (6)–(8). Then, the next adjacent z data
packets are calculated using Algorithm 1.

Algorithm 1: Deep entropy-based algorithm for DDoS attack de-
tection.

1: Input: user request’s output: detection of DDoS
attacks

2: Define the size of the window, Z
3: Collect sequence of data packets of size Z
4: H = {H_sip, H_dip,H_sp, H_dp}
5: If any data packet value of H exceeds

the threshold value T, then indication
of DDoS attack

6: End

Algorithm 1 provides a description of the module’s com-
putation procedure, while Algorithm 2 represents the deep
entropy-based (DEB) technique. The DEB technique automat-
ically stops network traffic that is entering the local network
if it is determined to be HR-DDoS. Else, if the traffic is found
to be an FC attack, the mechanism reduces the maximum
connection timeout value, as per user requests, until the time-
out value reaches zero and simultaneously disables the HTTP
connection’s KeepAlive feature.
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The DEB scheme inspects the incoming data packet to detect
HR-DDoS and FC assaults or, under regular conditions, by
computing the entropy of all request as:

E = a · log2
number of uri counts

total number of counts
. (6)

The specific source IP (sip) entropy values can be calculated
using information entropy as:

E(sipn) =
k∑
i=1

−p · sipin · log2 p · sip
i
n, (7)

where k is the number of different source IP addresses.

The number of packets pn with specific source address n(sip)
for a given time t can be calculated as:

E(sipn) =
k∑
i=1

−n · sip
i
n

pn
· log2 n ·

sipin
pn
. (8)

The DEB scheme uses the Algorithm 2 that compares the
obtained entropy values to the maximum threshold for HR-
DDoS and FC assaults. All the incoming packets request
will be blocked that have the threshold values exceeding the
maximum calculated entropy values, then signaling strategy
used by the AST and DAE schemes to alert the OAB scheme
by updating of blacklist database and blocking of illegitimate
IP sources on subsequent requests. As a result, the incoming
requests are treated as legitimate.

Algorithm 2: Deep entropy-based algorithm for DDoS attack clas-
sification and mitigation.

1: Input: user request’s, output: type of DDoS
attack detection,
classification and mitigation

2: Wait for user request
3: If request is NULL return declined
4: Enable AntiDDoS service of DEB scheme at

layer 3 of E-HPFDDM model
5: Enable modAntiDDoS service for DDoS assaults

detection
6: If requested IP address is from

whitelisted table return OK
7: If requested remote IP address is blacklisted

reject the remote IP from edge router
8: Set entropy_result = ok
9: If entropy threshold matches with the

threshold of AntiDDoS HR_DDoS
return blacklisted table to search
for remote IP and reject the remote
IP from edge router

10: If entropy threshold matches with
the threshold of

AntiDDosFlashCrowd
11: Repeat the steps 10 to 16
12: Decease timeout and MaxKeepAlive requests
13: If (timeout == 0 && KeepAlive == off)

return
14: update remote_ip blacklist table
15: reject the remote_ip from edge router
16: End if

The DEB scheme uses the Algorithm 2 that compares the
obtained entropy values to the maximum threshold for HR-
DDoS and FC assaults. All the incoming packets request
will be blocked that have the threshold values exceeding the
maximum calculated entropy values, then signaling strategy
used by the AST and DAE schemes to alert the OAB scheme
by updating of blacklist database and blocking of illegitimate
IP sources on subsequent requests. As a result, the incoming
requests are treated as legitimate.

3.1. Evaluation of the E-HPFDDM Framework

Evaluation of the E-HPFDDM framework is performed dur-
ing four different experimental tests of the AntiDDoS shield
system. The first experiment covers the entry stage and relies
on the OAB scheme. This will allow to check if illegitimate IP
sources are blocked and if the blacklist is updated. The second
experiment deals with the IST scheme that helps evaluate user
authentication by deploying the nonce mechanism. The third
and fourth experimental tests are done using the DEB scheme
that helps detect and prevent HR-DDoS and FC assaults. The
first and second experiments are conducted by simulating
a large number of data packets that are both legitimate and ille-
gitimate. An analysis has been performed to verify how effec-
tively the model is classifying the data packets. The third and
fourth experiments are conducted by launching a very large
quantity of user requests, comparing the entropy threshold val-
ues and thereby analyzing how effectively the model is catego-
rizing HR-DDoS and FC assaults. The experimental analysis
has rendered positive results compared with existing securi-
ty framework models. The simulation testbed is implemented
using virtualization techniques allowing to share the resources
during normal network usage [19], as illustrated in Fig. 2.
One of the following methods may be used to determine if an
attack has occurred:
– Incoming data packets failing the validation tests performed

by IST and DEB schemes. The incoming request must
function according to its HTTP header parameters for the
validation tests;

– The attacker launches an FC assault by flooding the web
server with incoming data packets;

– The attacker launches a high-rate HR-DDoS assault by
flooding the web application’s cold web pages with many
incoming requests;

– The incoming data packet requests are monitored by the
edge router, so that the attacker’s IP source can be blocked.

The simulation workflow is as follows:
– The client launches incoming data packet requests that are

interpreted by the OAB scheme as requiring that the attack-
ing source IP be blocked. The IST scheme authenticates the
user by generation of nonce, and finally the DEB scheme
detects and prevents HR-DDoS and FC assaults;

– The server responds to the particular incoming user requests
after validating the distributed test plans;

– The OAB shield’s router subsystem initially detects and
analyses the IP source of incoming requests using the black-
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Fig. 2. Experimental setup and simulation model.

list table. The OAB shield immediately bans an attacking
IP source by providing the “host unreachable” message to
the requester. If not, a notification is sent to the server;

– The IST AntiDDoS system authenticates the incoming
requests using the IST scheme and confirms that the request
does not originate from an illegitimate user. This inbound
request will move on to undergo a subsequent test within
the IST shield subsystem, if it passes this human-launched
test. If not, the IST shield subsystem instantly prevents it by
sending the “HTTP forbidden” message to the requester. It
must utilize the nonce that the IST shield subsystem gives
back to address the issue appropriately.

The following AntiDDoS subsystem test will be run if the
requester passes both tests. If not, the IST shield subsystem in-
stantly prevents it by sending the “HTTP forbidden” message
to the requester. Additionally, when the IST shield subsys-
tem returns the “HTTP forbidden” message to the requester,
it notifies the AOB shield subsystem, via signaling of the
assaulting IP sources, thus helping update the blacklist table.

4. Results and Analysis

Evaluation of the E-HPFDDM framework is based on ideal
requirements that a security system must comply with to
defend against all categories of HTTP-based DoS and DDoS
assaults. Based on the simulations, we may conclude that the
E-HPFDDM framework’s DEB scheme helps in categorizing
HR-DDoS and FC assaults and, hence, helps protect the web
server through the deep entropy-based algorithm capable
of detecting, classifying and mitigating DDoS attacks. The
experimental analysis has shown that the AntiDDoS module
using the DEB scheme has detected and prevented 389,766
out of 410,000 FC attacks, thus being more efficient than
existing security frameworks.
The E-HPFDDM framework’s outer advanced blocking
(OAB) scheme is quite capable of blocking attacker IP sources
at the point of entry from the edge router. The experimental
analysis has shown that the OAB scheme was successful in
detecting and preventing all 410,000 attacking IP sources.

The HPFDDM framework’s IST scheme is capable of validat-
ing an incoming request. The IST scheme determines whether
a packet is legitimate and then passes the former while block-
ing the latter. It also includes a mechanism for tracing back
and determining the true attacker IP source. The IST scheme
uses the mechanism of nonce randomization and sends the
packet to a user (rather than a bot) for authentication. The
browser will authenticate the user using the nonce without
any human action.
The HPFDDM framework moves the incoming data pack-
ets to the various layers and in each layer the packets have
to be validated with various schemes (procedures) to defend
against DDoS assaults, making the framework a collaborative,
layered DDoS prevention solution. The layers of the frame-
work collaborate and different schemes validate incoming
data packets with special tests. Layer 2 helps provide nonce
and authenticate the user. Similarly, the subsequent layer’s
DEB scheme performs the validation process with the use
of special tests, such as entropy calculation, and accordingly
classifies the type of DDoS assaults and attempts to mitigate
the assaults accordingly.
The HPFDDM framework is easy to design and implement
(this applies to all three layers) and the functionalities of
each layer have been efficiently and independently distributed
with proper coordination among the layers. The HPFDDM
framework utilizes less bandwidth overhead when compared
to existing network security solutions.
The HPFDDM framework supports the functionalities of all
the layers, e.g. user authentication is performed in the appli-
cation layer, using the nonce technique, and the detection and
classification of DDoS assaults is performed in the network
layer (e.g. HR-DDoS FC attacks).
The HPFDDM framework is integrated with evolutionary
techniques, making it easier for the solution to adapt update
dynamically, if needed. The IST scheme helps in updating the
blacklist table when a non-legitimate IP address is detected
and the DEB scheme helps in entropy calculations, based on
which the DDoS attack table is updated if the DEB scheme
detects HR-DDoS and FC attacks.
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The designed HPFDDM framework that can support the
evolutionary techniques like PSO that are integrated with
DEB schemes which helps in DDoS attack detection and
mitigating.
The individual layers of the E-HPFDDM framework (OAB,
IST, and DEB) use very little memory for storage. The OAB
layer of the E-HPFDDM framework uses much less memory
for storing the blacklist table, whereas the IST layer of the
E-HPFDDM framework consumes no memory at all, as all
its functionalities are performed in real time. In addition,
E-HPFDDM framework’s DEB layer uses very little memory
for storing web page-related information.
E-HPFDDM framework is resistant to spoofing assaults, as
the IST scheme examines the incoming request’s headers and
nonce values to determine whether the requester is legitimate
or illegitimate. If the requester fails these two tests, the user
will be blocked immediately and the blacklist table will be
updated.

5. Conclusion and Future Outlook

This study has proposed and developed an efficient hybrid
protocol framework for DDoS attack detection and mitiga-
tion (E-HPFDDM), utilizing evolutionary techniques, and
a unique efficient hybrid protection framework for defending
against HTTP-based DoS/DDoS attacks. The unique archi-
tecture of the proposed framework eliminates all the flaws
of the previous similar studies. It offers an innovative de-
fense mechanism to safeguard online applications against
all types of HTTP DoS/DDoS assaults, including high-rate
HR-DDoS and FC. Additionally, it has a good ability to veri-
fy and track attacker IP sources and block them immediately,
simultaneously updating the blacklist table. The E-HPFDDM
framework is then assessed using the best guidelines ap-
plicable to defense systems that shield against all types of
HTTP-based DoS and DDoS assaults. The simulations per-
formed demonstrated that the E-HPFDDM framework was
effective in fully meeting the applicable requirements. As
the framework was unable to identify and defend against all
FC assaults, a low rate of false negatives was experienced.

References
[1] A. Saravanan, S.S. Bama, S. Kadry, and L.K. Ramasamy, “A new

framework to alleviate DDoS vulnerabilities in cloud computing”, In-
ternational Journal of Electrical & Computer Engineering, vol. 9,
no. 5, pp. 4163–4175, 2019 (DOI: 10.11591/ijece.v9i5.pp4163-
4175).

[2] R.M. Ujjan, Z. Pervez, K. Dahal, W.A. Khan, A.M. Khattak, and
B. Hayat, “Entropy based features distribution for anti-DDoS mod-
el in SDN”, Sustainability, vol. 13, no. 3, pp. 1–27, 2021 (DOI:
10.3390/su13031522).

[3] S. Dong, R. Jain, and K. Abbas, “A Survey on Distributed Denial
of Service (DDoS) Attacks in SDN and Cloud Computing Environ-
ments”, IEEE Access, vol. 7, pp. 80813–80828, pp. 1–1, 2019 (DOI:
10.1109/ACCESS.2019.2922196).

[4] A. Alshamrani, A. Chowdhary, S. Pisharody, D. Lu, and D. Huang,
“A defense system for defeating DDoS attacks in SDN based net-
works”, In proceedings of the ACM International Symposium on

Mobility Management and Wireless Access, pp. 83–92, 2017 (DOI:
10.1145/3132062.3132074).

[5] M. Imran, M.H. Durad, F.A. Khan, and A. Derhab, “Toward an
optimal solution against denial of service attacks in software defined
networks”, Future Gener. Comput. Syst., vol. 92, pp. 444–453, 2019
(DOI: 10.1016/j.future.2018.09.022).

[6] A. Bushra, A. Sufyan, E. Hany, B.S. Haythem, and A. Mous-
sa, “A survey on DoS/DDoS mitigation techniques in SDNs:
Classification, comparison, solutions, testing tools and datasets”,
Computers & Electrical Engineering, vol. 99, 2022 (DOI:
10.1016/j.compeleceng.2022.107706).

[7] J. Cui, M. Wang, Y. Luo, and H. Zhong, “DDoS detection and
defense mechanism based on cognitive-inspired computing in
SDN”, Future Generation Computer Systems, vol. 97, 2019 (DOI:
10.1016/j.future.2019.02.037).

[8] M.A. Naagas, E.L. Mique, T.D. Palaoag, and J.S.D. Cruz, “Defense-
through-deception network security model: Securing university cam-
pus network from DOS/DDOS attack”, Bulletin of Electrical En-
gineering and Informatics, vol. 7, no. 4, pp. 593–600, 2018 (DOI:
10.11591/eei.v7i4.1349).

[9] R. Sahay, G. Blanc, Z. Zhang, H. Debar, “ArOMA: an SDN based
autonomic DDoS mitigation framework”, Computers & Security,
vol. 70, pp. 482–499, 2017 (DOI: 10.1016/j.cose.2017.07.008).

[10] A. Mehmood, M. Mukherjee, S.H. Ahmed, H. Song, and K.M. Malik,
“NBC-MAIDS: Naive Bayesian classification technique in multi-
agent system-enriched IDS for securing IoT against DDoS attacks”,
The Journal of Supercomputing, vol. 74, no. 10, pp. 5156–5170 2018
(DOI: 10.1007/s11227-018-2413-7).

[11] N. Ravi and S.M. Shalinie, “Learning-driven detection and mit-
igation of DDoS attack in IoT via SDN-cloud”, IEEE Internet
of Things Journal, vol. 7, no. 4, pp. 3559–3570, 2020 (DOI:
10.1109/JIOT.2020.2973176).

[12] T. Yerriswamy and M. Gururaj, “Signature-based Traffic Classification
for DDoS Attack Detection and Analysis of Mitigation for DDoS
Attacks using Programmable Commodity Switches”, International
Journal of Performability Engineering, vol. 18, no. 7, pp. 529–536,
2022 (DOI: 10.23940/ijpe.22.07.p8.529536).

[13] T. Yerriswamy and M. Gururaj, “An Efficient Algorithm for Anomaly
Intrusion Detection in a Network”, Global Transitions Proceedings,
vol. 2, 2021 (DOI: 10.1016/j.gltp.2021.08.066).

[14] T. Mahjabin, Y. Xiao, G. Sun, and W. Jiang, “A survey of dis-
tributed denial-of-service attack, prevention, and mitigation tech-
niques”, International Journal of Distributed Sensor Networks, vol. 13,
155014771774146, 2017 (DOI: 10.1177/1550147717741463).

[15] L. Zhang and J. Wang, “A hybrid method of entropy and
SSAE-SVM based DDoS detection and mitigation mechanism
in SDN”, Computers & Security, vol. 115, 102604, 2022 (DOI:
10.1016/j.cose.2022.102604).

[16] Kamel Hasan and Abdullah Mahmood, “Distributed denial of service
attacks detection for software defined networks based on evolutionary
decision tree model”, Bulletin of Electrical Engineering and Informat-
ics, vol. 11, pp. 2322–2330, 2022, (DOI: 10.11591/eei.v11i4.3835).

[17] T. Islam, et al., “A Socio-Technical and Co-evolutionary Framework
for Reducing Human-Related Risks in Cyber Security and Cybercrime
Ecosystems”, G. Wang, M.Z.A. Bhuiyan S. De Capitani di Vimercati,
Y. Ren (eds), Dependability in Sensor, Cloud, and Big Data Systems
and Applications. DependSys 2019. Communications in Computer
and Information Science, vol. 1123, 2019 (DOI: 10.1007/978-981-
15-1304-6_22).

[18] T. Yerriswamy and M. Gururaj, “Study of evolutionary techniques in
the field of network security”, pp. 594–598, 2020 (DOI: 10.1109/IC-
STCEE49637.2020.9277 082).

[19] S. Supreeth and K.K. Patil, “Hybrid Genetic Algorithm and Modified-
Particle Swarm Optimization Algorithm (GA-MPSO) for Predicting
Scheduling Virtual Machines in Educational Cloud Platforms”, Int.
J. Emerg. Technol. Learn., vol. 17, no. 7, pp. 208–225, 2022 (DOI:
10.3991/ijet.v17i07.29223).

[20] A. Pradhan, S.K. Bisoy, and A. Das, “A Survey on PSO Based
Meta-Heuristic Scheduling Mechanism in Cloud Computing En-
vironment”, Journal of King Saud University – Computer and In-
formation Sciences, vol. 34, no. 8, pp. 4888–4901, 2021 (DOI:
10.1016/j.jksuci.2021.01.003).

82
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022



An Efficient Hybrid Protocol Framework for DDoS Attack Detection and Mitigation Using Evolutionary Technique

T. Yerriswamy received B.E. de-
gree in Information Science Engi-
neering from VTU, Belagavi Kar-
nataka, India in 2008 and M. Tech.
degree in CNE from VTU in 2011.
Now he is pursuing Ph.D. under
VTU and working as Assistant Pro-
fessor in school of CSE, REVA Uni-
versity, Bengaluru, India. His re-
search interests include information

and network security and soft computing.

E-mail: yssvce2123@gmail.com

School of CSE, REVA University, India

Murtugudde Gururaj received
B.E. degree in Computer Science
Engineering in 2000, M.Tech de-
gree in IT in 2011 and Ph.D. in
CSE in 2014. Currently working
as Professor in school of CSE, RE-
VA University, Bengaluru, India.
His research interests include infor-
mation and network security, big
data analytics.

E-mail: gururajmurtu@gmail.com

School of CSE, REVA University, India





Convolutional Neural Networks
for C. Elegans Muscle Age Classification

Using Only Self-learned Features
Bartosz Czaplewski1, Mariusz Dzwonkowski1,2, and Damian Panas3

1Gdańsk University of Technology, Faculty of Electronics, Telecommunications and Informatics, Department
of Teleinformation Networks, Poland,

2Medical University of Gdańsk, Faculty of Health Sciences, Department of Radiology Informatics and Statistics, Poland,
3Institute of Animal Reproduction and Food Research of the Polish Academy of Sciences, Molecular Biology Laboratory,

Poland

https://doi.org/10.26636/jtit.2022.165322

Abstract  Nematodes Caenorhabditis elegans (C. elegans) have
been used as model organisms in a wide variety of biological
studies, especially those intended to obtain a better understand-
ing of aging and age-associated diseases. This paper focuses on
automating the analysis of C. elegans imagery to classify the mus-
cle age of nematodes based on the known and well established
IICBU dataset. Unlike many modern classification methods, the
proposed approach relies on deep learning techniques, specif-
ically on convolutional neural networks (CNNs), to solve the
problem and achieve high classification accuracy by focusing on
non-handcrafted self-learned features. Various networks known
from the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) have been investigated and adapted for the purpos-
es of the C. elegans muscle aging dataset by applying transfer
learning and data augmentation techniques. The proposed ap-
proach of unfreezing different numbers of convolutional layers
at the feature extraction stage and introducing different struc-
tures of newly trained fully connected layers at the classification
stage, enable to better fine-tune the selected networks. The ad-
justed CNNs, as featured in this paper, have been compared
with other state-of-art methods. In anti-aging drug research,
the proposed CNNs would serve as a very fast and effective age
determination method, thus leading to reductions in time and
costs of laboratory research.

Keywords  biomedical imaging, C. elegans muscle aging, convo-
lutional neural networks, deep learning, machine learning

1. Introduction

Aging is a complex process in which many changes take place
simultaneously at every level of a biological organization -
from organelles, cells, tissues, to the entire systemic environ-
ment. Naturally, aging and age-related diseases are studied
primarily with human health and longevity in mind, but mod-
el organisms, e.g. Caenorhabditis elegans (C. elegans), may
be successfully employed for those purposes as well [1]–[5].
C. elegans, as used in this study, is a free-living, 1 mm long
nematode that feeds on bacteria. Its clear, age-dependent phys-
iological changes, short lifespan of approx. 17–20 days, ease
of maintenance in a laboratory setting and high genetic ho-

mology with humans make the worm a widely acknowledged
system for aging research [6], [7].
C. elegans exhibits many age-associated changes [8], however
deterioration of its muscle tissue draws particular attention.
Since the nematode’s body-wall muscle is analogous to human
skeletal muscle, some disorders, especially those of particular
concern to the public health, can be effectively studied with
the use of this model. For example, due to its progressive loss
of muscle mass, C. elegans, just like some elderly humans,
suffers from sarcopenia. This condition has dire consequences
for many activities, such as locomotion and ingestion, but
surprisingly little is known regarding its cures and actual
causes [9]–[11].
Extensive research has been performed on anti-aging drugs
based on measuring the age of C. elegans and determining
the effects that medication has at early stages of the aging
process. The weakness of such studies has always been that
the age of C. elegans was determined by human experts and,
thus, the results were subjective and strongly dependent on
the expert’s experience. Gaining new insights in this domain
is therefore potentially of great value, although succeeding
advances might require increasingly sophisticated, state-of-
the-art tools, such as convolutional neural networks (CNNs)
[12]–[14]. This machine learning technique has recently
shown some remarkable achievements and great potential in
solving problems related to image classification, visual signal
processing, biological and medical imaging, computer vision,
and image recognition years [15]–[19]. In addition to being
capable of outperforming medical diagnosis experts, machine
learning-based tools, such as CNNs, may also significantly
reduce the time and costs of such an evaluation. Hence, further
explorations in this field are essential.
This paper shows an innovative solution to the problem
of classifying C. elegans muscle aging using CNNs. The
contributions of this paper are as follows.
– An innovative approach consisting in using a convolutional

neural network for the purpose of C. elegans muscle aging
classification was presented. New CNN models were ob-
tained through fine-tuning at the feature selection stage,
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and the introduction of new structures at the classification
stage;

– A fully CNN-based solution was proposed which achieved
the highest level of classification accuracy. The proposed
solution relies solely on non-handcrafted, self-learned
features, in contrast to the existing literature;

– The ability to use various networks known from the Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC)
was investigated. New and different transfer learning strate-
gies were applied. The effect that unfreezing of different
numbers of convolutional layers during the transfer learn-
ing phase has on the overall classification accuracy was
investigated. This step is usually ignored in other publi-
cations. The effect of different classifier structures was
investigated and the fully connected layers were modified
accordingly;

– Comparison of the proposed method with other methods
used in tackling the same problem was conducted using
the same or similar datasets.

The article is structured as follows. Related works are present-
ed in Section 2. The proposed methodology is explained in
Section 3. Section 4 describes experimental results, including
the CNN structures, learning parameters, classification accu-
racy level obtained, and a comparison with other methods.
Conclusions are given in Section 5.

2. Related Work

Image processing technologies are commonly incorporated
into many studies to automate the measurement of age of C.
elegans. A training-based approach relying on tracking the
swimming motion of the worm was examined by Restif and
Metaxas [20]. Johnston et al. devised a pattern recognition
tool that assesses age using the pharynx pumping rate [21].
Machine learning techniques, more specifically a CNN trained
for regression, that utilized the relationship between age and
level of body bend, were proposed by Lin et al. in [22].

Many research programs described in the literature that in-
vestigate the topic rely on experiments with self-generated
datasets and, therefore, preclude comparative analysis. How-
ever, some studies (as listed below) report their results based
on data obtained from the IICBU Biological Image Reposito-
ry, including, inter alia, a dataset concerned with C. elegans
muscle aging.

An open-source utility classifier for biological image analysis
called Wndchrm was proposed by Shamir et al. in [23], [24].
The classifier extracts image content descriptors (1025 image
features including polynomial decompositions, high contrast
features, pixel statistics, and textures) from the raw image.
Feature extraction is also performed on image transforms,
such as Fourier, wavelet and Chebyshev, as well as on com-
pound transforms being different combinations of subsequent
image transforms. The most informative features are selected
and the feature vector of each image is used for classification
and similarity measurement.

A BIOimage Classification and Annotation Tool (BIOCAT)
was proposed by Zhou et al. in [25]. It allows automatic
classification and annotation of entire 2- and 3-dimensional
biological images or their specific regions of interest by
utilizing pattern recognition algorithms. BIOCAT is equipped
with approximately 20 built-in modularized algorithms of
feature extractors that can be chained in a customizable way
to form an appropriate model for image classification. The
chains may be compared via BIOCAT to determine the most
suitable model for the specific dataset.

Siji et al. enhanced the performance of a content-based bi-
ological image retrieval system by selecting discriminative
feature sets from the set of canonical features [26]. Canonical
features are extracted using Wndchrm [23] and are assigned
to 4 separate feature sets. Each set is optimized using the prin-
cipal component analysis (PCA) process and the Fisher score
for the purpose of feature selection. The selected features are
then used for training the support vector machine (SVM) and
Bayesian classifiers.

Bioimage classification utilizing the SVM classifier was pro-
posed by Song et al. [27]. In this approach, a high-dimensional
multi-modal descriptor was introduced to combine multi-
ple texture features. To enhance the discriminative power of
the descriptors, a subcategory discriminant transform (SDT)
was designed to transform the descriptors before performing
SVM classification. Similarly to linear discriminant analysis
(LDA), the descriptor transform obtained with the use of the
SDT algorithm aims to minimize the within-class variation
and maximize the between-class difference.

Sekhar and Mohan proposed another SVM approach based
on distance metric learning techniques for semi-supervised
pattern classification [28]. The authors assigned label infor-
mation to the selected group of images, creating a sparingly
labeled training set. The optimal kernel gram matrix was
determined by using pairwise similar/dissimilar constraints
derived from the available examples in the labeled training
set. Label information for the remaining unlabeled examples
in the entire dataset is determined in an iterative self-training
manner, utilizing SVM. The method uses a confidence mea-
sure in the decision-making process.

Nanni et al. proposed a method that combines a CNN with an
SVM classifier [29] to obtain a structure capable of synthe-
sizing a large number of different image classification tasks.
Features extracted from the deep layers of the CNNs are mixed
with more traditional hand-crafted features. The output of
each layer is treated as a feature vector for which a dimen-
sionality reduction method, such as PCA or discrete cosine
transform (DCT), can be applied, depending on the size of
the vector. All of the vectors are then processed by SVM to
provide the final output. This approach was further improved
in [30], where a combination of local features, dense sam-
pling features, and deep learning features was proposed. Each
descriptor was used to train a different SVM, which were then
combined with the sum rule. In 2020, Nanni and Ghidoni
proposed an alternative approach [31] that boosts the perfor-
mance of trained CNNs by composing multiple CNNs into an
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ensemble and combining scores based on the sum rule. The
method, dedicated in general for bioimage datasets, features
the combination of multiple descriptors based on different
feature types, both of the learned and handcrafted variety.
In addition to the above-mentioned approaches relied upon in
the classification of nematodes, there are also numerous novel
works that demonstrate the feasibility of incorporating deep
learning technology into radiology practice. Ahn et al. pro-
posed a mammographic density estimation [32] process based
on CNN trained with local and global statistics extracted from
the image set, whereas Li et al. showed that pretraining may
improve the effectiveness of deep learning-based tissue mi-
crostructure estimation [33]. This property is particularly ev-
ident with abundant, publicly available high-quality datasets,
as is the case with the dMRI scans used by the authors.
In this paper, we propose a novel approach to classifying
muscle aging in C. elegans with the use of a CNN. To the
best of our knowledge, this paper is the first work to achieve
classification accuracy at a level comparable with (or, in some
cases, better than) state-of-the-art methods relying solely
on different fine-tuned CNN models, without the need to
introduce additional machine learning classifiers, such as
linear a SVM (as proposed, for instance, in [29] and [30]),
additional metadata or a description of the input images based
on expert knowledge.

3. Proposed Methodology

The goal of this paper is to classify C. elegans muscle aging
based on microscope imaging, using self-learned features on-
ly. CNNs are a perfect tool for the considered classification
problem, due to their appropriable characteristics. For exam-
ple, there is no need to design an analytical feature selection
model which usually has to be based on expert knowledge.
On the other hand, however, a CNN analyzes local spatial
properties in the patches of meaningful pixels, which reflects
the human interpretation of input data.
The experiments were conducted based on the C. elegans
muscle aging dataset [34], [35] compiled by the Laboratory of
Genetics at the U.S. National Institute on Aging. The dataset
consists of images of muscles taken with a fluorescence
microscope, with the said images representing various ages of
nematodes. The individuals are genetically identical and live
in a controlled laboratory environment. The images are saved
in the TIFF format, in grayscale, with a resolution of 1600×
1200 pixels and a depth of 16 bits. The size of the dataset
is 237 observations. The images are unevenly divided into 4
classes: “day 1” (52 observations), “day 2” (48 observations),
“day 4” (95 observations), and “day 8” (42 observations).
Examples of such images are presented in Fig. 1.
In the proposed solution, the input has the form of a grayscale
image of a C. elegans muscle with resolution of 1600× 1200
pixels and a depth of 16 bits. Due to the structure of the CNNs
used for transfer learning, the pixel values from a single-color
channel are duplicated to create a 3-channel image. In general,
the image can be of any resolution, as it is scaled down to

Fig. 1. Examples from the C. elegans muscle aging dataset [34],
[35].

a fixed size corresponding to the input layer of the CNN. The
output is a decision about the age of the muscle shown in
the image, i.e. the image is classified into one of the four age
classes: “day 1”, “day 2”, “day 4”, “day 8”. The flowchart for
the proposed method is shown in Fig. 2.

Fig. 2. Flowchart of the proposed approach.

The research presented in this paper can be divided into the
following tasks. The first part consisted in selecting the best
base network for transfer learning. Designing a new CNN for
the classification problem under consideration from scratch
would be very time-consuming and ultimately unnecessary.
The literature has shown that it is possible to retrain an image
classification CNN that has already been trained to extract
powerful and informative features from natural images (usu-
ally based on ImageNet dataset) to become a classification
CNN for a specific medical problem. Based on the results
shown in the references [15], [22], three candidates for the
base (starting point) network for transfer learning were se-
lected: VGG16, InceptionV3, and InceptionResNetv2.
The second task was to select the best strategy for unfreez-
ing the layers of the base network during transfer learning.
The classical approach used in transfer learning is to freeze
the weights and biases of the convolutional layers of the
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base network, so that they are not retrained at all and only
allow the layers responsible for classification to be retrained.
During the research, it was found that this is not optimal.
Instead, unfreezing a number of layers, both of the convo-
lutional and fully connected variety, significantly increased
the classification accuracy of the learned network.
The third task was to investigate how the base network’s ar-
chitecture could be modified to achieve even better results.
Since the part of the network corresponding to feature selec-
tion should not be changed, as this would mean the rejection
of all of the benefits from transfer learning, the main focus
was on changes in the part responsible for the classification.
Several new classification stage models were considered and
the results achieved by the best of them are presented below.
The fourth part was to compare the proposed CNN with other
prominent solutions available in the literature. The accuracy
of the classification was a comparative criterion.

4. Experimental Results

4.1. Network Structures

The authors decided to rely on the transfer learning tech-
nique in their research, as it is much faster and easier than
training a network from scratch. It involves the use of an al-
ready pre-trained network for general image classification
and, relying on its ability to recognize powerful and infor-
mative features from an image, training it for a new, much
more specific classification task. For this purpose, three CNNs
were selected: VGG16 [36], InceptionV3 [37], and Incep-
tionResNetV2 [38]. In this paper, they are referred to as base
networks. All three networks had been pretrained on the Ima-
geNet dataset [39] which contains over a million images of
natural objects, and are capable of classifying the said im-
ages into one of 1000 labels, such as goldfish, coffee mug,
pencil, etc. These networks have already learned an effective
set of image features, but the goal is to fine-tune the base net-
work, so it can learn features specific to the new dataset and
the new set of labels. A comparison of the base networks is
given in Tab. 1.

Tab. 1. Comparison of the base networks for transfer learning.

Network Depth
(layers)

No. of pa-
rameters Image size

VGG16 16 144 · 106 224×224×3
InceptionV3 48 23.9 · 106 299×299×3
InceptionResNetV2 164 55.0 · 106 299×299×3

The easiest approach to transfer learning is as follows. One
should adopt the architecture of the base network, set the ini-
tial pre-trained values of weights and biases, remove the last
layer of the classifier and replace it with a new, fully connected
layer with the number of neurons equal to the new number of
classes, freeze all convolution layers (set the learning rate fac-
tors to 0), speed up learning for the fully connected layers (set
the learning rate factors to e.g. 10), and then start retraining

using the new dataset. In this way, the deep network designer
assumes that the starting network has already acquired ad-
equate knowledge for the feature selection stage, suitable for
solving the new problem, so the learned values in the convo-
lutional layers would not be changed. A designer could make
this decision if the new dataset for the new problem is very
similar to the original dataset for which the underlying net-
work was trained. Changing the last fully connected layer at
the classification stage is the minimum condition that need to
be fulfilled to teach the network to solve a new problem. Al-
ternatively, instead of freezing the layers completely, one can
just slow down their learning process, i.e. set the learning rate
factor to 1, while setting a very low initial learning rate in
the training options (e.g. 0.0001). In this way, the developer
allows for minor changes to the feature selection stage.
Unfortunately, such an approach produces results that are not
satisfactory for the purpose of our research. This is mainly
because the dataset differs significantly from the ImageNet
dataset. Unfortunately, such a straightforward approach can
be found throughout the literature. Therefore, fine-tuning is
essential. In this research, two approaches to fine-tuning were
applied: firstly, we unfroze a number of the convolutional
layers at the feature extraction stage, and secondly, we intro-
duced different structures of newly trained, fully connected
layers at the classification stage.
When selecting layers to unfreeze, one should not select any
of the initial layers. The initial convolutional layers are used to
identify simple, general patterns in an image, e.g. edges. Even
if the new dataset used for transfer learning to solve the new
problem is significantly different from the original dataset
used for the base network, we still want the network to be able
to recognize such elementary features in the image. Moreover,
allowing the re-learning of the initial layers will render the
knowledge in the subsequent layers useless due to the alter-
nation of the output from the initial layers. On the other hand,
deeper convolutional layers are used to identify complex fea-
tures specific to a given dataset, based on previously identified
simple patterns. In the case concerned, both the images and

Tab. 2. General information concerning network structures used.

CNN#1 CNN#2 CNN#3
Depth 17 49 165

Base CNN VGG16 InceptionV3 Inception-
ResNetV2

Input size 224× 224× 3 299× 299× 3 299× 299× 3
Frozen
conv.
layers

12 89 238

Unfrozen
conv.
layers

1 9 6

Fully
connected
layers

4 2 2

No. of
parameters 150 527 244 30 211 936 60 648 676
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Tab. 3. Detailed network structures in relation to base networks.

CNN#1 CNN#2 CNN#3

Fr
oz

en
fe

at
ur

e
ex

tra
ct

io
n

pa
rt

– Convolutional layers from “conv1_1” to
“conv5_2”:
• number and sizes of filters as in VGG16,
• bias and weight learn rate factors set to 1,
• pre-trained biases and weights initialized

– ReLU activation and max pooling layers as
in VGG16

– Convolutional layers from
“conv2d_1” to “conv2d_89”:
• number and sizes of filters as

in InceptionV3,
• bias and weight learn rate

factors set to 0,
• pre-trained biases and

weights initialized
– Batch normalization, ReLU

activation and max pooling
layers as in InceptionV3

– Convolutional layers from “conv2d_1”
to “conv2d_199”, from
“block17_1_conv” to
“block17_20_conv”, from
“block35_1_conv” to
“block35_10_conv” from
“block8_1_conv” to “block8_9_conv”:
• number and sizes of filters as in

InceptionResNetV2,
• bias learn rate factor set to 0, weight

learn rate factor set to 1,
• pre-trained biases and weights

initialized
– Batch normalization, ReLU activation,

max pooling, addition, scaling, and
depth concatenation layers as in
InceptionResNetV2

U
nf

ro
ze

n
fe

at
ur

e
ex

tra
ct

io
n

pa
rt – Convolutional layer “conv5_3”:

• number and sizes of filters as in VGG16,
• bias and weight learn rate factors set

to 10,
• biases initialized as zeros and weights

initialized randomly
– ReLU activation and max pooling layer as in

VGG16

– Convolutional layers from
“conv2d_86” to “conv2d_94”:
• number and sizes of filters as

in InceptionV3,
• bias and weight learn rate

factors set to 10,
• pre-trained biases and

weights initialized.
– Batch normalization, ReLU

activation and max pooling layer
as in InceptionV3

– Convolutional layers from
“conv2d_200” to “conv2d_203”,
“block8_10_conv”, and “conv_7b”
layers:
• number and sizes of filters as in

InceptionResNetV2,
• bias and weight learn rate factors set

to 10,
• pre-trained biases and weights

initialized.
– Batch normalization, ReLU activation

and max pooling layer as in
InceptionResNetV2

C
la

ss
ifi

ca
tio

n
pa

rt

– Fully connected layers “fc6” and “fc7”:
• 4096 neurons,
• bias and weight learn rate factors set to 1,
• pre-trained biases and weights initialized

– ReLU activation and 0.5 dropout layer
– Fully connected layers “new_fc8”:
• 4096 neurons,
• bias and weight learn rate factors set

to 10,
• biases initialized as zeros and weights

initialized randomly
– ReLU activation and 0.5 dropout layer
– Fully connected layer “new_fc9”:
• 4 neurons,
• bias and weight learn rate factors set

to 10,
• biases initialized as zeros and weights

initialized randomly
– Softmax and classification layer

– Global average pooling layer
– Fully connected layer

“new_fc1”:
• 4096 neurons,
• bias and weight learn rate

factors set to 10,
• biases initialized as zeros and

weights initialized randomly
– ReLU activation and 0.5

dropout layer
– Fully connected layer

“new_fc2”:
• 4 neurons,
• bias and weight learn rate

factors set to 10,
• biases initialized as zeros and

weights initialized randomly
– Softmax and classification layer

– Global average pooling layer
– Fully connected layer “new_fc1”:
• 4096 neurons,
• bias and weight learn rate factors set

to 10,
• biases initialized as zeros and weights

initialized randomly
– ReLU activation and 0.5 dropout layer
– Fully connected layer “new_fc2”:
• 4 neurons,
• bias and weight learn rate factors set

to 10,
• biases initialized as zeros and weights

initialized randomly
– Softmax and classification layer

their associated labels are fundamentally different from the
images and labels in ImageNet, so we expect that the network
will learn to recognize completely different complex features.
This means that many deep convolutional layers should be un-
frozen and, furthermore, they should be able to change their
values rapidly during the training process. This means that if
we want to unfreeze convolutional layers (set the learning rate
factors to 10, for instance) and allow them to be re-trained,

we have to do it from the end of the network, starting with the
layers immediately preceding the fully connected part. In this
study, the number of unfrozen convolutional layers ranged
from 1 to 9, depending on the network.
In terms of the fully connected part of the network, the starting
point was always the classification stage model established for
the considered base network. Furthermore, the CNNs were
also tested using other classification stage models, e.g. the
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five models proposed in [15] were tested. Modifications of
fully connected layers at the classification stage are motivated
by the fact that the set of labels is completely different from
that of the core network, both in meaning and in number.
However, it has been noticed that the best results are usually
obtained by extending the fully connected part with just one
new fully connected layer with a large number of neurons
immediately before the last classification layer, which has to
be also a new layer with the number of neurons corresponding
to the new number of classes.
As the last step in selecting the network structures, the influ-
ence of other network parameters was tested, e.g. activation
layers were changed from ReLU layers to clipped ReLU lay-
ers, leaky ReLU layers or tanh layers, the training parameters
were changed, etc. The impact of these changes was negligible
and is, therefore, not discussed in this paper.
For all three base networks, hundreds of training sessions were
run with various numbers of unfrozen layers as well as with
various classifier models. In Tabs. 2 and 3, and throughout
the paper, only the best obtained network structures for each
of the base networks are presented.

4.2. Training Options

All of the CNNs were trained via supervised learning. For
estimating performance of the trained models, the 5-fold
cross-validation procedure was used. The dataset was ran-
domly split in such a way that 60% of it was used for the
training set, 20% for the validation set, and 20% for the test
set. The training data was shuffled before each epoch, and
the validation data was shuffled before each validation. Both
shuffling and data augmentation were applied to reduce the
variance in results and ensure that the model is general and
not overfitted.
To avoid overfitting, CNNs rely heavily on the large datasets
available. Overfitting occurs when the CNN learns to model
the training data too perfectly, such that the learned model
is characterized by a high variance for the test data. In ana-
lyzing medical images, big datasets are usually not available.
With such a small dataset, the risk of overfitting is very high.
In such a case, data augmentation [40] is essential to prevent
overfitting by introducing some random geometrical transfor-
mations into the training data for each epoch. In this way, one
randomly augmented version of each image is used during
each training epoch. In the course of the research, the data
augmentation settings were based on the data augmentation
models presented in [15], which deals with a similar classifi-
cation problem. The applied data augmentation consists of the
following geometric transformations: random rotation in the
0–30 range, random uniform scaling with the 1–1.05 factor,
random horizontal and vertical translations by 0 to 10 pixels,
random horizontal and vertical reflections with a probability
of 0.5 for each direction.
The goal of shuffling is to ensure that training set and val-
idation sets are representative of the overall distribution of
the data. This is important when using the minibatch gradient
descent algorithm in which the minibatch must be represen-

tative of the overall dataset. Shuffling after each epoch helps
avoid the risk of bad batches even further. This causes each
image in the training set to have an independent impact on
the model without being biased by the previous images.
All of the training options are presented in Tab. 4. They were
chosen empirically in order to perform precise training in
a reasonable time frame.
Tab. 4. Available training options.

Training
parameter Value

Mini-batch options

Max epochs 30

Mini-batch size 10

Shuffle Every epoch

Validation options

Validation
frequency 16

Validation patience Infinity

Solver options

Solving algorithm Stochastic gradient descent with
momentum (SGDM)

Momentum 0.9

Initial learn rate 0.0001

Learn rate schedule None

Learn rate drop
factor 0.1

Learn rate drop
period 10

L2 regularization 0.0001

4.3. Classification Accuracy

The effectiveness of CNNs can be measured and compared
using the following parameters: classification accuracy (the
average accuracy in the case of k-fold cross validation), pre-
diction rates for particular pairs of classes (confusion matrix),
training time, and decision time. The most important thing
when implementing a CNN-based solution is the classifica-
tion accuracy, and more specifically, low false prediction rates
and high true prediction rates. Table 5 shows the obtained
classification accuracy. The prediction rates are stored as con-
fusion matrices in Tabs. 6, 7, and 8. The confusion matrix
for a given CNN shows the overall classification efficiency
for each class. The correct classification of each class is rep-
Tab. 5. Classification accuracy for the proposed networks.

Network Accuracy Decision
time

Training
time

CNN#1 0.8174 ∼ 0.09 s ∼ 5–7 min

CNN#2 0.9783 ∼ 0.13 s ∼ 10–12
min

CNN#3 0.9304 ∼ 0.15 s ∼ 15–17
min
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Tab. 6. Confusion matrix for CNN#1.

True class
Predicted class

True positive False negative
day 1 day 2 day 4 day 8

Day 1 0.715 0.093 0.136 0.056 0.715 0.285
Day 2 0.080 0.900 0.000 0.020 0.900 0.100
Day 4 0.046 0.000 0.874 0.080 0.874 0.126
Day 8 0.025 0.047 0.189 0.739 0.739 0.261

Tab. 7. Confusion matrix for CNN#2.

True class
Predicted class

True positive False negative
day 1 day 2 day 4 day 8

Day 1 1 0 0 0 1 0
Day 2 0 1 0 0 1 0
Day 4 0.024 0.011 0.954 0.011 0.954 0.046
Day 8 0 0.022 0 0.978 0.978 0.022

Tab. 8. Confusion matrix for CNN#3.

True class
Predicted class

True positive False negative
day 1 day 2 day 4 day 8

Day 1 0.904 0.018 0.078 0 0.904 0.096
Day 2 0.020 0.920 0.040 0.02 0.920 0.080
Day 4 0.023 0 0.965 0.012 0.965 0.035
Day 8 0.025 0.047 0.022 0.906 0.906 0.094

resented by the diagonal cells, while elements beyond the
diagonal indicate a misclassification. The last two columns
contain the true positive rate and the false negative rate for
each true class, respectively.
Figure 3 presents receiver operating characteristic (ROC)
curves, being the plots of the true positive rate against the
false positive rate for a given class. The ROC curve for the
best classifier is near the upper left corner of the graph. On
the other hand, a diagonal line across the whole plot would
represent random guessing. The classifier’s overall quality
is measured by the area under the ROC curve (AUC). The
larger the area under the plot, the better the classification
performance. It can be seen that the ROCs for CNN#2 are
close to the ROCs of the ideal classifier.
It should be noted that the training time and the number
of learnable parameters have very little significance in this
research. Furthermore, the training time depends strongly
on the hardware setup and the dataset used. In the case of
decision time, the differences for the different considered
CNN architectures are negligible. The application under
consideration is not a real-time solution, so all of the results
are very satisfactory. The training time and decision time are
shown in Tab. 5.

4.4. Proposed Network

The experimental results show that CNN#2 is the best of the
presented CNNs for solving the given problem. The overall
classification accuracy of this network is equal to 0.9783. The
accuracy for the “day 1” class is 1, for the “day 2” class is 1, for

the “day 4” class is 0.954, and for the “day 8” class is 0.978.
The learning time was about 12 minutes and the decision
time was approximately 0.13 s. CNN#2 has a depth of 165,
consists of 244 convolutional layers and 2 fully connected
layers, and the number of learnable parameters is 60,648,676.
The proposed network is shown in Fig. 4.

Deep learning techniques, in particular convolutional neural
networks, are characterized by very high predictive power,
but are not easily interpretable by humans. This is sometimes
pointed out as a weakness of CNN compared to methods based
on expert knowledge. Interpreting a non-linear classifier is
important to gain trust into the prediction and to identify po-
tential data selection mistakes. In order to solve this challenge,
one can use the so-called importance maps or heatmaps.

Figure 5 shows exemplary heatmaps, calculated using the
Grad-CAM (gradient-weighted class activation mapping)
algorithm, which correspond to the sample data from the
dataset presented in Fig. 1. These importance maps visualize
the regions of the analyzed image that activated, the most,
the outputs from the last convolution layer while calculating
classification scores for specific class labels. Areas on a map
with a large value are those that impact the network score for
that class the most. There exists a direct analogy to magnetic
resonance imaging (MRI) of the human brain, in which
different regions activate for different stimulations. If the
pixels on a heatmap are red, it means that the last convolutional
layer has been strongly activated at a given location. The
network considers this feature to be important and valid for
a given class label. In this way, one can see that the network
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Fig. 3. ROC curves for the considered CNNs.

focuses on what is essential for distinguishing the age of C.
elegans. By analyzing individual heatmaps, we can see with
the naked eye what parts of the data are recognized and taken
into consideration by the CNN.
As expected, the network extensively utilizes information
from the rim of the nematode’s body. This is the very region
where the progressively deteriorating body-wall muscles are
located. However, quite interestingly, the network also ac-
commodates morphological changes in the pharynx, which
is evident in Fig. 5, day 8, but also noticeable on day 2. The
CNN appears to include even more regions (day 4). Unfortu-
nately, the organs and tissues from such regions (excluding
body-wall muscles) are difficult to determine.

4.5. Comparison of Methods

The three CNNs featured in this paper have been compared
with other state-of-the-art methods in terms of classification

performance. The methods used for the comparison were test-
ed on the same dataset as the proposed method. The results are
presented in Tab. 9. It can be seen that the proposed CNN#2
offers nearly the highest accuracy currently available in the
literature. However, when comparing the methods, one should
take into account that the proposed CNN#2 comes with all
of the advantages of a fully self-learned CNN-based solu-
tion without the handcrafted feature selection stage requiring
expert knowledge.
The only method that has achieved a similar level of accura-
cy was [27], but their direct comparison is very difficult here,
because it represents a completely different approach to solv-
ing the problem. The method applied in [27] uses separate
feature selection and classification tools. Feature selection is
based on a very sophisticated, hand-crafted, high-dimensional
descriptor set, which is then assisted by a specialized SDT al-
gorithm. Afterwards, classification is performed via SVM.
On the other hand, the methodology proposed in this paper
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Fig. 4. The proposed CNN for C. elegans muscle aging classification.

Tab. 9. Classification accuracy for different state-of-the-art methods.

Method Accuracy
Song et al. [27] 0.979

CNN#2 0.9783

CNN#3 0.9304

Nanni et al. [30] 0.9375

Nanni et al. [29] 0.9292

Zhou et al. [25] 0.896

Lin et al. [22] 0.8478

CNN#1 0.8174

Mohan and Sekhar [28] 0.75

Siji et al. [26] 0.75

Shamir et al. [35] 0.53

offers the same level of effectiveness by adopting a much sim-
pler strategy. Firstly, feature extraction and classification are
implemented using one coherent tool (CNN). Secondly, the
CNN-based solution is more open should a need to add more
classes or extend the dataset arise. Thirdly, the method pre-
sented in this paper uses date augmentation to protect against
overfitting, which is ignored in [27]. Fourthly, the CNN-based
solution is free from SVM flaws, such as high algorithmic
complexity, extensive memory requirements, sensitivity to

Fig. 5. Examples of heatmaps obtained with the use of CNN#2, in
which the network accommodates not only body-wall muscles, but
also pharynx, and regions that cannot be unambiguously determined.

outliers, lack of prediction scores (classification probabili-
ties), very time-consuming training, unsuitability for large
datasets, underperformance when the dataset is noisy, and
underperformance if the number of features for each data
point exceeds the number of training data samples. Ultimate-
ly, the biggest advantage of the proposed method over the
method presented in [27] is that there is no need to develop
a hand-crafted feature selection stage.

The next two methods from [29] and [30] produce slightly
worse results. In both cases, CNNs are only used as a sup-
plement to handcrafted features. Feature selection consists
of local features, dense sampling features, and deep learning
features which are then classified using SVM. Firstly, unfor-
tunately, this still requires specialized expert knowledge to
create a set of handcrafted features. Secondly, the CNNs pre-
sented in [29] and [30] have not been used in an optimal way,
because the authors have not unfrozen (allowed re-learning)
a single convolution layer and are using the deep learning
features learned for a completely different, unrelated classifi-
cation problem, completely relying on adaptation by SVM.
As a result, the presented methodology for using CNNs, even
when boosted by handcrafted features, does not provide as
good results as the CNN#2 network presented in this pa-
per. Thirdly, these methods also deal with the drawbacks of
SVM outlined in the previous paragraph. In this context, the
SVM acts as a bottleneck that blocks the useful classification
properties of the CNN.

It should be noted that the method presented in [25], although
less accurate than CNN#2, is intended for analyzing 3D im-
ages. In order for the proposed methodology to be able to
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operate on 3D images, additional studies involving extrapola-
tion to three dimensions would be necessary.
The last compared work that requires an additional comment
is presented in [22]. It is a method that calculates C. elegans
muscle age by regression. It is very difficult to fairly compare
the regression method to the classification method, e.g. the
results of the regression method can be interpreted as classi-
fication results with a class resolution of one day (i.e. many
classes differing by one day). However, in [22], it is necessary
to add some metadata or a description to the image, which
implies additional work that needs to be supervised by a hu-
man. For the method proposed in this paper, only an image is
entered as input, with no additional metadata or description.

5. Conclusion

This paper presents the results of research on C. elegans mus-
cle age classification using CNNs with self-learned features
only. The problem under consideration is very difficult for hu-
mans to solve. Therefore, machine learning-based solutions
are being sought. In anti-aging drug research, the proposed
CNN would be a very fast and effective age determination
method, which would lead to reductions in time and costs.
The challenge in these studies was the small dataset, which
made it difficult to train the CNNs effectively and posed the
risk of overfitting. Transfer learning and data augmentation
techniques were used to solve this problem. VGG16, Incep-
tionV3, and InceptionResNetV2 networks were selected as
the base networks for transfer learning. The impact of un-
freezing successive convolutional layers on the classification
accuracy was investigated, as well as the impact of extending
the classifier model with additional fully connected layers.
The overall classification accuracy of the proposed network
is equal to 0.9783. The proposed network has a depth of 165,
consists of 244 convolutional layers and 2 fully connected
layers, and the number of learnable parameters is 60,648,676.
The proposed network was compared with other solutions
described in the literature.
The achieved results prove that CNNs can be successfully
used for the classification of C. elegans muscle aging without
handcrafted features. Moreover, given the fact that CNNs are
free from the disadvantages of analytical feature selection
and other machine learning methods, the results achieved are
improvements in the research problem under consideration
and are of great importance for anti-aging studies.
Our study shows that during the early stages of ageing, C.
elegans exhibits morphological alterations not only in the
muscle tissue but also in other parts of the nematode’s body,
e.g. its pharynx. The CNNs proposed by us are capable
of detecting such changes with a high degree of accuracy,
therefore providing reliable information regarding potentially
new sources of ageing.
Future research may include the following. Retraining the
network on an extended dataset with more classes, e.g. each
class could represent a separate day from a 2-week span. Inte-
grating the proposed CNN with region-based active contour

models for medical image segmentation [41]. Application of
the proposed CNN to solve other classification problems in
diagnostics [34], [35].
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