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Abstract  The article presents an analysis of the features of se-
lected correlators impacting the accuracy of determining the
receiver’s range and position in VHF marine environment. The
paper introduces the concept of various correlators – including
the double delta correlator – and describes the proposed mea-
surement scenarios that have been designed to demonstrate
the effectiveness of those components. The entire work was
performed as part of the R-Mode Baltic and R-Mode Baltic 2
projects, with our goals including analyzing the impact of multi-
path phenomena, changes in the sampling frequency or signal
type on the determination of the received signal delay at the re-
ceiver. The measured data were processed in a signal correlation
application and in a TOA-based tool in order to determine the
receiver’s position. This process made it possible to compare the
selected correlating devices. The results presented in this article
are to be used by IALA in developing a current version of the
VHF data exchange system’s (VDES) specification.

Keywords  correlators, e-navigation, maritime radiocommunica-
tions, positioning, ranging, R-Mode Baltic, VHF data exchange
system

1. Introduction

Precise determination of location is a key factor in aquat-
ic and marine environments. The process is based primarily
on satellite systems. However, relying solely on satellite sys-
tems is risky due to GNSS jamming, spoofing or a potential
global failure. Relying only on RTK or DGNSS fixes is not
sufficient as well. Hence the development of e-navigation
services, i.e. an approach that combines modern navigation
and communication technologies, thus creating an accurate,
safe and effective system that is expected to be available for
use by ships of all sizes [1]. The necessity of such a solu-
tion is essential in coastal areas, where availability of security
systems is limited and where satellite signals are often dis-
turbed. Therefore, if satellite and terrestrial systems are used
simultaneously for location purposes, the number of ranging
signals observed is increased and the geometry is improved.
All this ensures better positioning accuracy and shortens the
positioning lead time.

Ranging Mode for the Baltic Sea – R-Mode Baltic [2] and
R-Mode Baltic 2 [3] – is one of the projects dedicated to the
emerging e-navigation services. It is carried out by a consor-
tium of 12 partners, from the Baltic Sea region, including the
National Institute of Telecommunications, Poland. The scope
and results of this project are presented in [4]. As part of the
R-Mode Baltic and R-Mode Baltic 2 projects – whose main
goal is to develop a non-GNSS marine positioning system –
selected correlators have been researched and implemented,
which allowed for the determination of more precise pseudo-
ranges from terrestrial transmitting stations, and thus – for
more accurate determination of the receiver’s position at sea.
Based on theoretical analyses and simulations, a software tool
was developed and implemented in an R-Mode positioning
system demonstrator. It was also tested in a laboratory and
used during a measurement campaign performed in the ma-
rine environment – using the VHF radio maritime channel.
The aim was to select a specific correlator that exhibits the
best efficiency under multi-path propagation conditions or in
a scenario in which the quality of the received useful signal
is poor.
The article describes the entire process of researching the
correlators known from [5]–[7], starting with a theoretical
analysis, through the implementation stage, laboratory tests
performed under various measurement scenarios, all the way
to measurement campaign tests conducted with the use of
a prototype transmitter and receiver.

2. Selection of the Optimum Correlator
for R-mode Baltic System

Signal correlators are a very important component of ra-
diocommunication and navigation systems. They are used
to determine the delays of RF signals reaching the receiv-
er, based on which the receiver’s position can be determined.
Such devices rely on correlation methods that incorporate
numerous measuring approaches, including analysis of noisy
signals. By using the autocorrelation, it is possible to de-
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termine the extent to which signal values at a certain point
in time will affect the signal at a given point in the future.
These methods are also used for detecting and measuring
parameters of periodic signals against the background of ran-
dom interference, for detecting gravitational waves, as well
as in space radar technology, in communicating with distant
probes or in radio astronomy. Correlators are also used in
transmittance and delay time measurements, in the prediction
and filtering theory, in identifying energy and noise sources
and in determining system properties based on specific input
and output data. Their main advantages include the ability
to analyze low-power signals which are additionally affected
by noise from atmospheric disturbances or receiving devices
[8]. The correlation technique is a relatively simple and ef-
fective method of detecting such signals. Due to very low
power signals and the large amount of data that need to be
collected and processed, this technique has specific features
in radio navigation that distinguish it from other applications.
In correlators, two measurement signals are subjected to cross-
correlation. The cross-correlation function of two stationary
random signals x(t) and y(t) can be expressed by:

Rxy(τ) = lim
T→∞

1
T

∫ T
0

x(t)y∗(t+ τ)dt, (1)

where T – observation time and τ – time shift.
Such a function brings out the similarity between x(t) and
y(t). However, if x(t) and y(t) are independent, then for
each value of τ , function Rxy(τ ) takes the value equal to
zero, provided that x(t) or y(t) has the zero mean value. This
enables the measurement of random signals occurring against
the background of random independent disturbances. Let us
now consider the cross-correlation function of two disturbed
random signals. Suppose we have z1(t) and z2(t) containing
a random useful signal x(t) [8]:

z1(t) = x(t) + n1(t), (2)

z2(t) = x(t) + n2(t), (3)

where n1(t) and n2(t) are random disturbances present in
z1(t) and z2(t), respectively. If x(t) and n1(t), x(t) and
n2(t), as well as n1(t) and n2(t) are independent, then cross-
correlation function of signals z1(t) and z2(t) is:

Rz1z2(τ) = Rxx(τ), (4)

where Rxx(τ) is the autocorrelation function of the useful
signal. Function Rz1z2(τ) reaches, at zero, a maximum equal
to the mean square value x2(t) of the useful signal. The
measuring procedure based on formulas (1)–(4) consists in
determining the cross-correlation function between two ver-
sions of the disturbed signal which was obtained, for example,
as a result of amplification in two different paths of the mea-
suring system. In real applications, the cross-correlation of
signals hidden in noise and delayed against each other is the
most interesting feature. Assume the transmitted signal x(t)
is a stationary random with a zero mean value. Let the re-
ceived signal be a stationary random signal y(t) with a zero
mean value such that:

y(t) = ax(t− τ0) + n(t), (5)

where: a – attenuation coefficient, τ0 – delay, n(t) – indepen-
dent noise (disturbance) with zero mean value. The cross-
correlation function of signals x(t) and y(t) is:

Rxy(τ) = aRxx(τ − τ0). (6)

The peak value of Rxy(τ) occurs at τ = τ0 and is ax2(t).
This problem can be extended to a situation where each of the
two signals is delayed, attenuated and disturbed, where the
disturbances n1(t) and n2(t) are independent of the useful
signal x(t) and of one another [8]:

z1(t) = a1x(t− τ1) + n1(t), (7)

z2(t) = a2x(t− τ2) + n2(t). (8)

In such a case the cross-correlation function takes the follow-
ing form:

Rz1z2(τ) = a1a2Rxx[τ − (τ2 − τ1)]. (9)

The peak values of Rz1z2(τ) occurs for τ0 = τ2 − τ1 and is
a1a2x2(t).
A correlator based on the correlation function (9) is capable
of obtaining appropriate synchronization. Under real life con-
ditions, the main correlation peak of the correlation function
may take a different shape (it may be either more jagged or
smoother). This depends primarily on signal strength, noise
power, multipath propagation, or the sampling frequency val-
ue used in the receiver. In order to obtain the most accurate
information about the delay time of the signal reaching the
receiver, three correlators were analyzed:
– basic correlator [5],
– narrow correlator [6],
– double delta correlator [7].
Figure 1 shows the baseband signal processing diagram for
a single channel with particular emphasis placed on the
correlators. Integrate and dump (I&D) blocks accumulate
the correlators’ outputs and provide their in-phase (I) and
quadrature (Q) components. The number of correlator pairs
depends on the specific type of the correlator used in the
analysis of the correlation function [9]:

Fig. 1. Multicorrelators block diagram.

The basic correlator is the least complicated solution. Its
output depends solely on the maximum sample value in main
peak of the correlation function. In this solution, the correlator
relies only on one locally generated code referred to as the
prompt (P ) replica [5]–[9]. When the code is correlated with
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the matched replica of itself, the correlation result reaches
the maximum – meaning a high degree of autocorrelation.
When the code is correlated with a non-aligned replica of
itself – the correlation result is low. Real-time systems are
very much prone to noise and the conditions always vary.
As a consequence, the autocorrelation peak seems to change
constantly, resulting in the need of adding continuous phase
and frequency (Doppler) tracking to match the code replica.
A more in-depth analysis of the correlation function is per-
formed by the narrow correlator. It uses the sample with the
maximum value and a pair of adjacent samples. The correla-
tor is based on three replicas of the local code: prompt (P ),
early (E) and late (L) [6]–[10]. The idea behind the narrow
correlator is to reduce the spacing between E and L correla-
tors, so that interference immunity and accuracy of ranging
can be improved. In the narrow correlator the effect of multi-
path signals on the correlation function is least significant at
the peak value. Thus, designing the correlators in the vicinity
of the maximum value can effectively reduce the influence
of multipath. Each of those correlators estimates the corre-
lation function value for a different sequence offset. The P
correlator calculates the value of the correlation function for
the current phase of the sequence, while E and L correla-
tors use the accelerated and delayed sequence with respect
to the P correlator. Relative time shift of the sequence be-
tween successive correlators is usually half the duration of
the sequence’s elementary symbol (chip). The correlation
function is shaped like a triangle within ±1 chip around the
maximum. The phases of the sequences in E, P and L cor-
relators must lie within this triangle. If the values at either
of the outputs of E or L correlators exceed the output of the
P correlator, the phase of the locally produced sequence is
updated (Fig. 2) [6].

Fig. 2. Example of a correlation peak analyzed in a narrow correlator.

Having obtained the sample values of the correlation function
at the output of the correlators, it is now possible to calculate
the exact delay of the signals on the basis of the dependencies:

p =
1
2
α− γ

α− 2β + γ ·
1
fs
, (10)

k∗
△
= kβ + p, (11)

y(p) = β − 1
4
(α− γ)p, (12)

where: fs – sampling frequency, p – calculated delay in
relation to the maximum sample where the point with the
highest value is located, α, β, γ – values of three consecutive
samples of the correlation function, kβ – delay of the sample
with the highest value, k∗ – total delay of the point with
the highest value, y (p) – maximum value of the correlation
function.
The double delta correlator is a more advanced solution.
It uses two pairs of correlators (instead of one) in order to
estimate signal delay with high compensation of multipath
effects [7]–[11]. The correlator is based on five replicas of
the local code: prompt (P ), early 1 (E1), late 1 (L1) as well
as early 2 (E2) and late 2 (L2). The double delta correlator
introduces a correction term that can compensate variations
of the rising and falling edges caused by multipath. E1 and
L1 are one pair of output correlator with an earlier and later
correlation peak (d1 spacing), whileE2 andL2 are the second
output pair with an earlier and later correlation peak (d2
spacing) [2]. The distance can be calculated as:

D = (E1 − L1)−
1
2
(E2 − L2). (13)

Since the differencesE1−L1 andE2−L2 can be interpreted
as “narrow correlators”, Eq. (13) can be:

D = Narrow (d1)−
1
2

Narrow(d2). (14)

After the selection of the correlators, a full test campaign
was performed on a π/4-QPSK signal generated by the VHF
data exchange system (VDES) [13], [14] software simulator
[15]. For testing purposes, a second signal was generated by
shifting half of the sample from the first signal and by adding
low-power noise. This helps to determine the effectiveness
of the implemented correlators. On the receiving side, the
correlation function was obtained. The sampling frequency
of 10 MHz was used, where one sample relates to 30 m of
distance.
Figure 3 shows the error in estimating correlation peak delay
in relation to the exact value of the delay in which the peak
is located. This error is expressed in meters – the result is
the distance between the determined correlation peak and
the real signal delay value. The graph has been presented as
a function of the signal-to-noise-ratio (SNR) in order to verify
the efficiency of correlators with respect to signal strength.
The worst results were observed for the basic correlator.
Therefore, the correlation function based on just one correla-
tion peak is not capable of providing reliable data. A lot of
information is lost regarding the exact delay of the received
signal. Hence, this method is not suitable for beacon services
due to the potentially significant pseudo-range errors. On the
other hand, narrow and double delta correlators with the sec-
ond pair spacing = 0.15 chip allow for a more precise delay
estimation, as shown in Fig. 3. Better immunity to multipath
propagation phenomena and the larger spread of the corre-
lation function around the maximum value peak makes the
double delta correlator a proposal that is most suitable for
navigation applications.
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Fig. 3. Error of the determined correlation peak delay as a function
of signal strength.

3. Multipath Propagation Impact on the
Effectiveness of Correlators

The propagation conditions of a given radio channel depend
on the properties of the wave itself, i.e. its length and polar-
ization, as well as on the features of the environment in which
the wave propagates. These include, for example, the topog-
raphy and the type of the surface – radio waves propagate
differently in areas covered with water, in forests, in urban
or in open areas. Multipath transmission is a phenomenon
that substantially impacts the signal in a given radio channel.
The term “multipath” means that the signal – subjected to
diffraction, refraction, scattering and reflection – reaches the
receiver as a sum of many signals with different delays, phas-
es, and amplitudes [16], [17]. Additionally, in the proximity
of the receiver, each of the signal components is dispersed
into other N components. If the receiver is in motion, the car-
rier frequency of each scattering component is shifted based
on the Doppler effect.
The delay of multipath signals depends on the additional dis-
tance traveled by the reflected signal, with the said distance
being longer than that of the direct path. During the mea-
surement campaign organized by the National Institute of
Telecommunications, the transmitter was installed in the Gdy-
nia harbor, where, for the initial short-range measurements,
the multipath effect was caused by nearby objects or build-
ings. On the other hand, for measurements at sea, the signal
could also propagate to the receiver through reflections from
maritime infrastructure, e.g. ships, ports or breakwaters. The
presence of land (Hel Peninsula) along the line of sight also
impacted the reflected signals reaching the receiver. The next
important phenomenon is the tropospheric waveguide (duct)
channel (Fig. 4) [18]. This is a specific type of radio propaga-
tion that tends to occur during periods of stable, anti-storm
weather only.

Fig. 4. Phenomenon of tropospheric ducts.

When instead of a normally expected drop, an RF signal en-
counters an increase in temperature at high altitudes (temper-
ature inversion), the higher refractive index of the atmosphere
will cause the signal to bend. Especially favorable conditions
for the formation of tropospheric ducts occur mainly in the
second half of the year [19]. Migrations of high-pressure areas
observed in autumn, a large load of moisture in the atmo-
sphere and the daily temperature fluctuations have a beneficial
effect as well. Tropospheric ducts affect all radio frequen-
cies, and signals amplified by this phenomenon are capable
of reaching locations up to 1300 km away.
Radio waves that reach the receiver as multipath signals are
superimposed (with a slight delay) on the main signal, which
causes an abrupt unevenness in the shape of the correlation
peak. If, on top of that, noise is also present along the propa-
gation path, these distortions are even larger. Consequently,
the calculation of the transmitter – receiver range can be dif-
ficult. The application of a correlator with an additional pair
of correlators might be an efficient solution to that problem.
Choosing appropriate spacing between additional correla-
tors will cause the irregularities of the correlation peak to be
covered along the entire range of the correlator’s operation
and, consequently, the impact of the multipath phenomenon
will be significantly reduced and the quality of pseudo-range
determination will be improved.
As part of the research concerning the effectiveness of the
proposed method, a simulation was carried out in which the
signals reaching the receiver were delayed relative to each
other by such a value that the distorted correlation peak was
located between the first and second pair of the correlators.
The reflected signal reached the receiver 25 ns later and with
less power compared to the one received directly. In Fig. 5, the
effectiveness of the analyzed types of correlators for the above
simulation test is shown. Signals with π/4-QPSK modulation
and a sampling frequency of 10 MHz were used.

Fig. 5. Error of the correlation peak delay determined for the mea-
surement scenario.

The results show that even for signals with a low SNR, the
double delta correlator with a second pair spacing of 0.15
chip determines the delay of the transmitted signal more ac-
curately compared to other solutions. It takes into account the
distortion of the correlation peak due to the delay of the sig-
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nal’s replica. This means that it is an effective concept that can
be used in a multipath environment to reduce the error in de-
termining the time of arrival of a useful signal to the receiver.

4. Impact of Correlators on the Real
R-mode Signal

In this section, correlators used under real conditions are
presented and their influence on the accuracy of determining
the receiver’s position in maritime VHF channels is dis-
cussed. While many ships are equipped with sensors and
assistance systems for positioning and navigation, collisions
and groundings are still taking place. To reduce the risk of
such incidents, a test stand was built under the R-Mode Baltic
project for a ground-based positioning system called Rang-
ing Mode (R-Mode) in the Baltic Sea [20]. This new system
enables positioning even when Global Navigation Satellite
Systems (GNSS) fail or are unavailable. The provision of reli-
able position, navigation and timing (PNT) information is key
to safe navigation and is also essential to the development of
new marine e-navigation applications. As part of this project,
the effectiveness of selected correlators was evaluated as well.
During the measurement campaigns, the transmitting R-
Mode station was located in the Gdynia harbor, while the
receiving station was aboard the “Stena Baltica” ferry, with
the exception of the stationary measurements when it was
at a fixed location in the harbor of Jastarnia (as part of the
R-Mode Baltic 2 project). All these prototype stations were
developed by the authors of the article at the National Institute
of Telecommunications.
Figure 6 presents a block diagram of the R-Mode demonstrator
and the received signal processing path relied upon in order
to obtain the most accurate receiver position. The purpose of
operating and synchronizing the R-Mode VDES system has
been described in detail in [4].
The R-mode system demonstrator presented in Fig. 6 consists
of the following modules:
– RF module – which receives radio transmissions from the

R-Mode stations and stores the I/Q samples,
– external rubidium oscillator,
– signal correlation application – which reads files with I/Q

samples, correlates them and, thereafter having informa-
tion about the coordinates of the stations, determines the
pseudoranges,

– GNSS receiver – which provides the UTC time, GNSS
position, speed, and track angle. The first two parameters
are used for accuracy comparison purposes, while the other
two are fed to the Kalman filter,

– R-Mode real-time positioning application – which deter-
mines the position based on the calculated pseudoranges
to the R-Mode stations and additionally uses Kalman fil-
tration. It also determines positioning errors with respect
to GNSS position.

The deployment of this system made it possible research
the correlators’ effectiveness with respect to determining
pseudoranges and position accuracy. The selection of the

best correlator and its configuration will allow to obtain
more accurate location results in the upcoming measurement
campaign, in the final R-Mode Baltic 2 demonstration.

4.1. Spacing Between Correlator Pairs, Sampling
Frequency and their Impact on Efficiency

As part of the research, a number of modifications were
introduced to the selected transmission signal and sampling
frequency, which gave us the opportunity to increase the
accuracy of the determined range. The aspect of changing
the sampling frequency is particularly important due to the
ability of building the target VDES R-Mode receiver with the
use of software-defined radio technology, using off-the-shelf
components. A number of scenarios have been verified during
the measurement campaigns performed in the point-to-point
mode, i.e. with the VDES R-mode base station located in the
Gdynia harbor and with remote access to the receiving station
installed in the harbor of Jastarnia.
Initially, all tests and measurements were carried out at a sam-
pling frequency of 200 MHz and using a correlation sequence
which consisted solely of the Gold sequence with a length of
1877 symbols. This resulted in a large number of files with
the recorded samples and, consequently, longer time of pro-
cessing the signal by correlators. The subsequent tests were
conducted with lower frequencies and various correlators,
which allowed to choose the optimal combination presented
in Table 1. There is a summary of the root mean square error
(RMS) of the determined distance accuracy in relation to the
actual distance between the transmitter in Gdynia and the re-
ceiver in Jastarnia. In the case of the double delta correlator,
the second pair spacing was set to 0.15 chip.
Tab. 1. Determined RMS error for selected correlators depending
on the sampling frequency.

Sampling
frequency

[MHz]

RMS for the
basic

correlator [m]

RMS for the
narrow

correlator [m]

RMS for the
double delta

correlator with
the second pair
spacing of 0.15

chip [m]
200 98.17 93.31 92.22
100 90.32 91.81 90.19
50 94.35 93.12 91.04
10 90.74 84.25 81.41
1 100.53 82.2 79.65

The values presented in Table 1 have been obtained for the
specified sampling frequency and for the Gold sequence
signal. The tests for each sampling frequency were performed
on a group of 1,000 recorded files with samples. The basic
correlator utilizing a single correlation peak produced the
worst results. With each decrease in the sampling frequency,
the error resulting from the inaccuracy of one sample was
higher. Narrow and double delta correlators produced the
best results, with the latter being slightly more accurate. The
high power of the received signals impacted the shape of the
correlation peak, making its slopes smoother and, therefore,
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Fig. 6. Block diagram of the R-Mode positioning system demonstrator.

preventing the multicorrelators from exhibiting any major
range determination deviations.
Next, we conducted the measurements, with varying trans-
mitted signals. Each of the 4 emulated stations sent, once per
second, a known ranging sequence as a part of the payload
data [21]. In this case, the ranging sequence was a combi-
nation of two sequences (defined below) to customize the
required performance based on two given scenarios:
– shorter distances between shore station and ship,
– longer distances between shore station and ship.
The first part of the ranging sequence was based on the
π/4-QPSK modulation alphabet with alternated constellation
points (the so-called “alternating sequence”) [21]. The second
part of the ranging sequence was a Gold code (π/4-QPSK
modulation). The length of each sequence is based on the
weighting factor γ. This means that the length of the entire
correlation sequence (1877 symbols) is multiplied by the
appropriate weighting factor associated with the sequence
type. Both sequences were weighted and merged with each
other. To be more precise – the alternating sequence was
multiplied by a weighting factor of γ = 0.7 for short distances
(higher SNR) and γ = 0.3 for larger distances (lower SNR).
The Gold code was multiplied by a weighting factor of 0.3
for short distances and 0.7 otherwise. Figure 7 shows the
principle of creating such a correlation sequence.

Fig. 7. A method of creating a correlation sequence consisting of
two different types.

Table 2 shows the RMS values obtained for different γ coeffi-
cient and the correlator type for both transmitter and receiver

side. The obtained RMS was also analyzed in the context of
the correlation of signals with different values of γ.

Tab. 2. RMS determined for selected correlators depending on the
γ coefficient.

Factor γ

RMS for the
based

correlator
[m]

RMS for the
narrow

correlator
[m]

RMS for the
double delta
correlator

[m]
γ = 0.7 (TX)

correlated with
γ = 0.7 (RX)

48.15 18.67 17.58

γ = 0.3 (TX)
correlated with
γ = 0.3 (RX)

50.37 20.88 20.54

γ = 0.7 (TX)
correlated with
γ = 0 (RX)

84.22 45.12 44.68

γ = 0.3 (TX)
correlated with
γ = 0 (RX)

70.7 45.01 44.52

The combination of the Gold signal and the alternating se-
quence is characterized by very good correlation properties.
It can be noticed that this sequence improved the ranging ac-
curacy by approximately 50 m compared to the scenario in
which the Gold sequence was used solo. That is a signifi-
cant improvement compared to previous studies. Again, the
double delta correlator offered the best results, slightly better
than those of the narrow correlator. The solution presented
in [24] is one of the methods for evaluating the effectiveness
of the correlator. This approach involves the calculation of the
S-curve, the code multipath envelope and the thermal noise.
Here, the authors propose a single universal model for the
double delta correlator used in the marine environment. In
order to select the most effective configuration, tests were
carried out on a number of signals transmitted and received
under marine environment conditions. For the purpose of fur-
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the research, the effectiveness of the double delta correlator
was tested depending on the spacing width of the second pair
of correlators (Fig. 8).

Fig. 8. Range estimation accuracy as a function of the spacing of
the second pair of correlators in the double delta correlator.

Based on 1,000 received waveforms, the simulation of ac-
curacy was performed by varying the spacing of the second
pair of correlators. The most effective spacing width is ap-
proximately 0.1–0.2 symbol duration between the E2 and L2
correlators. Using a larger spacing is not rational, because
samples that go beyond the correlation peak are taken into
account and introduce additional errors.
To recapitulate, one may state that due to the possibility of
analyzing a wider range of samples included in the correlation
peak, double delta correlator is the best choice for large-scale
applications in the marine environment. At the same time,
the basic correlator was found not to be suitable for such
purposes.

4.2. Correlator Type vs. Accuracy

After the selection of the best signal in terms of correlation
properties, it was possible to research the selected correla-
tors’ of pseudo-range accuracy. In order to finally calculate
the receiver’s position using the calculated ranges, a mea-
surement scenario was used where additional base stations
were emulated1. The coordinates of the emulated stations
were chosen in such a way so that their respective distances
from the receiver in Jastarnia were exactly the same as the
distance between Jastarnia and the “real” transmitting sta-
tion in Gdynia (Fig. 9). It is also worth noting that tests were
performed in the Gulf of Gdańsk, in a line-of-sight (LOS)
marine environment.
During the tests, a 4-slot message was transmitted and was
recognized by the receiver as four signals from the emulated
transmitters. Using the collected data sent via the VHF marine
channel, the RMS factor was determined for:
– basic correlator,
– narrow correlator,
– double delta correlator with the second pair spacing of 0.1

chip,
1Since only one “physical” base station exists so far (installed in the

Gdynia harbor), the emulation of other stations was necessary. Otherwise,
we would not be able to calculate the receiver’s position, because at least
three stations are required.

Fig. 9. Measurement scenario for four emulated broadcasting sta-
tions.

– double delta correlator with the second pair spacing of 0.2
chip.

All analyses, including digital signal processing, were carried
out using a signal correlation application that was developed
in-house.
The application includes various data processing modes:
offline, useful for processing the collected data, or online,
where samples are processed in real time, e.g. during the
measurement campaign on a ship. The application allows
to select the correlator to be used, with the possibility to
set the required spacing in the double delta correlator. After
measurements and signal processing, the accuracy of the
determined distances of selected correlators was compared.
Table 3 shows the RMS error values for each correlator based
on approximately 3,000 measurements.

Tab. 3. RMS determined depending on the selected correlator.

Emulated station
Correlator type ID 1 ID 2 ID 3 ID 4

R
M

S
[m

]

Basic 31.798 33.816 38.122 33.771
Narrow 24.228 24.324 24.352 24.264
Double delta with
second pair spacing
of 0.2 chip

21.898 21.996 21.940 21.915

Double delta with
second pair spacing
of 0.1 chip

21.580 21.675 21.593 21.597

As we can see, for the double delta correlator, the spread of
the second pair of correlators translates into the achieved
accuracy range. The narrow correlator generated narrow
correlator generated less accurate results, which may be due
to the fact that one pair of the correlators is not able to detect
all the distortions that may have occurred in the correlation
peak. Therefore, an additional pair of correlators allows to
include all useful information contained in the correlation
peak, which facilitates the determination of a more precise
pseudo-range. With 0.2 chip spacing, however, the samples
that were beyond the range of the correlation peak could
potentially be included in the processing stage, which might
have negatively impacted the results obtained. Uncorrelated
noise that falls within the scope of the correlator analysis may
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also impair range determination outcomes. In this case, due to
the high signal level, the such differences were low, but under
less favorable conditions i.e. with a higher noise level and with
the shape of the correlation function not being as smooth, the
impact may by significant. With theoretical research and the
simulations performed taken into consideration, the optimum
value of spacing between the second pair of samples is 0.1
chip. This reduces the multipath phenomenon and the impact
of uncorrelated, additional noise. The results obtained with the
use of the basic correlator were characterized by the lowest
level of accuracy, as stated in the previous analyses. This
confirms that for a lower sampling frequency, the error that
results from the accuracy of one sample is too large, which
makes this type of correlator unsuitable for use in navigation
services.
In the next step, data from each of the four correlators was
transferred to the software application for determining the po-
sition based on the obtained pseudo-ranges (this specific tool
also was created by the authors, in-house). Based on the con-
ducted research, it will be possible to determine the manner in
which the selection of the correlator affects the determination
of the receiver’s position in a marine VHF channel.
The application allows to determine the position using the
time of arrival (TOA) method [22], based on the measured
pseudo-ranges from reference stations with known locations.
The application displays the coordinates of the calculated
position, positioning error, DOP coefficients, the number of
visible reference stations, the calculated receiver clock bias,
speed and course [23]. The map shows the calculated and
actual positions of the receiver and the reference stations.
For each correlator, three scenarios were assessed in order to
take into consideration different numbers of reference stations
and varying geometries. Table 4 lists these scenarios along
with the information on the number of reference stations
used, HDOP values, with ID numbers referring to Fig. 9,
while Fig. 10 visualizes the specific scenarios. The reference
stations are marked in green, while the receiver is marked in
blue. In each case, the position was calculated 2,741 times
for each correlator. The same set of recorded samples was
used as input for each of the correlators. This allows to assess
the dependence of the positioning accuracy on the correlator
applied, regardless of the noise level present in the channel.

Tab. 4. Positioning scenarios.

Number of
stations HDOP Emulated stations

ID
Scenario 1 4 3.392 1, 2, 3, 4
Scenario 2 3 3.731 1, 2, 4
Scenario 3 3 9.199 2, 3, 4

For a clear visualization of the obtained results, Fig. 11 shows
the detailed data for scenario 2 only, while Table 5 lists
the RMS values obtained for each tested correlator for all
scenarios.
The largest difference in terms of position determination
accuracy was observed between the basic correlator and

Fig. 10. Position reference stations used in the campaign: a) scenario
1 – four stations and good geometry, b) scenario 2 – three stations
and good geometry, c) scenario 3 – three stations and poor geometry.

the remaining types. Regardless of the number of stations
and the HDOP coefficient, all three correlators (narrow and
two variants of double delta) performed significantly better
than the basic correlator. As expected, the positioning error
value increased for each of the correlators if the geometry of
the reference stations deteriorated and if their number was
decreasing.
Simultaneously, no significant differences in terms of posi-
tion determination accuracy were observed between these
three correlators. In each case, the RMS values were sim-
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Fig. 11. TOA positioning error for scenario 2 for: basic correlator
(green), narrow correlator (red), double delta correlator with second
pair spacing of 0.1 chip (blue), and double delta correlator with
second pair spacing of 0.2 chip (orange).

Tab. 5. Determined RMS of positioning error.

Correlator
RMS [m]

Scenario 1 Scenario 2 Scenario 3
Basic 130.443 133.053 271.791
Narrow 30.146 32.807 80.564
Double delta with
second pair spacing of
0.2 chip

30.135 32.795 80.537

Double delta with
second pair spacing of
0.1 chip

30.135 32.975 80.537

ilar. Nevertheless, since the differences in the accuracy of
pseudo-range determination were small, the lack of ability to
achieve an improvement in positioning accuracy may result
from the emulation, because only one real reference station
was used in the campaign. We can assume that if the reference
signals from each of the stations are completely independent
of each other (e.g. different propagation paths), the benefit of
using a double delta correlator will become noticeable.

4.3. Type of the Correlator and the Accuracy of the
Determined Range in the R-mode Campaign

Paper [4] presents a detailed analysis of the results obtained
by the authors during the measurement campaign with the use
of the VDES system and the basic correlator. As follow up,
another measurement campaign was performed in June 2020
on the Gdynia-Karlskrona route, with a VHF transmitting
antenna located in the Gdynia harbor and the receiver placed
aboard a Stena Line ferry.
Figure 12 shows a graph presenting the ranging errors ob-
served during the measurements. The red line shows the
distance between the receiver and the transmitter. The blue
points represent the error resulting from the difference be-
tween the correlator’s output and the reference measurement
(by EGNOS + GNSS). For better visualization, the chart is di-

vided into three parts in which the measurements took place:
LOS – i.e. the part of the measurements carried out in the
Gdańsk Bay, mixed sea + land path – i.e. measurements that
took place when the ship was behind the Hel Peninsula and
measurements in the NLOS environment – i.e. with the ship
outside the 50 km zone from the transmitter and out at sea.

Fig. 12. Ranging errors in the VDES 2020 measurement campaign
for the double delta correlator with second pair spacing of 0.1 chip.

Due to some modifications applied to the hardware configu-
ration in the second measurement campaign, it is not possible
to clearly assess the degree to which the double delta correla-
tor contributed to the improvement of the calculated RMS. To
be more specific, compared to the first VDES measurement
campaign, the following changes were made, which could
have an impact on the final results:
– using VDES signal without Hann window – to improve

transmitted signal power,
– setup transmission without physical VHF filter – to improve

transmitted signal power,
– using amplifier with higher output power levels,
– incorporating different LNA and filter configuration on

receiver side.
For example, in the case of the LOS environment, an RMS
of 20 m was obtained with the double delta, whereas in
the previous measurement campaign these values were over
30 m. Figure 13 shows a map presenting the measurement
campaign’s route with the applied errors.
For short distances, it can be seen that the ranges provided
by GNSS almost coincide with those calculated by the sig-
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Fig. 13. Map of the 2020 Gdynia – Karlskrona measurement cam-
paign.

nal correlation application. Such results allow for calculation
of the exact position of the receiving station. This is very
important, especially in ports where accurate, precise naviga-
tion is critical. For long distances (over 66 km) the error of
positioning is approximately 180 m. This is a very good re-
sult compared to previous measurement campaigns. It should
also be added that at a distance of approximately 120 km,
these accuracies were in the order of 300 meters, which is
still a satisfactory value. The RMS curve for the basic and
double delta correlator for the second VDES measurement
campaign is shown in Fig. 14.

Fig. 14. RMS curve for second measurement campaign.

In another step, a comparison of the efficiency of basic and
double delta correlators in the second VDES measurement
campaign was researched using samples recorded at a sam-
pling frequency of 200 MHz. The difference between the
obtained RMS is presented in Fig. 15.
For the LOS zone, the differences in the calculated distances
are imperceptible, due to the high sampling frequency. In
contrast, for NLOS, the double delta correlator has a high-
er RMS value resulting from multipath propagation. e.g. in
the area behind the Hel Peninsula, where there are many ob-
stacles. In relation to the basic correlator, this improves the
determination of distances, allowing to achieve accuracy of
up to 30 m. Future plans assume that four transmitting sta-
tions will be set up in the Baltic Sea. Then, it will be possible
to fully verify the effectiveness of the double delta correlator
in determining the receiver’s position.

Fig. 15. Difference of the RMS between the double delta and the
basic correlators.

5. Long-term Stationary Measurements
Using a Best Correlator

As a follow up to the R-Mode Baltic project (ended on
03/31/2021), the authors continued their research within the
framework of the Ranging Mode Baltic Sea test bed evalua-
tion project (R-Mode Baltic 2). The main goal of the R-Mode
Baltic 2 project is a long-term evaluation of the R-Mode Baltic
test stand and additional testing of new R-Mode concepts.
To achieve that goal, the project consortium will increase
the monitoring capabilities of the R-Mode Baltic test stand
and equip vessels with R-Mode-ready receivers and marine
applications from the R-Mode Baltic project. This expand-
ed network of static and dynamic monitoring stations will be
used for extensive R-Mode performance studies over a project
period of nine months. The results are essential for the fur-
ther development of the proposed solution and will facilitate
its ultimate transformation into a reliable and internationally
recognized backup maritime navigation system.

Such an approach allows to study the features of the double
delta correlator and check its effectiveness and stability by
means of long-term measurements conducted in various
weather conditions. The preliminary results that were obtained
from the 11-day campaign are presented here. The transmitter
was installed in the Gdynia harbor. The EIRP power was
25 W and the antenna height was 28 m above sea level. The
receiver was located in the harbor of Jastarnia – approx. 20 km
away, with its antenna positioned at 17 m above sea level.
The transmission between the stations took place under LOS
conditions and entirely over a sea-covered area. Both stations
were equipped with rubidium oscillators. The receiver was
also equipped with a low noise amplifier (LNA) (noise figure
of 0.6 dB) and a VHF bandpass 3 dB filter. Fig. 16 shows the
results obtained at the beginning of the measurements.

The RMS is presented for two cases: when the mean error
from the measurements was subtracted every day and when it
was subtracted just once on the first day of the campaign. From
Fig 16, the potential accumulation of the mean error could be
observed, which confirms the stability of the measurements.
The graph indicates the atmospheric factors (wind direction,
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Fig. 16. Analysis of the observed RMS depending on the weather
conditions.

precipitation) that could affect the results. The phenomenon
of ducts, introduced in Section 3, can be observed in Fig. 17.

Fig. 17. The phenomenon of radio ducts visible during the measure-
ments conducted on 26th June 2021.

Additionally, Fig. 16 presents the impact of rain on signal at-
tenuation resulting in the ducts phenomenon, which shows
a clear temporary increase in the accumulated RMS. One
may also see, however, that it did not affect the RMS val-
ues obtained by subtracting the mean error for each hour. By
the end of the project, it will be possible to collect a large
amount of data, thanks to which it will be possible to analyze
the measurements obtained from the double delta correla-
tor in terms of RMS changes depending on the season of the
year or time of the day. In addition, the National Institute of
Telecommunications is preparing a research focusing on time
and frequency synchronization of the R-Mode system with
optical fibers. Thanks to such an approach, an opportunity
would arise to compare stationary measurements using a ru-
bidium oscillator with measurements obtained in a scenario
in which synchronization is achieved by means of a fiber op-
tic solution. This would ensure the elimination of time error
sources, thus greatly enhancing the quality of data.

6. Conclusions

It is the double delta correlator (with the second pair spacing
= 0.1 chip), selected for signal propagation on the VHF chan-
nel, that offers the highest level of accuracy in terms of range
and position determination in the marine environment. The
analysis conducted has shown the sheer number of factors
that influence the results of the studied correlators. These in-
cluded multipath propagation, sampling frequency, selection
of signal modulation and its structure, spacing between pairs
of correlators, and weather conditions prevailing during the
measurements.
The research campaign was divided into a theoretical phase,
followed by a series of simulation tests and concluded with
measurement campaigns relying on the VDES R-Mode system
demonstrator. The double delta correlator displayed the best
properties as far as the analysis of the correlation function was
concerned. For signals received along the Gdynia-Jastarnia
route (with the distance equaling approx. 20 km), where the
SNR of the received signal was about 2 dB, the accuracy of
the calculated distance was 21.58 m. The results obtained
with the use of the double delta correlator, with the spread of
the second pair of samples equaling 0.1 chip, was 30.135 m.
Because the measurements were static with an almost con-
stant SNR value, the differences in accuracy between the
correlator with sample spacing of 0.1 and 0.2 were hardly vis-
ible and amounted to approx. 0.3 m. This is due to the fact that
positioning errors result from the superposition of distance er-
rors. We assume that the advantages resulting from applying
the double delta correlator with the spread of the second pair
of samples = 0.1 chip will be noticeable in real conditions,
i.e. for different propagation paths and for different SNR val-
ues. However, confirmation of this assumptions requires that
another measurement campaign be conducted. Furthermore,
during the measurements, the phenomenon of tropospheric
ducts could be observed. The double delta correlator showed
an RMS that was increased even by 20 m compared with the
measurements performed with the duct phenomenon not be-
ing present. The software implemented by the authors allowed
to conduct an in-depth analysis. It included an application for
the correlation of signals, determining pseudo-ranges, and
software determining positions based on distance measure-
ments from several R-Mode reference stations using the TOA
method in LOS and NLOS environments.

7. Future Work

The selected optimal correlator will be used primarily in the
next measurement campaign, the purpose of which will be to
demonstrate the capability of the VDES R-Mode system and
its usefulness for the PNT sector in marine conditions. The
received data will be processed on the survey ship in real time
and the highest achievable level of accuracy will be required.
These tests will show the effectiveness of the selected double
delta correlator in marine navigation applications. The data
that has been already collected with the use of the Gdynia–
Jastarnia setup will allows to check the effectiveness of the
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double delta correlator, but also to evaluate the operation of
the entire VDES R-Mode positioning system in the long term.
It will also allow to assess the dependence of the calculated
RMS on the various weather conditions. Long term plans as-
sume that the time and reference clock will be synchronized
with the use of optical fibers connecting the transmitter with
a common central time standard. This will allow to separate
the system from sources of time errors and will help compare
the positioning errors with the results obtained in the course
of previous campaigns, where time synchronization was based
on rubidium oscillators. All of these factors will help improve
the R-Mode test bench and eventually transform it into the
most accurate positioning and navigation system that will pro-
vide reliable data, even in a scenario in which the GNSS is not
available. These activities contribute to increasing the level of
protection and safety in the Baltic Sea by improving the tech-
nical capabilities of the broadly understood maritime sector.
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Abstract  This work examines the efficacy of deep learning
(DL) based non-orthogonal multiple access (NOMA) receivers in
vehicular communications (VC). Analytical formulations for the
outage probability (OP), symbol error rate (SER), and ergodic
sum rate for the researched vehicle networks are established us-
ing i.i.d. Nakagami-m fading links. Standard receivers, such as
least square (LS) and minimum mean square error (MMSE), are
outperformed by the stacked long-short term memory (S-LSTM)
based DL-NOMA receiver. Under real time propagation circum-
stances, including the cyclic prefix (CP) and clipping distortion,
the simulation curves compare the performance of MMSE and
LS receivers with that of the DL-NOMA receiver. According to
numerical statistics, NOMA outperforms conventional orthogo-
nal multiple access (OMA) by roughly 20% and has a high sum
rate when considering i.i.d. fading links.

Keywords  deep learning (DL), multiple-input multiple-output
(MIMO), non orthogonal multiple access (NOMA), orthogonal
multiple access (OMA).

1. Introduction

Nowadays, vehicles are capable of exchanging, in real time,
data about their speed, position, and driving directions using
vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V)
communications [1]. Vehicles may now also receive notifi-
cations from many directions thanks to the technology sup-
porting V2I communication, giving them a clear 360◦ picture
of every other car in their surroundings [2], so that they are
able to identify potential threats. The V2V device then alerts
drivers via tactile, audible, or visual alarms, [3]–[4] (Fig. 1).
The main drivers of VC applications are multimedia and safe-
ty. While traffic management and multimedia applications
require increased energy efficiency (EE), spectrum efficiency
(SE), and high connectivity in V2I and V2V wireless com-
munications, safety messages need an exceptional end-to-end
dependability and exceptionally low latency [5]. Un fortu-
nately, existing VC technologies, such as wireless access in

Fig. 1. Schematic representation of V2I and V2V networks.

vehicular environments, 4G, and LTE-A, are based on or-
thogonal frequency division multiple access (OFDMA) and
are unable of providing the high SE and end-to-end reliability
rates required for enhancing VC.

Non-orthogonal multiple access (NOMA) systems have
gained a lot of interest in recent years due to the advancement
of 5G cellular networks [6]–[8]. The high throughput of NO-
MA, allowing it to serve large numbers of users utilizing the
same time and frequency resources, is the major rationale for
its adoption in 5G [9]. NOMA approaches are divided into
two categories: power-domain and code-domain [10]–[11].
In the power domain variety, NOMA accomplishes multiplex-
ing, but in the code domain, NOMA achieves multiplexing.
The focus of this paper is on the power-domain NOMA
which will be hereinafter referred to simply as NOMA.

NOMA is an approach that is considered of being capable of
meeting data rates and user access needs associated with mul-
timedia applications and the Internet of Things (IoT). NOMA
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is a viable approach for meeting 5G wireless communica-
tions objectives, such as high SE, extremely low latency, and
massive connectivity. It has been often utilized in conjunc-
tion with the MIMO technique, relaying communications,
cognitive cooperative systems, millimeter-wave communica-
tions, and other technologies to maximize sum-rate and user
fairness under fading channel conditions (Fig. 2).

Fig. 2. Downlink for multiple user NOMA for with different fading
channels conditions.

The rollout of 5G is associated with new features and tech-
nologies allowing operators to take advantage of new infras-
tructure capabilities. Artificial intelligence/machine learning
(AI/ML), a prospect approach for developing adaptive and
predictive systems, has evolved in both vehicles and traditional
wireless networks. ML can handle highly dynamic vehicular
network challenges that traditional solutions, such as classical
control loop design and optimization techniques, cannot cope
with by relying on data-centric methodologies [12]–[13].
V2V and V2X connectivity are the next paradigms in connect-
ed vehicle research. Existing V2X concepts, rely on classical
OMA, which employs orthogonal resources. This makes it
difficult to deploy NOMA, since its performance is strongly
dependent on a large channel gain differential existing be-
tween users. As a result, OMA-based V2X may not be able
to satisfy V2X criteria in high-traffic areas. NOMA provides
multiplexing in the power domain to serve several users at
the same time or to share frequency resources, thus offering
a considerable increase in SE over OMA [14]–[15].

2. Related Work

The SER and OP performance of cooperative NOMA was
examined in [16] and the findings were compared with non-
cooperative NOMA in terms of data throughput, OP, and
diversity gain, considering i.i.d. Nakagami-m fading links.
In [17], the authors investigated a DL-aided NOMA sys-
tem and presented the applications of DL in other wireless
technologies. The authors employed the recurrent neural net-
work (RNN) algorithm for identifying fading channel co-
efficients. In paper [18], the authors investigated an LSTM
NOMA receiver under the frequency flat Rayleigh fading
channel scenario. The LSTM algorithm was employed for
obtaining the optimal receiver. In article [19], the authors in-
vestigated a ubiquitous bidirectional LSTM-based NOMA
receiver under the imperfect successive interference cancella-
tion (SIC) scenario. Simulation results demonstrated that the

DL-based NOMA receiver performs better than the tradition-
al SIC MIMO-NOMA techniques. However, the authors of
papers [14]–[19] did not consider the time-varying channel
or the node mobility scenario.
In paper [20], the authors investigated a multiple user NOMA
system under frequency flat Rayleigh fading channel condi-
tions. The NOMA approach was used by the BS to provide
connectivity, user fairness, and a high SE for multiusers un-
der time-selective fading channel conditions. In addition, at
the BS, an optimal power allocation mechanism was used
to share the available power by assigning a power allocation
factor to each of the users.
The authors of [21] investigated channel capacity of a DL
MIMO-NOMA system by considering different multi-antenna
scenarios over generalized fading channels in the presence of
perfect and imperfect SIC schemes. The authors looked at
a broad architecture for numerous NOMA users using TAS-
assisted Alamouti space-time codeword transmission. At the
output of the maximum-ratio combiner of the NOMA users,
accurate formulations of the probability density function of
the TAS-OSTBC processed signal-to-noise ratio (SNR) were
generated. The authors also looked at the impacts of power
coefficients and fading factors on the error performance of
TAS-OSTBC-assisted NOMA users.
The authors of [22] explored a NOMA VC network under
time selective independent but not necessarily identically
distributed (i.n.i.d.) Nakagami-m fading channel conditions.
When a BS communicates with vehicles travelling away
from the BS using single-input multiple-output technology
(SIMO), diversity combining techniques, such as maximum
ratio combining (MRC) and selection combining (SC) are
used at the receiver of each vehicle to fusion the signals
received at the antennas. Analytical formulas of the OP and
ergodic sum rate are obtained in this context for the examined
vehicle networks under the assumption of independent but
not necessarily identically distributed (i.n.i.d.) Nakagami-m
fading channels.
In this paper, we consider DL-based NOMA, assuming that
the channel will become time-selective due to node mobility
conditions. A performance comparison is provided between
a conventional NOMA receiver and a S-LSTM based NO-
MA receiver for various shape parameters values and node
mobility scenarios.

3. Signal and Channel Model

3.1. Time Selective Nakagami-m Fading Channel Model

Due to the presence of node mobility, the channel will become
time selective in nature. The first order autoregressive process,
written as in [23]–[24], is:

d(k) = ρd(k − 1) +
√
1− ρ2e(k), (1)

where k and k−1 denote the two neighboring time instants and
may be used to construct the time selective channel model. The
term e(k) denotes a random process, modeled as CN(0, σ2).
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ρ represents the correlation coefficients that develop as a result
of the node’s mobility and Doppler spread expressed as:

ρ = J0
2πfcv
RSc

where fc represents the carrier frequency of the radio wave,
v is the relative velocity between two communicating cellular
users, c denotes the speed of light, J0(.) denotes the Bessel
function of the zeroth order and first kind, and RS represents
the data transmission rate.

3.2. Signal Model

In our analysis, we have considered i.i.d. Nakagami-m time
selective channel fading connections, with a fading severity
parameter m and the average fading link gain of Ωi, i ∈
{SD, SR,RD}. The channel is no longer frequency flat and
due to the Doppler spread, it will become the frequency
selective, causing inter symbol interference (ISI). In order
to mitigate the effect of ISI CP is used in the orthogonal
frequency division multiplexing (OFDM) system. Channel
impulse response length should be longer than CP length to
obtain lower SER performance. Due to reflection, refraction,
and scattering, the receiver receives numerous copies of the
signal due to multipath propagation:{

K−1∑
n=0

d(n)

}
.

The signal received after the transmission of the OFDM
symbol s(n) is [12]–[18]:

r(n) = x(n)⊗ d(n) + η(n), (2)

where d(n) represents time selective i.i.d. Nakagami-m faded
random samples, ⊗ denotes the circular convolution η(n)
represents the channel noise with the expected value of 0 and
standard deviation of

√
N0/2, i.e. CN(0, N0/2).

After performing the Fourier transform and removing the CP
at the receiver, the resulting signal is [12]–[18]:

R(k) = X(k)D(k) + Ñ(k), (3)

where R(k), X(k), D(k), and Ñ(k) are the discrete Fourier
transform (DFT) of r(n), x(n), d(n), and η(n), respectively.
In an uplink (UL) NOMA transmission, the composite signal
at the BS is [12]–[18]:

R(k) =
M∑
t=1

√
Pt(n)Xt(k)Dt(k) + Ñ(k), (4)

where R(k) denotes the received signal corresponding to the
transmission of Xt(k) and Ñ(k) represents channel noise.
Pt(n) represents the power allocated to user t on the k-th
subcarrier. For M subcarriers, the total power is expressed
as P . The optimal power allocation factor is:

βt(k) =
Pt(k)
P

,

for user t.
The total available power is expressed as

∑M
t=1 βt(k) = 1.

The channel is essentially a multitap type due to multipath

propagation. Channel impulse response dt(n) for user t is:

dt(n) =
K∑
l=1

dt,lδ(k − kt,l),

where dt,l represents the complex channel gain and kt,l repre-
sents time delay of the l-th multipath. DFT of dt(n) is given
as dt(k). The total number of resolved paths is equal to 50 and
fading links are i.i.d. time selective Nakagami-m distributed.

4. DL-based NOMA Receiver

4.1. S-LSTM Basics

Numerous tasks that former learning algorithms for recurrent
neural networks (RNNs) were not capable of accomplish-
ing may be solved by LSTMs. In a 5G NOMA network,
LSTM may be used for such tasks as channel estimation,
SER computation, optimal power allocation, and OP calcu-
lation. Time-series forecasts may also be successfully made
with LSTMs. Based on real-time wireless propagation da-
ta sets that are studied using different parameters, including
the number of fading channel instances, the authors of [24]
explore a LSTM network for fading channel coefficients of
the DL NOMA system. Currently, S-LSTMs are a reliable
method for resolving complex sequence prediction issues.
An S-LSTM architecture is an LSTM standard composed of
numerous LSTM layers. The model becomes deeper as LSTM
hidden layers are stacked, more appropriately qualifying the
method as DL. A multilayer perceptron neural network may
become deeper by including more hidden layers. It is known
that the additional hidden layers integrate the learnt represen-
tation from the earlier layers to produce new representations
with a high degree of abstraction, taking lines, forms, and
things as examples. Instead of sending a single value, an
LSTM layer located above transmits a set of values to an-
other LSTM layer positioned below. One output time step
is utilized for each input time step, rather than one output
time step for all input time steps [9]. The primary distinc-
tion between LSTM and S-LSTM is that in a S-LSTM-based
system, time slots are essentially sub-carriers, and after con-
sidering the single time step in the S-LSTM architecture,
DL training may be performed by utilizing the multiple user
identification method for a specific sub-carrier.

4.2. Model Training

OFDM data symbols have the form of packets, with a total
of 84 carriers. An OFDM data packet consists of 4 symbols.
For channel estimation, two pilots are assigned. Each OFDM
symbol consists of 2 bits per subcarrier. Because we are
dealing with complicated data symbols, the next step is to
create a feature vector (FV).
At the training stage, the complex data symbol consists of
both real and complex components. The dimension of the
FV is determined by the number of features per sample. The
FV has a size of 84× 4× 2 = 672 for 84 sub-carriers. The
S-LSTM NOMA channel estimator is trained to understand
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the signal associated with the k-th subcarrier by incorporating
the necessary label in the training. The label is a number that
indicates the combination of both users’ transmitted symbols.
Because both users are transmitting quadrature amplitude
modulation (QAM) or 4-phase shift keying (PSK) signals,
there will be 20 combinations/labels. In Matlab software,
deep neural networks (DNNs) are developed by connecting
DL layers to the DL Toolbox. Users may construct DL models
and track their development using this tool. The dimension
of the real-valued FV, which is 672, governs the size of the
input to the input layer. The S-LSTM layer has 250 hidden
units, followed by a fully linked layer with an output size of
25-bits. The classification layer generates an estimated label
to map both users’ transmitted signals simultaneously, and
the softmax layer applies the softmax function to the input.

5. Simulation Results

The suggested S-LSTM-based NOMA detector is trained
using simulation data and its performance is compared to
that of the classic SIC receiver method. The prior channel
state information (CSI) increases SER performance, allowing
the MMSE and LS techniques to estimate the fading channel
coefficients, respectively. SER is obtained per sub-carrier for
various SNR regimes. For both offline and online training
stages, the channel is assumed to be time selective or fast
fading to minimize the influence of ISI and Doppler spread.
To analyze even minor fading channel variations, each OFDM
packet provides a noticeable random phase shift to the fading
channel of each cellular user. For both cellular users, the
target signal-to-interference noise ratio (SINR) is 16 dB. For
optimal or maximum likelihood receivers, which are used
to test the accuracy of S-LSTM-based receivers, the entire
CSI scenario is considered. 520,000 OFDM samples and 250
epochs were used to train this algorithm. When employing
some training pilots that, remove CP or encounter non-linear
clipping noise, S-LSTM-based receivers are more accurate
than standard receivers used in the simulation.
In the simulated scenario, there are 84 subcarriers and a 30-
second long CP. There are 35 multipaths and the carrier
frequency is 3 GHz. To support sophisticated 4PSK and QAM
modulation, the maximum delay spread is set to 30 symbols.

5.1. Investigation of OP for Node Velocity and Shape
Parameters

Simulation findings for NOMA-based 5G vehicle networks
validate analytical formulations of OP and the average sum
rate. A DL V2A environment is analyzed in which 3 users are
travelling away from the BS at 55 km/h. With a transmission
symbol rate of Rs = 20 Mbps and a carrier frequency of
fc = 6 GHz, the BS connects with user 1, user 2, and user 3.
User 1 is farthest from the BS and has the poorest channel
conditions. The channel state is inversely proportional to the
distance according to:

Hn,1 =
Hdn√
1 + dεn

.

Therefore, user 2 is travelling via the best channel. ε = 3 is
the path loss exponent. At t = 1, performance factors α1(1),
α2(1) and α3(1) for mobile users 1, 2, and 3 are 0.6, 0.27,
and 0.13, respectively. The order of the power coefficients
is altered at t-th time instant in accordance with the channel
order of the mobile users at that time instant. The minimum
detection rate for each mobile user isRt = 1 bps/Hz, resulting
in a threshold SNR ψth,1 = ψth,2 = ψth,3 = 1 for NOMA
mobile users, ψth = 7 is the SNR threshold for traditional
OMA, which can be calculated from [9]:

1
3

N∑
n=1

log2 (1 + ψth,n) =
1
3
log2 (1 + ψth) . (5)

The time selective fading channel can be modelled using
the autoregressive process with variance of σ2en = 0.01 at
the point in time of t = 3. For single input multiple output
NOMA, the receiver at each vehicle uses optimal combining
and zero forcing schemes, whereas for MIMO-NOMA, it
uses singular value decomposition (SVD). The average SNR
received at each link is separated using an exponential power
decay profile since all diversity branches at each vehicle are

Fig. 3. OP vs. SNR for single SISO NOMA. (a) m = 2 and (b)
m = 3.

20
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2022



Analysis of an LSTM-based NOMA Detector Over Time Selective Nakagami-m Fading Channel Conditions

i.i.d. We use the maximum received average SNR of Ωl = 3
and a fading factor of δ = 0.30 in the simulations.

By assuming a perfect CSI, the outcomes of i.i.d. considera-
tions are contrasted with those of the i.i.d. channel considera-
tion. For m = 2, which represents the Rayleigh fading chan-
nel, Fig. 3a shows the outage performance of three NOMA ve-
hicles and a standard OMA (non-line of sight condition). The
findings reveal that, despite being allocated with the lowest
power coefficient from the BS, the user with the best channel
conditions (user 3) surpasses all three vehicles in terms of out-
age performance. Since they are provided with a higher power
coefficient in NOMA than in OMA, the user with the poorest
channel conditions (user 1) performs badly when compared to
others. However, they outperform the classical OMA scheme.

The outage performance of the users with NOMA and OMA
with m = 2 is shown in Fig. 3b. When compared to m = 3,
performance is better, since the diversity benefit for m = 2 is
bigger. For m = 2, user 1 of NOMA outperforms OMA by
2 dB. However, in the case of m = 2, as opposed to m = 1,
performance decreases owing to i.i.d. considerations being
greater. This indicates that in non-line of sight situations, the
impact of i.i.d. considerations is reduced.

5.2. Effect of the Number of Pilots and Node Mobility

Both LS and MMSE techniques may yield reliable forecasts
when 110 pilots are used, as illustrated in Fig. 4. Nevertheless,
S-LSTM-based NOMA receivers are superior to other tradi-
tional NOMA receivers. A reduction in the number of pilots
(to 30) for both user 1 and user 2 greatly reduces the decod-
ing accuracy of LS and MMSE algorithms to SNR = 14 dB.
The channels are time-selective, and it has been shown that
as the communicating node’s velocity increases, SER power
decreases.

Fig. 4. SER vs. SNR of an S-LSTM-based DL NOMA receiver with
110 and 30 pilots over time selective Nakagami-m fading channel
conditions.

In contrast, the DL NOMA receiver can achieve the per-
formance of the 110 pilots example, demonstrating that S-
LSTM-based receivers are more robust for several pilots and
can achieve higher performance with fewer pilots.

5.3. Analysis of End-to-end System Performance

DL NOMA works considerably better when CP length is
greater than impulse response. It has been discovered that
neither LS nor MMSE receivers are capable of accurately
estimating CSI. When exposed to severe ISI effects, even with
excellent channel estimation, an optimum ML-based NOMA
receiver can no longer offer the best response.
Time selective fading is used to test robustness of the DL
NOMA receiver. SER performance of the DL NOMA receiver
is comparable to that of an ideal ML-based NOMA receiver
when the impact of node mobility is neglected. Additionally,
as fading severity increases, SER performance improves.
Furthermore, the DL NOMA receiver is resilient to the signal
strength of the SLSTM-based DL NOMA receiver for user 2
(low channel gain user or far user), as shown in Fig. 5 and
has a traditional error estimation effect. Furthermore, the
DL NOMA receiver is resilient to the signal strength of the
S-LSTM-based DL NOMA receiver in the case of user 2
(poor channel gain user or far user), as shown in Fig. 5, and
propagates the estimated effect of flaws in the standard SIC
scheme.

Fig. 5. SER vs. SNR for S-LSTM-based DL-NOMA receivers for
various CP lengths under time selective Nakagami-m fading links.

The DL receiver has been shown to be resistant to random
phase shifts and offers equal performance to its counterpart
under ideal conditions, when used in a high mobility situation
with a time varying channel. It has been proved through
simulation that lower node velocity enhances end-to-end
system performance.

5.4. SER Investigation Considering the Non-linear CN
Problem

Due to the presence of the nonlinear noise results, higher
backoff from peak output is required to maintain linearity in
the power amplifier. Figure 6 shows the error performance
of MMSE, and an S-LSTM-based NOMA receiver when the
DNN receiver is facing non-linear noise, considering 4QAM
complex modulated symbols. When the clipping ratio is equal
the SER performance the DL NOMA receiver is much better
than that of MMSE for SNR > 12 dB. The S-LSTM receiver
outperforms the standard NOMA receiver, as shown in Fig. 7.
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Fig. 6. SER vs. SNR of the S-LSTM-based NOMA system with and
without CN for various node mobility and fading severities.

However, its detection performance varies depending on the
node’s mobility situation.

Fig. 7. Error probability vs. SNR considering gaps between testing
and training phases.

5.5. Robustness Investigation over Time Selective Fading

In the online training step, CSI is calculated using data sets
that are identical to those used in the offline training stage, and
4QAM complex modulated symbols are employed. The gap
between online and offline deployments exists in real-time
propagation situations. Furthermore, for the trained model
to work, these differences must be stable. Figure 8 shows
the effect of changing the fading relationship statistics used
throughout the training and testing stages.

5.6. Effect of the LR on SER Performance

Here, the DL NOMA detector’s error probability performance
is examined, and the error rate plots for the two mobile users
are shown in Fig. 9 under time varying channel conditions. It
has been observed that lower LRs yield lower SERs, implying
that greater LRs will result in fast neural network weight up-

Fig. 8. SER vs. SNR under time selected Nakagami-m fading
connections vs. considering all impairments.

dates and larger validation errors when using 4QAM complex
modulated symbols.

Fig. 9. SER graphs of the DL NOMA detector under the time
selective Nakagami-m fading channel for various values of LR.

Fig. 10. SER plots of DL NOMA over time selective Nakagami-m
fading channel settings trained with varying batch sizes.
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5.7. Impact of Batch Size Considering Node Mobility
Conditions

In this step, the training OFDM symbols are separated into
packets, and iteration occurs throughout the training stage.
The full dataset for this study takes 50 iterations to finish the
epoch. Figure 10 depicts the effect of various batch sizes on
DL system performance, demonstrating that bigger batches
improve the SER. Small batches take much less time to
converge compared with large batches in the training phase.
Therefore, validation accuracy is the same. Smaller batches,
on the other hand, result in less accurate testing.

6. Conclusion

Despite being assigned the lowest power coefficient by the BS,
the users with the best channel conditions outperform all other
users in terms of outage performance. Under time varying
channel conditions, it has been observed that lower LRs yield
the lower SERs, implying that greater LRs will result in fast
neural network weight updates and larger validation errors
when using complex modulated symbols. Larger batches need
fewer iterations and DL fading channel coefficients change
rapidly due to time selective fading, but each update uses more
data to build a more accurate gradient estimate. Consequently
larger batch sizes significantly improve spectral efficiency.
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Abstract  Generalized Singular Value Decomposition (GSVD)
is the enabling linear precoding scheme for multiple-input
multiple-output (MIMO) non-orthogonal multiple access (NO-
MA) systems. In this paper, we extend research concerning
downlink MIMO-NOMA systems with GSVD to cover bit error
rate (BER) performance and to derive an approximate evalua-
tion of the average BER performance. Specifically, we deploy, at
the base station, the well-known technique of joint-modulation to
generate NOMA symbols and joint maximum-likelihood (ML) to
recover the transmitted data at end user locations. Consequent-
ly, the joint ML detector offers almost the same performance, in
terms of average BER as ideal successive interference cancella-
tion. Next, we also investigate BER performance of other pre-
coding schemes, such as zero-forcing, block diagonalization, and
simultaneous triangularization, comparing them with GSVD.
Furthermore, BER performance is verified in different configu-
rations in relation to the number of antennas. In cases where the
number of transmit antennas is greater than twice the number
of receive antennas, average BER performance is superior.

Keywords  generalized singular value decomposition (GSVD),
joint maximum-likelihood, joint modulation, MIMO, non-
orthogonal multiple access (NOMA)

1. Introduction

Non-orthogonal multiple access (NOMA) has emerged as
a promising technology for the next generation of wireless
networks (5G and beyond). This is due to the fact that NO-
MA is capable of improving spectrum efficiency, providing
better fairness, as well as reducing latency in serving users all
those factors are necessary for intelligent and dynamic next
generation wireless networks [1], [2]. In conventional orthog-
onal multiple access (OMA), multiple users are assigned to
different radio resources, such as frequency and time, mean-
ing that the number of users severed is limited. However,
NOMA can provide massive connections by simultaneously
serving multiple users using the same spectrum resources [3],
but this is done at the expense of increased intra-cell inter-
ference. To mitigate intra-cell interference, NOMA exploits
successive interference cancellation (SIC) at receivers to the
detect desired signals [4]. Therefore, the key principle of NO-

MA is based on superposition coding (SC) at the transmitter
and SIC at the receiver.

Recently, the combination of multiple-input multiple-output
with NOMA (MIMO-NOMA) has received a lot of attention
in wireless communication due to its high spectral efficien-
cy. In [5], ergodic capacity maximization was studied for the
Rayleigh fading channel in MIMO-NOMA with statistical
channel state information at the transmitter. The authors of [6]
have investigated problems affecting the downlink MIMO-
NOMA system with regards to clustering, beamforming, and
power allocation. Many works have shown that the perfor-
mance of MIMO-NOMA is superior to that of MIMO-OMA.
However, MIMO-NOMA with a precoder scheme was real-
ized and offered potential performance gains [7]. The authors
of [7] have proposed a signal alignment based framework with
precoding that is not only general and applicable to both up-
link and downlink MIMO-NOMA systems, but also achieves
a significant performance gain compared to MIMO-NOMA
without precoding.

Precoding schemes are usually classified into two categories:
nonlinear precoding and linear precoding. Nonlinear precod-
ing is commonly known as dirty paper precoding (DPC) [8],
[9], which can reach the maximum capacity region of MI-
MO channels if the transmitters perfectly estimate channel
state information. However, DPC is difficult to implement
due to computational complexity of the detection process. In
order to reduce decoding complexity on the user side, linear
precoding is necessary. The key principle of precoding con-
sist in transforming channel matrices into diagonal matrices
in the process of zero-forcing (ZF)-based precoding, block
diagonalization (BD)-based precoding [10], and generalized
singular value decomposition (GSVD) [11]. All of the above
methods are referred to as simultaneous diagonalization (SD).
In addition, the channel matrices, after being detected at the
users’, may have the form of triangular matrices when si-
multaneous triangularization (ST)-based precoding [12] is
applied by relying on QR decomposition. The authors of [12]
have revealed that the performance of ST precoding is close
to that of the upper bounds of DPC and outperforms SD pre-
coding as GSVD in terms of total system capacity. As far as
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antenna configurations are concerned, ZF precoding and BD
precoding are valid only when the total number of receive
antennas of all users is lower than that of transmit antennas
at the base station. Furthermore, ST precoding is capable of
achieving better total system capacity if the number of trans-
mit antennas is greater than that of receive antennas of each
user. GSVD precoding, meanwhile, may apply to all antenna
configurations.
As mentioned above, GSVD is a simple tool for linear precod-
ing schemes for MIMO-NOMA implementations. In essence,
GSVD can be extended to a point-to-point MIMO channel,
where singular value decomposition (SVD) is applied dur-
ing the conversion process. In [13], the authors proposed a
transmission protocol combining GSVD and NOMA and
evaluated the system’s performance based on the expected
data rates. Here, the scheme was considered in the asymptot-
ic regime and the number of transmit antennas and receive
antennas approached the infinite value. Moreover, the authors
came up with limiting the distribution of the squared gen-
eralized singular value of the two users’ channel matrices.
The authors of [13] continued to make important contribu-
tions regarding GSVD-NOMA by achieving some new results
on the distribution of the squared generalized singular val-
ue, as shown in [14]. In this paper, we take advantage of the
joint density probability function of GSVD singular values
in [14] to derive the average BER performance. In [15], the
GSVD-NOMA scheme has been considered with a channel
estimation error. This research has proposed three models of
uncertainty and realized power allocation to balance signal-
to-interference-plus-noise ratio (SINR).
Distribution of the squared generalized singular value func-
tion presented in [14] is only applicable for average results
computations. However, in some research schemes concerned
with secure transmission analysis and channel power allo-
cation, the marginal probability density function (PDF) is
necessary. Hence, the authors of [16] have obtained the distri-
bution characteristics of the ordered GSVD singular values.
The theoretical analysis of GSVD-based security transmis-
sion has first been presented in [14], where performance of
a GSVD-based MIMO-OMA system was investigated for
secrecy outage probability. Focusing on security of trans-
mission in GSVD-based MIMO-NOMA schemes, the au-
thors of [17], [18] analyzed theoretical secrecy outage proba-
bility. The results they obtained revealed the superiority of
GSVD-NOMA in terms of efficiency and security, compared
to GSVD-OMA.
As far as BER performance of NOMA is concerned, a relative-
ly small number of studies has been carried out. In [19], the
exact closed-form BER expression of the QPSK constellation
for an uplink NOMA system was expressed over an addi-
tive white Gaussian noise (AWGN) channel. In [20], an exact
closed-form BER expression under SIC error for downlink
NOMA over Rayleigh fading channels was derived. Besides,
the authors have also derived one-degree integral form exact
expression and closed-form approximate BER expression for
uplink NOMA. Moreover, over the Nakagami-m flat fading
channel, the exact BER of downlink NOMA systems with

SIC was derived for two and three user systems [21]. Howev-
er, the performance of MIMO-NOMA, has been only studied
in terms of overall system capacity and outage probabili-
ty [5], [6]. The BER performance of the system has not been
studied extensively. Recently, in [22], BER performance of
an uplink NOMA was investigated with the use of the joint
maximum-likelihood detector, where the base station was as-
sumed to be equipped with N antennas. Apart from the SIC
technique at the receivers, the authors in [23] came up with
a technique to detect desired signals at the receivers, known
as log-likelihood ratios (LLRs). For a downlink NOMA, the
LLRs are characterized by almost the same error probability
performance as ideal SIC probability.
In this paper, we consider a MIMO-NOMA system with
GSVD, consisting of two users communicating with a base
station (BS). The BS modulates the data of the two users using
quadrature phase shift keying (QPSK) and superposes the said
data by joint-modulation or multi-user superposition trans-
mission case 2 (MUST-2) [24] to generate their respective
NOMA symbols. For each user, we use the joint maximum-
likelihood to recover data on each parallel GSVD-MIMO
channel. The main contribution of this paper is that we derive
the approximate expression of the average BER performance
for the near user and the far user in downlink MIMO-NOMA
systems with GSVD, as well as verify the correctness of the
approximate expression obtained in the course of the Monte
Carlo simulation. By relying on the approximate expression
and simulation results, precoding schemes are compared with
each other in order to choose the suitable precoding method
for each antenna configuration. Moreover, by evaluating BER
performance of GSVD, applicable antenna configurations are
determined that may by designed.
The paper is organized as follows. Section 2 presents the
system’s model, the fundamental theory of GSVD, signal pro-
cessing (MUST-2) at BS, and the joint maximum-likelihood
(ML) detector to decode signals at the end users. In Section 3,
we analyze numerical average BER performance, as well as
derive its approximate closed-form expressions. In Section 4,
works related to other precoding schemes, such as ZF, BD,
and ST, are presented. In Section 5, numerical results are ob-
tained to verify the precision of the analysis performed, the
approximate expressions, and the simulation results. This sec-
tion also shows the comparison with detection techniques and
different precoding schemes. Finally, conclusion are present-
ed in Section 6. Lemma and Theorem proofs are given in the
Appendix.

2. System Model and Signal Processing

2.1. System Model

In this paper, we consider a MIMO-NOMA downlink system
with one BS and two users: near user (NU) and far user (FU).
The BS is equipped withN antennas andM antennas for each
user (Fig. 1): Hn and Hf areM ×N channel matrices from
BS to NU and FU, respectively. Each element of the channel
matrices is a mutually independent and identically distributed
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Fig. 1. A two-users MIMO downlink system model.

(i.i.d.) complex Gaussian random variable with zero mean
and unit variance CN (0, 1). The user channel is assumed
to be constant in terms of the transmission duration of one
codeword and changes independently from one codeword
to the next. As such, it is viewed as a quasi-static channel.
Moreover, to apply GSVD to the linear precoding scheme, we
assume that channel state information (CSI) is known fully at
both the base station and the users. dn and df denote distances
between the base station and NU and FU, respectively. α is
the path loss exponent.

Let S ∈ CL×1 be the transmit signal vector with the length L.
The transmit signal is precoded with the linear precoder matrix
V ∈ CN×L. The precoded signal vector is used to transmit
the result as:

Sp =
1
t

VS, (1)

where t denotes the power normalization factor. Assuming
that the average transmit power at BS is P , the value of t is
chosen that need, to satisfy the following condition:

P =
1
t2
E
[
trace

(
VSSHVH)] . (2)

At the near user and the far user, the received signal is pre-
sented, respectively, as:

Ỹn =
d
−α2
n

t
HnVS+ Nn,

Ỹf =
d
−α2
f

t
HfVS+ Nf ,

(3)

where Nj ∼ CN (0, N0 · IM ), j ∈ {n, f} is the additive
white Gaussian noise (AWGN) vector and IM denotes the
identity matrix of sizeM . Moreover, at each user signals Ỹj
are detected with the linear matrices UH

j ∈ CK×M , leading
to:

Yn =
d
−α2
n

t
UH
nHnVS+ Ñn,

Yf =
d
−α2
f

t
UH
fHfVS+ Ñf ,

(4)

where Ñj denotes AWGN after the detection process. The
choice of UH

j and V needs to satisfy diagonalization or tri-
angularization conditions. In this paper, we apply GSVD to
diagonalization. Then the product of three matrices UH

j , Hj
and V is the diagonal matrix Dj .

2.2. GSVD and the Joint PDF of Squared Generalized
Singular Values

GSVD is found in [25] under the assumption of the same
number of columns in two channel matrices and is presented
in more detail in [13], [16]. By applying GSVD, Hn, Hf are
decomposed as follows:

Hn = UnDnV−1 and Hf = UfDfV−1, (5)

where Un, Uf ∈ CM×M are two unitary matrices, V ∈
CN×N is an invertible matrix. Dn, Df ∈ CM×N are two
non-negative diagonal matrices whose structure depends on
the choices ofM and N .
a) The case whenM  N .

Dn, Df are given by:

Dn =

[
S1

O(M−N)×N

]
and Df =

[
O(M−N)×N

S2

]
, (6)

where O(M−N)×N denotes the zero matrix of size
(M − N) × N , S1 = diag (α1, . . . , αN ), S2 =
diag (β1, . . . , βN ) satisfying 1  α1  . . .  αN  0,
1  βN  . . .  β1  0 and α2i + β2i = 1,
i = 1, . . . , N . The generalized singular values are defined
as αi. Based on proposition 1.2 from [26], the unordered
generalized singular values, squared, of the pair Hn, Hf
(Xi = α2i ) follow the law of the beta-Jacobi ensem-
ble. Moreover, by combining them with the introduction
from [27], we achieve the following joint probability den-
sity function of Xi ∈ [0, 1]:

fX1,...,XN (x1, . . . , xN ) = cJ1
∏

1¬i<j¬N

(xi − xj)2

×
N∏
i=1

xM−Ni (1− xi)M−N , (7)

where cJ1 =
∏N
j=1

Γ(2M−N+j)
Γ(1+j)[Γ(M−N+j)]2 . Let Yi = β2i ,

due to β2i = 1 − α2i , so the joint probability density
function of Yi ∈ [0, 1] can be:

fY1,...,YN (y1, . . . , yN ) = cJ1
∏

1¬i<j¬N

(yi − yj)2

×
N∏
i=1

yM−Ni (1− yi)M−N . (8)

b) The case whenM < N < 2M .
Put q = 2M − N and r = N − M , Dn and Df are
written as follows:

Dn =

[
Ir Or×q Or×r

Oq×r S1 Oq×r

]
,

Df =

[
Oq×r S2 Oq×r
Or×r Or×q Ir

]
,

(9)

where S1 = diag (α1, . . . , αq), and S2 =
diag (β1, . . . , βq), satisfying 1  α1  . . .  αq  0,
1  βq  . . .  β1  0 and α2i + β2i = 1, i = 1, . . . , q.
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Lemma 1. WhenM < N < 2M , the joint probability
density function of the unordered generalized singular
values, squared, of the pair Hn, Hf ∈ CM×N

(
Xi = α2i

)
is given by:

fX1,...,Xq (x1, . . . , xq) = cJ2
∏

1¬i<j¬q

(xi − xj)2

×
q∏
i=1

xri (1− xi)r, (10)

with cJ2 = 1
q!

∏q
i=1

Γ(2M−i+1)
Γ(q−i+1)[Γ(M−i+1)]2 .

Proof : see Appendix A.
The joint probability density function of Yi ∈ [0, 1] can
be easily concluded as:

fY1,...,Yq (y1, . . . , yq) = cJ2
∏

1¬i<j¬q

(yi − yj)2

×
q∏
i=1

yri (1− yi)r, (11)

c) The case when N  2M .
Dn and Df are expressed as follows:

Dn =
[
IM OM×(N−M)

]
,

Df =
[
OM×(N−M) IM

]
.

(12)

The structure of Dn and Df in Eq. (12) is completely
independent of small-scale fading properties.

2.3. Modulation MUST-2 at BS

Clearly, from the GSVD diagonalization for two channel
matrices, we get the length of the transmit signal vector
S ∈ CN×1. The precoding matrix and detection matrices,
respectively, are V ∈ CN×N and UH

j ∈ CM×M . The received
vectors Yn and Yf at NU and FU are expressed as:

NU: Yn =
d
−α2
n

t
DnS+ Ñn,

FU: Yf =
d
−α2
f

t
DfS+ Ñf ,

(13)

where Ñj = UH
j Nj . Due to the fact that Uj is a unitary

matrix, Ñj ∼ CN (0, N0 · IM ).
At the BS, we consider three types of symbols. The first
type is the QPSK symbol of NU’s signal denoted as sni ,
E
(
|sni |
2
)
= 1. Next, sfi is the QPSK symbol of FU’s signal,

E

(∣∣∣sfi ∣∣∣2) = 1. Finally, the NOMA symbol for the two users

is denoted as si. The NOMA symbol has a generic form of:

si =
√
φPsni +

√
θPsfi , (14)

where φ, θ are the power allocation coefficients satisfying
φ+ θ = 1, φ < θ, for efficient SIC at NU. The modulation in
Eq. (14) is referred to as multi-user superposition transmission
case 1 (MUST-1) [24]. Due to independent modulation in
conventional NOMA, the constellation of si does not follow
the Gray mapping rule. Therefore, we modulate NOMA

symbols using MUST-2 or joint-modulation, which means
that bits from different users are mapped to one symbol taking
into account the allocated power and the number of bits of
each user. In this paper, we use a 16-QAM Gray-mapped
constellation for joint mapping since 2 bits are assigned for
NU and 2 bits are assigned for FU. The allocated power for
NU and FU are respectively φP and θP , we have (Fig. 2):

d1 =

√
θP −

√
φP√

2
and d2 =

√
θP +

√
φP√

2
,

It turns out that the constellation of MUST-2 is generated
by permuting the position of points in the MUST-1 constel-
lation satisfying the Gray mapping rule. Therefore, if users
have different modulation orders according to their constel-
lation’s IQ, MUST-2 is valid for modulation at BS. Consider,
for instance, a joint symbol at BS that has a single bit for
FU and two bits for NU. Then, their constellation IQ will be
the 8-QAM mapped Gray rule, with the positions of points
arranged based on the power allocated to each user.

Fig. 2. Constellation of MUST-2 with 2 bits for NU and 2 bits for
FU.

Based on the structure of Dn, Df and the received vector in
Eq. (13), we formulate the forms of the transmitted vector S
at BS as:
a) The case whenM  N .

The structure of S is expressed as:

S = (s1, s2, . . . , sN )T , (15)

where S comprisesN NOMA symbols si, i = 1, . . . , N .
The received symbol decomposed into parallel channels
is written as:

yni =
d
−α2
n

t1
αisi + ñ

n
i ,

yfi =
d
−α2
f

t1
βisi + ñ

f
i .

(16)

The power normalization factor is given by:
t = t1 =

√
N

2M−N [13] and ñni , ñ
f
i ∼ CN (0, N0).

b) The case whenM < N < 2M .
Assume that BS transmits the symbols vector S with N
NOMA symbols. At the receiver, FU receives only the first
M symbols, whereas, FU only gets the lastM symbols.
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So, we formulate a structure of symbols S transmitted at
BS as:

S =

√Psn1 , . . . ,√Psnr︸ ︷︷ ︸
r NU’s symbols

, (17)

s1, . . . , sq︸ ︷︷ ︸
q NOMA symbols

√
Psf1 , . . . ,

√
Psfr︸ ︷︷ ︸

r FU’s symbols


T

.

The signals received at NU and FU are represented as:

yni =
d
−α2
n

t2

√
Psni + ñ

n
i , i = 1, . . . , r,

yni =
d
−α2
n

t2
αisi + ñ

n
i , i = r + 1, . . . ,M,

yfi =
d
−α2
f

t2
βisi + ñ

f
i , i = 1, . . . , q,

yfi =
d
−α2
f

t2

√
Psfi + ñ

f
i , i = q + 1, . . . ,M,

(18)

where: t2 = t1 [13],
αi|i=r+1,...,M = αi|i=1,...,q ,
si|i=r+1,...,M = si|i=1,...,q,
sfi|i=q+1,...,M = s

f
i|i=1,...,r.

c) The case when N > 2M .
The form of the symbol’s vector at transmitted at BS is
represented by:

S =

√Psn1 , . . . ,√PsnM︸ ︷︷ ︸
M NU’s symbols

, (19)

0, . . . , 0︸ ︷︷ ︸
N−2M symbols 0

√
Psf1 , . . . ,

√
PsfM︸ ︷︷ ︸

M FU’s symbols


T

.

NU and FU obtain the received symbols as:

yni =
d
−α2
n

t3

√
Psni + ñ

n
i ,

yfi =
d
−α2
f

t3

√
Psfi + ñ

f
i , i = 1, . . . ,M,

(20)

where t3 =
√

2M
N−2M [13].

2.4. Joint Maximum-likelihood Detector at NU and FU

As far as the QPSK symbols are concerned, users demod-
ulate them easily by means of the maximum likelihood de-
cision [28] on the parallel channels forM < N < 2M and
2M < N scenarios. However, with NOMA symbols, we
apply the joint maximum-likelihood (ML) detector to the
estimation of NU signals and FU signals. This approach is
mentioned in [22] to analyze BER performance of the up-
link NOMA system with multiple receive antennas over the
Rayleigh fading channel. This means that each user estimates
firstly the joint symbols (NOMA symbols) on the 16-QAM

constellation and, after that, based on their correct-order bits,
obtains their own symbols. The detection of joint symbols is:

r∗i = arg
ri∈X

min
∣∣zji − ri∣∣2 , (21)

where:
zni =

t1

αid
−α2
n

yni , z
f
i =

t1

βid
−α2
f

yfi

and j ∈ {n, f} on the NOMA symbol channels. X is a set
of the constellation point coordinates. The users use r∗i for
bit mapping and obtain decoded bits for NU and FU. Here,
the first two bits of a joint symbol correspond to FU, and the
remaining two bits are represented as two bits of NU.

3. BER Performance Analysis

In this section, we derive the approximate expression of the
average BER performance of NU and FU.
Let us define the generic form of the constellation point as
b1b2b3b4, where b1, b2 are two bits of FU corresponding to
the blue bits in Fig. 2 and b3, b4 represent two red bits shown
in this figure, being the two bits of NU. First, we investigate
BER performance in one codeword. After that, the average
BER performance is calculated for the overall fading domain.

3.1. BER of NU

a) The case whenM  N .
NU receives signals on N parallel NOMA symbol chan-
nels, so the average BER is:

Pn1 =
1
N

N∑
i=1

Pn1i , (22)

where Pn1i is the average BER in the i-th parallel channel.
Pn1i is represented by the error probability for bit b3 as
Pb3 and the error probability for bit b4 as Pb4 in the form
of b1b2b3b4 as follows:

Pn1i =
1
2
(Pb3 + Pb4) . (23)

Bit b3 = 1 when the real part of the transmitted symbol
siI equals either −d2 or d2 and b3 = 0 implies that
siI = −d1 or siI = d1. Then, Pb3 is:

Pb3 =
1
4

(
Pb3|siI=−d2 + Pb3|siI=−d1 + Pb3|siI=d1

+ Pb3|siI=d2
)
, (24)

where Pb3|siI=x is the error probability for bit b3 when
the real part of the transmitted symbol assumes the value
of x. From Eq. (21), zni is written as: zni = si + wni and
wni =

t1

αid
−α2
n

ñni . By investigating the constellation in

Fig. 2, Pb3|siI=−d2 can be defined by:

Pb3|siI=−d2 = Pr
(
−d1 + d2

2
< −d2 + wniI <

d1 + d2
2

)
= Pr

(
−d1 − d2

2
< wniI <

d1 + 3d2
2

)
, (25)
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where wniI is the real part of wni and wniI ∼
N
(
0, t

2
1N0

2α2
i
d−αn

)
. Putting ρ = P

N0
, a1 = d−αn φ, a2 =

d−αn

(
2
√
θ −
√
φ
)2

and a3 = d−αn
(
2
√
θ +
√
φ
)2

. By
integrating the probability density function of wniI over
the value domain in Eq. (25), we obtain Pb3|siI=−d2 as:

Pb3|siI=−d2 = Q

(√
a1ρ

t21
α2i

)
−Q

(√
a3ρ

t21
α2i

)
. (26)

Similarly as in Pb3|siI=−d2 , Pb3|siI=−d1 is:

Pb3|siI=−d1 = Pr
(
wniI <

d1 − d2
2

)
+ Pr

(
wniI >

3d1 + d2
2

)
(27)

= Q

(√
a1ρ

t21
α2i

)
+Q

(√
a2ρ

t21
α2i

)
.

Additionally, we also show that Pb3|siI=d1 =
Pb3|siI=−d1 and Pb3|siI=d2 = Pb3|siI=−d2 . Due to the
symmetrical property of the constellation in Fig. 2, we
obtain Pb3 = Pb4. Therefore, the average BER for one
codeword on the i-th parallel channel is:

Pn1i =
1
2

[
2Q

(√
a1ρ

t21
α2i

)
+Q

(√
a2ρ

t21
α2i

)

−Q
(√
a3ρ

t21
α2i

)]
. (28)

Next, in the overall fading domain we evaluate the average
BER of NU:

Pn1 =

∫ 1
0

. . .

∫ 1
0

1
N

N∑
i=1

Pn1i (xi)

× fX1,...,XN (x1, . . . , xN )dx1 . . . dxN . (29)

Theorem 1. The average BER of NU in the overall fading
domain can be approximated as:

Pn1 ≃
cJ1
2N

[
1
2

∑
σ∈SN

N∑
j=1

B(pj1 + 1, q1 + 1)G(t1, pj1, q1)

×
N∏
i=1
i̸=j

B(pi1 + 1, q1 + 1) +
∑

σ1,σ2∈SN

sgn(σ1)sgn(σ2)

×
N∑
j=1

B(pj2 + 1, q1 + 1)G(t1, pj2, q1)

×
N∏
i=1
i̸=j

B(pi2 + 1, q1 + 1)

]
, (30)

where SN is the set of the permutations of {1, 2, . . . , N}
and sgn (σ) denotes the sign of the permutations σ, q1 =
M − N , pk1 = M − N + 2σ(k) − 2, pk2 = M −
N + σ1(k) + σ2(k)− 2, k ∈ {i, j}. B(x, y) is the Beta

function defined in [29]. G(t, x, y) is:

G(t, x, y) =
1
3
F
(a1
2

)
+
1
6
F
(a2
2

)
− 1
6
F
(a3
2

)
+ F

(
2a1
3

)
+
1
2
F

(
2a2
3

)
− 1
2
F

(
2a3
3

)
,

where F (u) = 1F1(x + 1;x + y + 2;−uρt2 ) and
1F1(a; b; z) is the generalized hypergeometric func-
tion [30].
Proof : See Appendix B.

b) The case whenM < N < 2M .
NU receives symbols onN −M QPSK symbol channels
and 2M −N NOMA symbol channels, so the average
BER is:

Pn2 =
1
M

(
rPQPSK
n +

q∑
i=1

Pn2i

)
, (31)

where PQPSK
n is the average BER performance on the

QPSK symbol channel [28]:

PQPSK
n ≈ Q

(√
Pd−αn
t22N0

)
. (32)

Considering the NOMA symbol channels, only the num-
ber of channels differs betweenM  N andM < N <
2M cases, so Pn2i can be expressed similarly as Pn1i :

Pn2i =
1
2

[
2Q

(√
a1ρ

t21
α2i

)
+Q

(√
a2ρ

t21
α2i

)

−Q
(√
a3ρ

t21
α2i

)]
. (33)

The average BER of NU is evaluated in the overall fading
domain:

Pn2 =
1
M

(
rPQPSK
n +

q∑
i=1

P
n2
i

)
. (34)

By applying Lemma 1 and the same argument as in
Theorem 1, we obtain the approximate expression of
Tn =

∑q
i=1 P

n2
i as:

Tn ≃
cJ2
2

[
1
2

∑
σ∈Sq

q∑
j=1

B(p′j1 + 1, q2 + 1)G(t2, p
′
j1, q2)

×
q∏
i=1
i̸=j

B(p′i1 + 1, q2 + 1) +
∑

σ1,σ2∈Sq

sgn(σ1)sgn(σ2)

×
q∑
j=1

B(p′j2 + 1, q2 + 1)G(t2, p
′
j2, q2)

×
q∏
i=1
i̸=j

B(p′i2 + 1, q2 + 1)

]
, (35)

where Sq is the set of the permutations of {1, 2, . . . , q}
and p′k1 = N − M + 2σ(k) − 2, p′k2 = N − M +
σ1(k) + σ2(k) − 2, k ∈ {i, j} and q2 = N − M .
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Substituting Eqs. (32) and (35) into Eq. (34), we achieve
the approximate average BER for NU.

c) The case when N > 2M .
The user’s channel is decomposed intoM complex Gaus-
sian channels. From Eq. (20), the average BER for NU
is:

Pn3 ≈ Q

(√
Pd−αn
t23N0

)
. (36)

3.2. BER of FU

a) The case whenM  N .
In this case, FU also receives signals onN parallel NOMA
symbol channels, so the average BER is expressed as:

Pf1 =
1
N

N∑
i=1

P f1i , (37)

whereP f1i is the average BER on the i-th parallel channel.
FU’s signals can be identified by the first two bits b1, b2
of the transmitted symbol. This generates the result of
P f1i =

1
2 (Pb1 + Pb2). Pbj is the error probability of j-th

bit j = 1, 2. Along similar lines, in the NU case, we also
get Pb1 = Pb2 and:

P f1i =
1
2

[
Q

(√
c1ρ

t21
β2i

)
+Q

(√
c2ρ

t21
β2i

)]
, (38)

where:

c1 = d−αf
(√
θ −

√
φ
)2
, c2 = d−αf

(√
θ +

√
φ
)2
.

Due to the similarity of Joint-PDF ofXi and Yi in Eqs. (7)
and (8), it can be shown that:

P f1 ≃
cJ1
4N

[
1
2

∑
σ∈SN

N∑
j=1

B(pj1 + 1, q1 + 1)H(t1, pj1, q1)

×
N∏
i=1
i̸=j

B(pi1 + 1, q1 + 1) +
∑

σ1,σ2∈SN

sgn(σ1)sgn(σ2)

×
N∑
j=1

B(pj2 + 1, q1 + 1)H(t1, pj2, q1)

×
N∏
i=1
i̸=j

B(pi2 + 1, q1 + 1)

]
, (39)

where pi1, pi2, pj1, pj2 and q1 are defined in Theorem 1.
H(t, x, y) is expressed through F(u) as:

H(t, x, y) =
1
3

F
(c1
2

)
+
1
3

F
(c2
2

)
+F
(
2c1
3

)
+F
(
2c2
3

)
.

b) The case whenM < N < 2M .
By the same argument as in the NU case, we get the
average BER of FU on the overall fading domain:

P f2 =
1
M

(
rPQPSK
f +

q∑
i=1

P
f2
i

)
. (40)

Similarly as Tn, let Tf =
∑q
i=1 P

f2
i . We can prove that

Tf ≃
cJ2
4

[
1
2

∑
σ∈Sq

q∑
j=1

B(p′j1 + 1, q2 + 1)H(t2, p
′
j1, q2)

×
q∏
i=1
i̸=j

B(p′i1 + 1, q2 + 1) +
∑

σ1,σ2∈Sq

sgn(σ1)sgn(σ2)

×
q∑
j=1

B(p′j2 + 1, q2 + 1)H(t2, p
′
j2, q2)

×
q∏
i=1
i̸=j

B(p′i2 + 1, q2 + 1)

]
, (41)

where p′i1, p′i2, p′j1, p′j2 and q2 are defined in Eq. (35).
PQPSK
f is the average BER in the QPSK symbol channel

given by:

PQPSK
f ≈ Q

√Pd−αf
t22N0

 . (42)

By substituting Eqs. (41) and (42) into (40), we derive
the approximate expression for the average BER of FU.

c) The case when N > 2M .
The average BER for FU is evaluated as:

P f3 ≈ Q

√Pd−αf
t23N0

 . (43)

The summary theoretical analysis BER performance is shown
in Table 1.

4. Works Relating to ZF, BD, and ST

In this section, we briefly mention the precoding techniques
as ZF, BD, and ST. This serves as a basis for comparing them
with GSVD in terms of the BER performance.

4.1. ZF Based Precoding

Zero-forcing based precoding [10] is valid only when 2M ¬
N . In this case, the detection matrices at the users are Un =
IM , and Uf = IM . The precoding matrix is:

V = HH (HHH)−1 , (44)

where H ∈ C2M×N is denoted as H =
[
HH
n HH

f

]H. The
precoding and detection processes are presented through the
following equations:

UH
nHnV =

[
IM O

]
,

UH
fHfV =

[
O IM

]
.

(45)

Using E
(
SSH) = IN , from Eq. (2), we easily obtain the

power normalization factor given by:

tZF =

√
2M
N − 2M . (46)
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Tab. 1. Analysis of BER performance of NU and FU for GSVD based precoding.

BER
Antenna configurations

M  N M < N < 2M N > 2M

NU

Pn1 = EX1,...,XN
(
1
N

∑N

i=1 P
n1
i

)
Pn2 = 1

M

[
rQ

(√
Pd−αn
t22N0

)
+ EX1,...,Xq

(∑q

i=1 P
n2
i

)]
Pn3 ≈ Q

(√
Pd−αn
t23N0

)
Pn1 ≃ Eq. (30) Pn2 ≃ 1

M

[
rQ

(√
Pd−αn
t22N0

)
+ Tn

]
, Tn ≃ Eq. (35)

FU

P f1 = EY1,...,YN
(
1
N

∑N

i=1 P
f1
i

)
P f2 = 1

M

[
rQ

(√
Pd−α
f

t22N0

)
+ EY1,...,Yq

(∑q

i=1 P
f2
i

)]
P f3 ≈ Q

(√
Pd−α
f

t23N0

)
P f1 ≃ Eq. (39) P f2 ≃ 1

M

[
rQ

(√
Pd−α
f

t22N0

)
+ Tf

]
, Tf ≃ Eq. (41)

4.2. BD Based Precoding

Similarly to ZF based precoding [10], BD based precoding
is valid only when 2M ¬ N . Carrying out SVD of Hn and
Hf , can be obtained as:

Hn = Ũn
[
D̃(1)n O

] [
Ṽ(1)n Ṽ(0)n

]H
,

Hf = Ũf
[
O D̃(1)f

] [
Ṽ(0)f Ṽ(1)f

]H
,

(47)

where D̃(1)n , D̃(1)f ∈ CM×M and Ṽ(0)n , Ṽ(0)f ∈ CN×(N−M).
Next, using SVD to HnṼ

(0)
f and Hf Ṽ

(0)
n , the results of the

analyses are presented as:

HnṼ(0)f = Un
[
D(1)n O

] [
V(1)n V(0)n

]H
,

Hf Ṽ
(0)
n = Uf

[
O D(1)f

] [
V(0)f V(1)f

]H
,

(48)

with D(1)n , D(1)f ∈ CM×M and V(1)n , V(1)f ∈ C(N−M)×M .
The precoding matrix V can be obtained by concatenation of
the precoding matrices as:

V =
[
Ṽ(0)f V(1)n Ṽ(0)n V(1)f

]
. (49)

The strategies of precoding and detection at BS and the users
respectively can be performed by:

UH
nHnV =

[
D(1)n O

]
,

UH
fHfV =

[
O D(1)f

]
.

(50)

By using E
(
SSH) = IN , from Eq. (2) the power normaliza-

tion factor can be:
tBD =

√
2M. (51)

4.3. ST Based Precoding

ST based precoding is mentioned in [12] and is valid when
M ¬ N .
a) The case whenM ¬ N < 2M .

From (47), we concatenate Ṽ(0)n and Ṽ(0)f , the matrix H
is:

H =
[
Ṽ(0)n Ṽ(0)f

]H
. (52)

Next, realizing SVD decomposition H, we obtain:

H = ŨD̃
[
Ṽ(1) Ṽ(0)

]H
, (53)

where Ṽ(0) ∈ CN×(2M−N). Let, QR decomposition be:

QnRn = Hn
[
Ṽ(0) Ṽ(0)f

]
,

QfRf = Hf
[
Ṽ(0) Ṽ(0)n

]
,

(54)

where Qn, Qf ∈ CM×M . By setting the precoding matrix

V =
[
Ṽ(0) Ṽ(0)f Ṽ(0)n

]
and choosing Un = Qn, Uf =

Qf , the simultaneous triangularization of Hn and Hf is:

UH
nHnV = [Rn O] ,

UH
fHfV =

[
R′f O R′′f

]
,

(55)

where Rn ∈ CM×M , R′f ∈ CM×(2M−N) and R′′f ∈
CM×(N−M). Moreover, Rn and Rf =

[
R′f R′′f

]
are

upper-triangular matrices with real-valued entries on their
main diagonals.
From Eq. (2), the power normalization factor in ST based
precoding case is given as:

tST =
√
N. (56)

b) The case when N  2M .
From Eq. (47), we get the precoding matrix such as:

V =
[
Ṽ(0)f Ṽ(0)n

]
. (57)

Realizing triangularization HnṼ
(0)
f and Hf Ṽ

(0)
n by QR

decomposition:

QnRn = HnṼ(0)f ,

QfRf = Hf Ṽ
(0)
n ,

(58)

with Rn, Rf ∈ CM×(N−M). Letting Un = Qn and Uf =
Qf the simultaneous triangularization of Hn and Hf is:

UH
nHnV =

[
R(1)n R(0)n O

]
;

UH
fHfV =

[
O R(1)f R(0)f

]
,

(59)
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with R(0)n , R(0)f ∈ CM×(N−2M). The two upper-
triangular matrices are R(1)n , R(1)f ∈ CM×M with real-
valued entries on their main diagonals.
From Eq. (2), we can easily obtain the power normaliza-
tion factor as:

tST =
√
2(N −M). (60)

5. Numerical Results

For numerical simulations, we carry out the Monte Carlo sim-
ulation over 105 independent trials to verify the correctness
of derived theoretical and approximate expressions of BER
performance for NU and FU in GSVD-NOMA.
Suppose that the path-loss factor α = 2, the distances dn = 1,
df = 3, the range of the power allocation ratio θ = 0.55 :
0.05 : 0.95, and SNR = P

N0
= 0 : 2.5 : 35 dB. The

simulation parameters are given in Table 2. We analyze
the BER performance as a function of the transmission’s
SNR and θ using precoding schemes and different antenna
configurations scenarios.

Tab. 2. Simulation parameters.

Path-loss factor α = 2

Distances dn = 1, df = 3
Power allocation ratio θ = 0.55 : 0.05 : 0.95

Number of transmit antennas N = 2, 3, 5, 7, 9

Number of receive antennas N = 2, 4, 7

Signal-to-noise ratio [dB] SNR = 0 : 2.5 : 35
Number of trials 105

Fig. 3. BER performance of the near user and the far user, system
performance curves are shown for two scenarios:M  N (4× 3)
and 2M > N > M (4× 5).

In Fig. 3, we calculate numerically the average BER perfor-
mance of NU and FU, using Eqs. (30), (34), (39), and (40).
Then, we validate the derived results by means of simulations
under scenarios with the transmit and receive antenna config-
urations of 4×3 and 4×5. The examples under consideration
correspond with the N < 2M scenario. As a result, the rel-
atively high number of trials makes the simulation results
more precise and closer to the theoretical results. Moreover,
the approximate derivations agree quite well with the actual
analysis.
Figure 4 shows the comparison of ST and GSVD precoding
forM = 4 and N = 5, in theM < N < 2M scenario. One
may clearly observe that BER performance of ST is superior
to that of GSVD for NU and FU. For example, the loss in BER
performance of two users for GSVD, when compared to ST
precoding, equals approx. 5 dB for BER of 0.016. This is due
to the fact that the values of fading channel coefficients α and
β in the decomposition process performed by GSVD are lower
than or equal to 1, as mentioned in Section 2.2, whereas the
entries of ST diagonal matrices do not apply to all conditions.
Therefore, if an antenna configuration is chosen that belongs
to theM < N < 2M case, ST precoding should be taken
into consideration. Furthermore, this choice is completely
relevant due to the outperformance of ST precoding in terms
of the ergodic rate region compared to GSVD [12].

Fig. 4. Comparison of BER performance for ST based precoding
and GSVD based precoding in the case of 2M > N > M for the
(4× 5) antenna configuration.

BER performance gain continues to be investigated in the case
N  2M for ZF, BD, ST, and GSVD based precoding. Specif-
ically, the number of transmit antennas isN = 9 and the users
are equipped withM = 4 antennas, as shown in Fig. 5. We
observed that BER performance of ST is dropped significantly
compared to ZF, BD, and GSVD. This problem can be inter-
preted in such a way that based on triangular channel matrices
in ST, the detection at the users’ is undertaken in reverse order
of the transmit signal vector. Moreover, for each subsequent
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symbol, self-interference caused by the previously detected
symbols needs to be eliminated. The self-interference cancel-
lation process is usually imperfect, meaning that the system’s
performance is negatively impacted. As the above analysis
shows, the power normalization factor is equal for GSVD and
ZF. Moreover, after decomposition, the channel matrices have
diagonal entries equal to 1. As a result, we can observe that
BER performance gain of ZF is the same as in GSVD.

Fig. 5. BER performance comparison of ZF, BD, ST and GSVD
based precoding schemes in the case of N  2M for antenna
configurations.

In the low SNR regime, BD precoding performs better than
ZF and GSVD. However, when transmit SNR is in the high-
er regime, ZF and GSVD precoding dramatically outperform
BD precoding in terms of BER. In this antenna configuration,
the parallel SISO channel in BD is dependent on small-scale
fading elements, whereas in the case of ZF and GSVD the
MIMO-NOMA channel is decomposed completely into the
parallel AWGN channel. Therefore, when the average trans-
mit power increases at the transmitters, BER performance
of ZF and GSVD is considerably more superior. In scenar-
ios in which the number of transmit antennas is greater than
twice the number of receive antennas, GSVD and ZF based
precoding schemes are chosen to improve the system’s BER
performance.
Figure 6 shows the result of a comparison of two detection
techniques applied to NU, namely joint ML and symbol-level
SIC (SL-SIC) with the ideal SIC. SL-SIC is the technique
studied in [23]. In SL-SIC, NU demodulates the FU’s signals
and a hard decision is made, with channel coding not being
performed. After that, NU regenerates the signals of FU and
uses SIC to cancel them. With the ideal SIC, we assume
that signals from FU are completely cancelled by NU. It is
observed that joint ML significantly outperforms SL-SIC
and offers almost the same performance as ideal SIC in
terms of average BER. Performance of SL-SIC depends on
power allocation coefficients θ and significantly degrades

Fig. 6. BER performance comparison of the detector schemes: joint
maximum-likelihood (ML), symbol-level SIC (SL-SIC) and ideal
SIC under effect of power allocation coefficient θ.

BER for NU at small θ. A decrease in power allocated to FU
symbols causes FU symbols to be detected erroneously by
implementing SIC at NU. When θ is high, interference from
NU may exert a weak impact on FU performance. However,
at high θ, detection at NU is problematic due to low power
allocation to NU. If the SL-SIC detector is applied to NU,
power allocation should be considered.
In Fig. 7, we plot the average BER performance achieved by
the joint ML detector versus transmit SNR when the num-
ber of transmit antennas changes, i.e. N = 2, 3, 5, 7, 9 and
M = 4 for receive antennas. Based on the results shown, an
increase in N decays BER performance of NU and FU be-

Fig. 7. BER performance of NU and FU for a varying number of
transmit antennas N .
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cause of the trade-off between diversity gain and multiplexing
gain. More specifically, in the 4× 2 and 4× 3 scenarios, due
to an increased number of parallel channels in the structure
of GSVD, a decrease in performance is observed. Addition-
ally, with an increase in the number of BS antennas in the
2M > N > M scenario, the number of parallel channels
is constant (M ), meaning that BER performance remains
almost unchanged for NU and FU. Considering N  2M ,
GSVD-MIMO channels decomposed into a numberM of
parallel Gaussian channels. It is shown in Eqs. (36) and (43),
that the number of antennas does not affect the system’s per-
formance. In this case, BER outperforms other scenarios in
the high SNR regime. Therefore, allowing a fixed number
of receive antennas and an adjustable number of transmit
antennas, in the low SNR regime, the transmitter should be
equipped with a small number of aerials. However, assuming
that the transmitted power at BS can be allocated at high lev-
els permissively, BER performance is better when the number
of transmit antennas satisfies the N = 2M + 1 condition.
Figure 8 shows the average BER performance of NU and FU
when the number of receive antennasM increases. Here, the
number of transmit antennas is modeled as N = 5. With an
increase in the number of users’ antennasM , it delivers better
results in terms of BER performance. However, in the special
case ofN  2M(2×5), the performance achieved is superior
to all other solutions. So, if the number of transmit antennas
is fixed, the number of receive antennas should satisfy the
N  2M condition.

Fig. 8. BER performance of NU and FU for a varying number of
receive antennasM .

6. Conclusions

In this paper, we consider the downlink MIMO-NOMA sys-
tem with one base station and two users: near user and far user.
The generalized singular value decomposition (GSVD) is ap-
plied to linear precoding and detection schemes at the BS and

the end users respectively. Through mathematical analyses,
we obtain the approximate expression BER performance for
NU and FU with the joint-modulation at BS and the joint
maximum-likelihood detector at each user. It was shown that
the exact results, approximate expressions, and simulation re-
sults are completely consistent with each other. Furthermore,
the joint maximum-likelihood detector is almost similar to the
ideal SIC and significantly outperforms symbol-level SIC in
terms of average BER performance. In comparison with oth-
er precoding schemes, GSVD offers the same performance as
zero-forcing precoding, outperforming block diagonalization
and simultaneous triangularization in terms of BER perfor-
mance when the antenna configuration satisfies the N  2M
condition. In M ¬ N < 2M scenarios, simultaneous tri-
angularization precoding should be considered due to its
superior performance not only in terms of BER, but also in
terms of the ergodic achievable rate region [12]. However, fact
that it may be applied to all antenna configurations in a sig-
nificant advantage of GSVD. We also investigated average
BER performance of GSVD with a varying number of an-
tennas. It has been observed that the system’s performance is
superior when the number of antennas satisfies the N  2M
condition. The analysis performed may be extended to down-
link and uplink MIMO-NOMA with more than two users,
where each user uses higher-order modulation level (M -ary
modulation), to conduct further studies. Moreover, it is better
to consider multiple performance metrics to arise a trade-off.
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Appendix A: proof of Lemma 1

The joint probability density function of unordered
Wi =

α2i
β2
i

in [14] is represented as:

fW1,...,Wq (w1, . . . , wq) = cJ2

q∏
i=1

wM−qi

(1 + wi)N+q

×
q∏
i<j

(wi − wj)2 , (61)

where cJ2 is defined in Lemma 1. We can rewrite
Wi = Xi

1−Xi , and the joint probability distribution of Xi will
be expressed as:

FX1,...,Xq (x1, . . . , xq) = Pr (X1 ¬ x1, . . . , Xq ¬ xq)

= Pr
(
W1 ¬

x1
1− x1

, . . . ,Wq ¬
xq
1− xq

)
(62)

=

∫ x1
1−x1

0

. . .

∫ xq
1−xq

0

fW1,...,Wq (w1, . . . wq) dw1 . . . dwq.
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Using the Leibniz integral rule, we obtain the joint probability
density function of unordered Xi:

fX1,...,Xq (x1, . . . , xq) =
∂FX1,...,Xq (x1, . . . , xq)

∂x1 . . . ∂xq
(63)

= cJ2

q∏
i<j

(
xi
1− xi

− xj
1− xj

)2 q∏
i=1

xM−qi (1− xi)N−M+2q−2

= cJ2

q∏
i<j

(xi − xj)2
q∏
i=1

xri (1− xi)r .

The proof is completed.

Appendix B: proof of Theorem 1

Using exponential bound for Q-function in [31]:

Q (x) ≃ 1
12

e−
1
2x
2
+
1
4

e−
2
3x
2
. (64)

Then, the error probability on the i-th parallel channel in
Eq. (28) is:

Pn1i ≃
1
4

[
1
3

e
−
a1ρα

2
i

2t2
1 +

1
6

e
−
a2ρα

2
i

2t2
1 − 1

6
e
−
a3ρα

2
i

2t2
1 (65)

+ e
−
2a1ρα

2
i

3t2
1 +

1
2

e
−
2a2ρα

2
i

3t2
1 − 1

2
e
−
2a3ρα

2
i

3t2
1

]
=
1
4
g(α2i ).

From joint-PDF function in Eq. (7), conducting the average
BER in fading channel:

Pn1 ≃
cJ1
4N

∫ 1
0

. . .

∫ 1
0

[
N∑
i=1

g(xi)

][
N∏
i=1

xM−Ni (1− xi)M−N

×
N∏
i<j

(xi − xj)2
]

dx1 . . . dxN . (66)

Consider term:

N∏
i<j

(xj − xi) = det



1 1 . . . 1

x1 x2 . . . xN

x21 x22 . . . x
2
N

...
...

. . .
...

xN−11 xN−12 . . . xN−1N


= det V, (67)

where V is the Vandermonde matrix. Applying the Leibniz
formula for the determinant of V:

N∏
i<j

(xj − xi) =
∑
σ∈SN

sgn(σ)
N∏
i=1

x
σ(i)−1
i , (68)

SN is the set of the permutations of {1, 2, . . . , N}. Carrying
out algebraic manipulation, we get:

N∏
i<j

(xj − xi)2 =
∑
σ∈SN

N∏
i=1

x
2σ(i)−2
i + 2

∑
σ1,σ2∈SN

sgn(σ1)

× sgn(σ2)
N∏
i=1

x
σ1(i)+σ2(i)−2
i . (69)

Substituting Eq. (69) into Eq. (66):

Pn1 ≃
cJ1
4N

∫
[0,1]N

[
N∑
i=1

g(xi)

][
N∏
i=1

xM−Ni (1− xi)M−N
]

×

[ ∑
σ∈SN

N∏
i=1

x
2σ(i)−2
i

]
dx1 . . . dxN (70)

+
cJ1
2N

∫
[0,1]N

[
N∑
i=1

g(xi)

][
N∏
i=1

xM−Ni (1− xi)M−N
]

×

[ ∑
σ1,σ2∈SN

sgn(σ1)sgn(σ2)×
N∏
i=1

x
σ1(i)+σ2(i)−2
i

]
dx1 . . . dxN ,

where
∫
[0,1]N =

∫ 1
0 . . .

∫ 1
0 for brevity. By performing alge-

braic operations, we obtain the approximate expression of
Pn1 as:

Pn1 ≃
cJ1
4N

∑
σ∈SN

N∑
j=1

∫ 1
0

g(xj)x
pj1
j (1− xj)

q1 dxj

×
N∏
i=1
i̸=j

∫ 1
0

xpi1i (1− xi)
q1 dxi +

cJ1
2N

∑
σ1,σ2∈SN

sgn(σ1)

× sgn(σ2)
N∑
j=1

∫ 1
0

g(xj)x
pj2
j (1− xj)

q1 dxj

×
N∏
i=1
i̸=j

∫ 1
0

xpi2i (1− xi)
q1 dxi. (71)

Considering the following integral, I1 =
∫ 1
0 t
p (1− t)q dt

and I2 =
∫ 1
0 e−attp (1− t)q dt and applying two equations

Eqs. (8.380) and (8.384) from [29], we can rewrite I1 as:

I1 = B(p+ 1, q + 1), (72)

B(x, y) is the beta function. Using Eq. (3.383) from [29]
I2 is:

I2 = B(p+ 1, q + 1)1F1(p+ 1; p+ q + 2;−a), (73)

where 1F1(a; b; z) is the generalized hypergeometric func-
tion. Applying Eqs. (72) and (73) to (71), the proof is
completed.
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Abstract  The flat-top radiation pattern is necessary to form
an appropriate beam in a sectored cellular network and to pro-
vide users with best quality services. The flat-top pattern offers
sufficient power and allows to minimize spillover of signal to ad-
jacent sectors. The flat-top sector beam pattern is relied upon in
sectored cellular networks, in multiple-input multiple-output
(MIMO) systems and ensures a nearly constant gain in the de-
sired cellular sector. This paper presents a comparison of such
optimization techniques as real-coded genetic algorithm (RGA)
and particle swarm optimization (PSO), used in cellular net-
works in order to achieve optimum flat-top sector patterns. The
individual parameters of flat-top sector beams, such as cellular
coverage, ripples in the flat-top beam, spillover of radiation to
the adjacent sectors and side lobe level (SLL) are investigated
through optimization performed for 40◦ and 60◦ sectors. These
parameters are used to compare the performance of the opti-
mized RGA and PSO algorithms. Overall, PSO outperforms the
RGA algorithm.

Keywords  flat-top sector beam, particle swarm optimization,
real-coded genetic algorithm

1. Introduction

In cellular communication, a radio communication link is es-
tablished between two users via a base station. The high-speed
multimedia communication network consists of a number of
cells covering the serviced area. Channel capacity, interfer-
ence level, data rate and numerous security features are some
of the issues that are of great significance for any cellular net-
work. In order to enhance channel capacity and security, each
cell is divided into a number of sectors. Each sector is ser-
viced by a dedicated directional antenna. Unfortunately, these
directional antennas radiate non-uniformly over the terrain.
Therefore, in a cellular communication system, it is necessary
to install antenna systems that are capable of generating the
desired radiation patterns with almost constant power levels
available to all users.
The flat-top radiation pattern is necessary to form a derived
beam in a sectored cellular network and, hence, to provide
the best quality of service to the users [1]–[3] and to assure
lower spillover of signal to the neighboring sectors. It is
found that the classical methods are easy to implement,
but suffer from several drawbacks [4]–[5]. All the known
methods have limitations regarding their coverage area, the

formation of ripples on the flat-top or the spillover of the
beam to adjacent cells. These drawbacks can be minimized
by deploying specific optimization methods.

2. Related Work

In [6], differential evolution (DE) is used to generate an op-
timally shaped beam pattern with multiple constraints. In cel-
lular networks, in order to enhance network capacity and to
ensure better spectral efficiency, cells are divided into a num-
ber of angular sectors. For the purpose of forming a sector
beam with reduced SLL level, the zero forcing algorithm is
used in [7]. For the design of the reflect-array aerial type with
a flat-top beam for a remote sensing satellite system, the ge-
netic algorithm (GA) is used in [8]. The formation of a flat-top
pattern using a dipole array is reported in [9], using GA, and
its performance is compared with results simulated with the
use of high frequency structure simulator (HFSS) software.

Despite the large number of reports available in the literature
concerned with the generation of flat-top beams using array
synthesis and optimization methods, comparisons of perfor-
mance of specific optimization methods are not available.
Therefore, the aim of this work is to use specific optimiza-
tion techniques, such as RGA and PSO, to generate a flat-top
sector beam of a phased array antenna which covers the de-
sired sector and is characterized by low ripples and reduced
SLL. In addition, in both RGA and binary genetic algorithms
(BGA), the phase-only optimization and amplitude-only op-
timization are considered for flat-top beam generation, and
their performance is compared. Performance related to the
maximum SLL, half power beam width (HPBW), maximum
ripple formation in the beam pattern, cellular area coverage
and spillover of the beam to the neighboring sectors is com-
pared with that of the generated flat-top beams using RGA
and PSO. RGA and PSO optimization methods provide good
results in terms of flat-top beam generation, but the com-
putation times encountered are very long compared to the
classical approach. PSO is characterized by better perfor-
mance in terms of flat-top sector beam generation. In MIMO,
different types of beam patterns of antenna arrays are re-
quired [10], with an antenna array for flat-top cellular sector
beam being one of them.
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3. Description of Optimization Methods

3.1. Real Coded Genetic Algorithm (RGA)

GA is an evolutionary optimization technique and a stochastic
method, searching for the global minimum by following
the principles of genetics and natural selection. GA deals
simultaneously with a large number of variables for global
optimization. It is a stochastic method and any variable,
whether discrete or continuous, may be used directly in the
optimization process. The parameters considered include
genes, chromosomes, population sizes, crossovers, selection,
and mutations of the biological world. BGA changes the
variables into an encoded binary string, while RGA works
with continuous valued variables to optimize the cost function,
although both algorithms follow the same principles of genetic
recombination and natural selection [11]. RGA requires an
adjustment of different operator or parameter values. Once all
applicable conditions are satisfied, RGA needs fewer iterations
to reach the optimum value and provide the best result.
The real coded genetic algorithm operates based on a real
value parameter. Chromosomes are formed by groups of
random (0 to 1) valued genes and a set of such chromosomes
constitutes the initial population [12]. After evaluating the
cost of each chromosome from this population, 50% best
valued chromosomes are kept for the natural selection process
and the rest is discarded. These selected parent chromosomes
create offspring by combing the weighted portions of both
parents. Weight b is calculated using a random number r and
cross over operator µ, as [11], [12]:

b = (2r)
1
1+µ if r > 0.5

b =
(1− r
2

) 1
1+µ

otherwise
. (1)

The newly generated offspring are:

Offspring1 =
(1 + b) parent1 + (1− b) parent2

2

Offspring2 =
(1− b) parent1 + (1 + b) parent2

2

. (2)

Mutation is performed on some randomly selected chro-
mosomes to continue the search in a diversified direction,
according to the probability of mutation. If η is the mutation
operator, then mutation weight p is:

p = (2r)
1
1+η − 1 if r ¬ 0.5

p = 1− (2− 2r)
1
1+η otherwise

. (3)

3.2. Particle Swarm Optimization (PSO)

PSO is another evolutionary algorithm which has evolved
from the behavior of animals which do not have a leader
in their population or swarm (e.g. bird flocks). The PSO
algorithm (search technique) is used to identify the best
settings or parameters required to achieve a desired objective
[13]. In the PSO approach, each single solution in the search
space of an objective function is commonly known as a bird or
a particle, and the set of random particles is the initial swarm.
Each particle resides at a position within the search space, the

fitness of each particle represents the quality of its position.
Particles may evaluate their actual positions using the function
to be optimized. The randomly generated solutions or swarms
propagate in the design space, over a number of iterations,
towards the optimal solution. The velocity of each particle is
updated by its own best position solution found so far, with
the best particle (pbest), the best solution that has been found
so far by its neighbors (lbest) and another best value that is
tracked by the particle swarm optimizer, obtained until now
by any particle – global best (gbest). The swarm converges
towards the optimal position by updating its information at
every iteration and by checking the termination conditions.
Each particle is characterized by position vector xi(t) and
velocity vector vi(t). Individual knowledge of the pbest par-
ticle, its own best-so-far position and social knowledge gbest
is the pbest value in the swarm. In PSO, the velocity update
equation is [13]:

vi(t+ 1) = w · vi(t) + c1 · rand · [pbest− xi(t)]
+ c2 · rand · [gbest− xi(t)], (4)

and the position update equation is:

xi(t+ 1) = xi(t) + vi(t+ 1), (5)

where i is the number of iterations, vi is particle velocity at
i-th iteration, xi is the current particle position or solution, w
is the inertia weight factor, a random number between (0, 1).
c1, c2 are the learning factors or constriction factors, such
as: c1 (known as a cognitive parameter) and c2 (known as
a social parameter) are acceleration factors that guarantee the
convergence and improve its velocity. Usually, c1 + c2 =
4. A particle updates its velocity and position using the
procedures described above, at every iteration toward the
best solution.

4. Simulation Study

For simulation purposes, MATLAB has been used to generate
an optimized flat-top cellular sector pattern, while RGA and
PSO have been used as optimization tools. The ordinary sector
beam, the desired flat-top sector beam and a typical optimized
flat-top sector beam in a cellular network are shown in Fig. 1.
The flat-top pattern is characterized by three parameters: SLL,
ripple and transition width. If one of them decreased, the
others will increase. The techniques relied upon for shaping
these patterns focus mostly on controlling the amplitude or
phase of the current feeding each antenna element. In this
paper, RGA and PSO are used for the generation of optimized
flat-top patterns.
A linear antenna array with an element spacing value of d is
shown in Fig. 2.
In the case of amplitude-only optimization, common am-
plitude distribution with a fixed phase of 0◦ or 180◦ for the
desired sector beam pattern is considered. For the phase-only
synthesis, the excitation phase distribution of the antenna array
varies within the range of 0◦ ¬ ϕ ¬ 180◦ to achieve a flat-top
beam through optimization. For an array of isotropic N an-
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Fig. 1. Flat-top sector beam in a cellular network.

Fig. 2. Linear antenna array with a flat-top sector beam.

tennas with the inter-element distance of d along the y-axis,
the array factor AF(θ) in the principal y-z plane is [14], [15]:

AF(θ) =
N∑
n=1

ane
jϕnej(n−1)kd sin θ, (6)

where k = 2 π
λ , n is the number of elements, λ is the wave-

length, an and ϕn are the current amplitude and phase of the
n-th antenna element, θ is the polar angle measured from
the broadside direction (as shown in Fig. 2). The cost func-
tion needed to achieve the desired flat-top array pattern is
expressed as:

Cost = [AFd(θsec)− AF(θsec)]2 + [SLLd − SLLmax]
2, (7)

where θsec is the angular sector region of the beam pattern,
AFd(θsec) is the desired pattern, AF(θsec) is the observed
pattern, SLLd is the desired SLL and SLLmax is the maximum
SLL of the observed pattern. AF(θsec) is the normalized array
factor of the observed pattern within the beam range θsec and
for the sector beam range of θsec, AFd(θsec) = 1. Here, the

goal is to minimize the cost function and to generate a flat-top
beam which covers the desired sector area with a minimum
SLL value.

4.1. Assumptions for Simulation Tests

In this simulation, the antennas in the array are assumed
to be of the isotropic variety and are distributed linearly
and uniformly. The various parameters considered in the
simulation for RGA- and PSO-based optimization are as
follows. For amplitude-only optimization with RGA, the
crossover rate = 0.7, the crossover operator µ = 20, the
mutation rate = 0.15, the mutation operator η = 20, the
population size = 600 and the number of iterations = 1000.
For phase-only optimization with RGA, the crossover rate
= 0.6, the crossover operatorµ = 20, the mutation rate= 0.2,
the mutation operator η = 20, the population size = 600
and the number of iterations = 1000. For amplitude-only and
phase-only optimizations using PSO, cognitive c1 = 1, the
social parameter c2 = 3, the constriction factor c = 1, the
inertia weight W = 0 to 1, the swarm size = 600 and the
number of iterations = 1000. In RGA, single point crossover
and roulette wheel selection are used.

4.2. Flat-top Beamforming by Amplitude-only Optimization
Using RGA

Non-linear amplitude optimization is used to identify the
distribution of the excitation current amplitude of the individ-
ual elements in order to achieve the desired flat-top pattern.
In this section, RGA is used as the optimization tool, with
Eq. (7) being the cost function used to determine the opti-
mum excitation amplitude distribution of the array. A uniform
linear array (ULA) of N = 11 elements is considered, with
the inter-element spacing of d = λ/2, with all elements hav-
ing the same phase to radiate in the broadside direction (90◦).
The desired patterns are 40◦ and 60◦ sector flat-top beams

Fig. 3. 40◦ and 60◦ flat-top sector beams achieved by an amplitude-
only RGA optimized array (N = 11).
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having a maximum SLL of −15 dB. To generate such a de-
sired pattern using the given array, Eqs. (6) and (7) are used
to obtain the minimum value of the cost. The RGA-optimized
simulated patterns generated using MATLAB are shown in
Fig. 3 for a 40◦ sector and for a 60◦ sector, with broadside
patterns for 11-element antenna arrays (N = 11).
For a 20-element array with d = λ/2, the excitation amplitude
is optimized using RGA. The simulated radiation patterns
and the desired patterns are plotted in Fig. 4.

Fig. 4. 40◦ and 60◦ flat-top sector beams achieved by an amplitude-
only RGA optimized array (N = 20).

The variations of RGA-optimized cost values with the number
of iterations corresponding to Fig. 3 and Fig. 4 are plotted in
Fig. 5.

Fig. 5. Cost values for RGA amplitude-only optimized arrays.

In RGA optimized flat-top patterns in all the above cases
(Fig. 3 and Fig. 4) the flat-top ripple disappears, but spillover
to the neighbor sectors increases. In Fig. 3 optimized pat-
terns do not satisfy the desired maximum SLL criteria, but

in Fig. 4 the optimized patterns satisfy the desired maximum
SLL criteria.

4.3. Flat-top Beamforming by Amplitude-only Optimization
Using PSO

In this section, PSO is used to obtain the optimum excitation
current amplitude distribution of the individual elements to
achieve the desired flat-top pattern. PSO is a continuous algo-
rithm, beginning with a real random number, but it is simple
to implement, as it does not possess the evolutionary op-
erator. Equation (7) is the cost function used to determine the
optimum excitation amplitude distribution of the array. A uni-
form linear array (ULA) of N = 11 elements is considered,
having the inter-element spacing of d = λ/2. All elements
have the same phase to radiate in the broadside direction
(90◦). The desired patterns area 40◦ and 60◦ sector flat-top

Fig. 6. 40◦ and 60◦ flat-top sector beams by amplitude-only PSO
optimized array (N = 11).

Fig. 7. 40◦ and 60◦ flat-top sector beams by amplitude-only PSO
optimized array (N = 20).

42
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2022



Performance Comparison of Optimization Methods for Flat-Top Sector Beamforming in a Cellular Network

beam generation having a maximum SLL of−15 dB. To gen-
erate such desired pattern using the given array, Eqs. (6) and
(7) are used to obtain the minimum value of the cost function.
The simulated radiation pattern using PSO for the amplitude
optimized array of 11 elements (N = 11) for 40◦ and 60◦
sector beam patterns are presented in Fig. 6.
The 40◦ and 60◦ flat-top sector beams by amplitude-only
PSO optimized array for N = 20 are shown in Fig. 7.
The variation of PSO optimized cost values with number of
iteration corresponding to Figs. 6 and 7 are plotted in Fig. 8.

Fig. 8. Cost values for PSO amplitude-only optimized arrays.

4.4. Flat-top Beamforming by Phase-only Optimization
Using RGA and PSO

In phase-only synthesis, design of an antenna array for gen-
eration of sector pattern is based on finding a common phase
distribution of the array elements when the feeding current
amplitude is fixed and equal value for all elements. Phase dis-

Fig. 9. 60◦ sector beam achieved by phase-only RGA and PSO
optimized arrays (N = 11).

tribution can be determined by optimization of excitation cur-
rent phase. RGA is applied to determine the phase distribution
of each element in the array to generate a sector flat top beam
pattern. Here, two ULAs of N = 11 and N = 20 are con-
sidered, which are placed along y-axis with half-wavelength
array spacing. The desired pattern is a 60◦ sector flat top beam
and SLL is −15 dB. Now a different approach is considered
to generate such a desired radiation pattern using the giv-
en array by controlling the phase of excitation current while
keeping a fixed excitation current amplitude. To determine
the phase distribution of the array, phase-only optimization is
performed using RGA on Eqs. (6) and (7) to identify the best
pattern which will produce the desired pattern. Results for the
phase-only RGA-optimized flat-top beam and the phase-only
PSO-optimized flat-top beam are compared in Figs. 9 and 10.
The variations in RGA- and PSO-optimized cost values, ob-
served with the increasing number of iterations corresponding
to Figs. 9 and 10, are plotted in Fig. 11.

Fig. 10. 60◦ sector beam achieved by phase-only RGA and PSO
optimized arrays (N = 20).

Fig. 11. Cost values for RGA and PSO phase-only optimized arrays.
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Tab. 1. Phase-only optimization weights for flat-top beam formation
using RGA and PSO.

Antenna
elements

Sector
area

Weights (RGA)
phase-only

Weights (PSO)
phase-only

1.88 1.50
−1.75 −1.15
1.53 2.50
−1.76 −1.25
1.14 2.05

N = 11 40◦ −1.24 −1.10
1.38 2.40
−1.07 −0.85
1.65 1.31
−1.36 0.53
1.73 2.10

N = 20 60◦

0.32 1.03
2.98 −3.19
−1.15 −0.64
2.59 2.62
−0.62 −0.55
1.46 2.15
0.94 0.14
2.99 2.73
0.96 −1.51
−2.98 −2.76
−0.61 −0.21
2.99 −3.12
0.24 −1.25
−2.76 −2.97
0.58 −0.36
2.95 2.02
−1.36 −1.87
−1.69 −1.05
−0.75 1.03
0.59 −1.95

Tab. 2. Amplitude-only optimization weights for flat-top beam
formation using RGA and PSO.

Antenna
elements

Sector
area

Weights (RGA)
phase-only

Weights (PSO)
phase-only

N = 11

40◦

−0.15 −0.17
−0.21 −0.19
0.03 0.11
0.35 0.37
0.85 0.77
0.91 0.90
0.77 0.68
0.45 0.28
0.01 0.11
0.30 −0.17
0.20 0.04

60◦

0.60 0.38
0.95 0.81
0.70 0.72
0.04 0.12
−0.30 −0.30
−0.08 −0.14
0.05 0.14
0.20 0.12
−0.15 −0.15
0.00 0.02
0.01 0.03

N = 20

40◦

0.01 0.02
0.02 0.09
−0.10 −0.11
0.01 0.03
0.03 0.02
−0.15 −0.13
−0.23 −0.22
0.02 0.04
0.35 0.37
0.75 0.68
0.95 0.92
0.78 0.95
0.40 0.41
0.01 0.02
−0.30 −0.31
0.01 −0.05
0.04 0.06
0.17 0.15
0.08 0.09
−0.08 −0.11

60◦

0.06 0.01
0.07 0.09
−0.06 −0.11
0.05 0.09
0.09 0.10
0.07 0.09
−0.29 −0.36
0.16 0.18
0.65 0.75
0.99 0.97
0.79 0.85
0.04 0.04
−0.25 −0.26
−0.12 −0.12
0.08 0.09
0.05 0.07
−0.09 −0.10
−0.08 −0.08
0.03 0.04
−0.03 0.02

In the case of amplitude weight optimization, the excitation
phase of each element is kept the same and the initial pop-
ulation is made up of random values whose maximum and
minimum levels are restricted by the corresponding max-
imum and minimum values considered in the simulation.
The other array synthesis method uses the phase-only opti-
mization technique in which the excitation phase varies and
amplitude is fixed at the unity level for all the elements.
The values of phase-only optimization weights using RGA
and PSO are presented in Tab. 1.
The values of amplitude-only optimization weights using
RGA and PSO are presented in Tab. 2.

5. Performance Comparison

The best cost values (the cost value at 1,000 iterations) for
RGA and PSO optimizations are compared in Table 3.
Two ULAs with N = 11 and N = 20 are considered for
synthesis purposes. Various outcomes of amplitude-only
and phase-only optimized radiation patterns are presented
in Tab. 4.
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Tab. 3. Best cost values for RGA and PSO optimizations.

Optimization
methods Parameters Best cost

value
Computation

time

RGA
amplitude-
only

N = 11, 40◦ 0.074
937.7 s

N = 11, 60◦ 0.048
N = 20, 40◦ 0.068

1846.3 s
N = 20, 60◦ 0.058

PSO
amplitude-
only

N = 11, 40◦ 0.068
734.9 s

N = 11, 60◦ 0.060
N = 20, 40◦ 0.048

1491.1s
N = 20, 60◦ 0.047

RGA
phase-only

N = 11, 60◦ 0.080 899.2 s
N = 20, 60◦ 0.030 1763.6 s

PSO
phase-only

N = 11, 60◦ 0.092 719.4 s
N = 20, 60◦ 0.035 1483.3 s

6. Conclusion

While generating the desired flat-top sector radiation pattern
by using the RGA optimization technique, a large population
size and a large number of iterations are required in order to
reach an acceptable value. Both RGA and PSO optimizations
show better performance in flat-top sector beam formation in
cellular networks, but the performance of PSO is better than
that of RGA-based optimization. The deployment of PSO for
flat-top beam generation is easier than in the case of RGA,
and the computation time is also lower in PSO than in RGA.
The performance of PSO is better than that of RGA if the
flat-top sector beam is generated with the use of a large array.
Application of these methods in multiple-beam arrays for
flat-top sector beam formation in cellular networks may be
the focal point of future studies.

Tab. 4. Performance comparison of amplitude-only and phase-only optimized array using RGA and PSO for a flat-top 60◦ sector.

Antenna
elements Parameters Desired

pattern

RGA
amplitude-only

optimized

PSO
amplitude-only

optimized

RGA phase-only
optimized

PSO phase-only
optimized

N = 11

Max. SLL [dB] −15 −12.75 −17.18 −16.45 −13.83
HPBW [◦] 60 52 54 51 52

Max. ripple [dB] 0.0 0.0 0.03 0.0 0.03

N = 20

Max SLL [dB] −15 −14 −13.76 −13.87 −12.52
HPBW [◦] 60 53 56 50 52

Max. ripple [dB] 0.0 0 0.04 0 0.04

Tab. 5. Performance of optimization methods used for flat-top beam formation in a cellular network.

Parameter
Amplitude-only optimization Phase-only optimization

RGA PSO RGA PSO

Implementation for flat-top beam
generation More difficult Less effort More difficult Less effort

Ripple of flat-top beam Almost zero Very low but not
almost zero like RGA Almost zero Very low but not

almost zero like RGA

Coverage of desired sector by
HPBW Not good Better than RGA Not good Better than RGA

Spillover of beam to the neighboring
sectors (beyond coverage area and
below −10 dB level)

Lesser than PSO Low Lesser than PSO Low

Performance for a large array Good Better than RGA Good Better than RGA

Performance for a small array Good Good Good Good

Simulation time High Low High Low
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Abstract  In recent years, kernel methods have provided an
important alternative solution, as they offer a simple way of ex-
panding linear algorithms to cover the non-linear mode as well.
In this paper, we propose a novel recursive kernel approach al-
lowing to identify the finite impulse response (FIR) in non-linear
systems, with binary value output observations. This approach
employs a kernel function to perform implicit data mapping. The
transformation is performed by changing the basis of the data in
a high-dimensional feature space in which the relations between
the different variables become linearized. To assess the perfor-
mance of the proposed approach, we have compared it with two
other algorithms, such as proportionate normalized least-mean-
square (PNLMS) and improved PNLMS (IPNLMS). For this
purpose, we used three measurable frequency-selective fading
radio channels, known as the broadband radio access network
(BRAN C, BRAN D, and BRAN E), which are standardized by
the European Telecommunications Standards Institute (ETSI),
and one theoretical frequency selective channel, known as the
Macchi’s channel. Simulation results show that the proposed al-
gorithm offers better results, even in high noise environments,
and generates a lower mean square error (MSE) compared with
PNLMS and IPNLMS.

Keywords  binary measurement, BRAN channel identification,
kernel methods, PNLMS, phase estimation

1. Introduction

Numerous measurement-related challenges faced in digital
communication systems have been effectively resolved with
the help of adaptive filtering algorithms dealing with signal
enhancement, acoustic noise cancellation, echo cancellation,
channel estimation, blind channel equalization, and system
identification [1]–[4]. System identification is of crucial inter-
est in the field of automatic control [5], used to determine the
most adequate mathematical model based on the inputs, out-
puts, and perturbations of a simulated real system. The least
mean squares (LMS) algorithm [6] and its variants – nor-
malized LMS (NLMS) [7] and recursive least squares (RLS)
– [8] are the most popular methods employed for identifica-
tion of linear systems due to the statistical conceptual clarity
of the mean square error cost function, simple mathematical

operations required, stability, and easy implementation [1].
Unfortunately, this algorithm is not valid for sparse system
identification.

An attempt was made to overcome this limitation by proposing
a novel adaptive technique for model system identification
with sparse impulse response using an adaptive delay filter [9].
After that, Duttweiler introduced the concept of updating the
proportional NLMS (PNLMS) [10] algorithm for network
echo cancellation applications. Unfortunately, its convergence
rate begins to slow down considerably after the fast initial
period, finally becoming even slower than in the case of
NLMS. To resolve this drawback, several versions of the
PNLMS algorithm were developed. The examples include the
well-known improved PNLMS (IPNLMS) algorithm [11],
which uses a controlled mixture of PNLMS and NLMS
algorithms, the µ-law PNLMS (MPNLMS) algorithm [12],
an improved IPNLMS algorithm [13], an improved µ-law
proportionate NLMS algorithm [14], l0-LMS [15] , and the
evaluation of block-sparse systems with an improved µ-law
PNLMS algorithm (BS-MPNLMS) [16].

In addition, to exploit the sparsity characteristics of the esti-
mated systems, certain subtypes of these techniques operating
based on core idea presented above have also been intro-
duced [17]–[19] with zero-attractors. In the field of system
identification, the requirement for a high degree of precision
in large complex systems has driven the need for good mod-
els that are capable of representing the non-linear structure of
numerous real systems [20], [21]. For example, the Hammer-
stein model has been employed in diverse non-linear system
applications and many related research works exist – see, for
instance, [22]–[30].

Non-linear system identification continues to be a hot topic
in the scientific community [31]. Volterra filters [32]–[34]
and neural networks [35] are two of the most well-known
techniques gaining a lot of attention. Each technique has its
own set of benefits and drawbacks. For example, in the case
of Volterra filters, the number of parameters to be estimated
is determined by the filter order and its complexity. This
allows to incorporate a high degree of complexity as far as the
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range of parameters is concerned. The weak point of neural
networks lies in the choice of the parametric form, as this
can often only be performed in a more or less arbitrary way.
A false decision may degrade performance.
The development of Kernel methods [36]– [38] has been
speeding up in recent years, as they serve as an important
tool for the advancement of new technologies, especially
in terms of the reduction of computational time required to
handle difficult tasks [39]. These techniques greatly increase
the accuracy of processing thanks to their ability to detect
any existing commonalities in the treated information. They
depend on a key principle known as the kernel trick, which
was first applied to the support vector machine (SVM) [40],
[41], and was soon after used to recast many classical linear
methods in high dimensional the reproducing kernel Hilbert
space (RKHS) [42]–[44], and was then reformulated as an
inner product to yield more powerful non-linear extensions
[38]. The kernel trick makes it possible to attribute the non-
linear nature to many previously classical linear techniques
and, with no restraint, it can only be represented in the scalar
products form of data measurement.
Up to date, a number of kernel adaptive-filtering (KAF) al-
gorithms have been suggested in the research literature. The
examples include, inter alia, kernel least mean square (KLMS)
[45], kernel recursive least square (KRLS) [46] and kernel
affine projection algorithm (KAPA) [47] used in the field of
non-linear signal processing [48]. In order to achieve the high-
est level of performance of fundamental kernel algorithm va-
rieties, different subtypes of these categories were identified,
including quantized kernel least mean square (QKLMS) [49],
quantized kernel recursive least square (QKRLS) [50], regu-
larized kernel least mean square based on multiple time delay
feedback (RKLMS-MDF) [51], kernel least mean square
with adaptive kernel size (KLMS-AKS) [52], extended kernel
recursive least square (Ex-KRLS) [53] and reduced kernel re-
cursive least square (RKRLS) [54] that are used for channel
identification [24]–[29], [55] and equalization in non-linear
systems.
In this paper, we propose a novel recursive algorithm that
is based on the positive definite kernel function, with our pri-
mary focus being on the improved proportionate normalized
least mean square (IPNLMS) variety developed in [11]. As
far as we are aware, the application of kernel-based adaptive
nonlinear system identification methods with binary-valued
output observations of the IPNLMS has not been studied
yet. For validity and test purposes, the proposed algorithm
is compared with the proportional normalized least mean
square (PNLMS) algorithm and with its improved version
(IPNLMS), where the goal is to identify impulse response pa-
rameters of Macchi and ETSI BRAN channels. The relation
of the proposed algorithm with other algorithms described
in the literature will be demonstrated based on two exam-
ples. First, an example using the Hammerstein system, in
which the input sequence is randomly generated with a uni-
form distribution, will highlight how the proposed algorithm
is capable of estimating, with good accuracy, the impulse
response parameters of the practical frequency selective fad-

ing channel (BRAN) and the theoretical frequency selective
channel (Macchi). Second, it will be shown how the pro-
posed algorithm is capable of converging faster and yielding
a smaller estimation error than both PNLMS and IPNLMS.
This paper is arranged as follows. In Section 2 we intro-
duce the architecture of a non-linear system (Hammerstein
model) identification problem with binary-valued output ob-
servations and noise. In Section 3, we give an overview of
some fundamental notations of the kernel methods, with that
overview followed by a description of PNLMS, IPNLMS,
and kernel extended IPNLMS algorithms. The effectiveness
of the proposed recursive kernel algorithm is discussed based
on some simulation results in Section 4. Finally, Section 5
concludes this paper.

2. Problem Statement and Assumptions

Let us consider the single-input single-output (SISO) Ham-
merstein model presented in Fig. 1. It is made up of a non-
linear static function followed by a known-order finite impulse
response (FIR).

Fig. 1. Block diagram of a Hammerstein model with binary outputs
and noises.

From Fig. 1, the output of the desired system is given by:v(n) =
L−1∑
i=0

h(i)f(x(n− i)),

d(n) = v(n) + b(n), n = 0, 1, 2, . . . , N

, (1)

where x(n) represents the input signal, d(n) the output,
h(i)(i=0,1,...,L−1), L the coefficients of the finite impulse
response filter, f(.) is the nonlinearity, and b(n) is the mea-
surement noise.
A binary-valued sensor I[.] with a fixed threshold C ∈ R
can be used to measure the system’s output d(n). The output
with a binary value s(n) can be represented by the following
formula:

s(k) = I[d(n)C] =

{
1 if d(n)  C
−1 otherwise

. (2)

The following are the main assumptions that were made for
the system model:
– input sequence {x(n)}, is i.i.d. (independent and identical-

ly distributed) bounded random process with zero mean,
– additive noise {b(n)} is suggested, Gaussian and indepen-

dent of {x(n)} (bounded) and {d(n)} (bounded),
– let f(.) be invertible and continuous for any finite x,
– the system model does not include any delays, i.e.
h(0) ̸= 0,

– C value is available (known).

48
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2022



An Extended Version of the Proportional Adaptive Algorithm Based on Kernel Methods for Channel Identification with Binary Measurements

The above-mentioned assumptions are made in order to facil-
itate the analysis of the system and to obtain the best results
in terms of the mean square error and the channel identi-
fication framework considered. The main purpose of this
paper is to construct a recursive identification algorithm for
finite impulse response (FIR) systems based on positive defi-
nite kernels and binary-valued observations s(n), in order to
recursively estimate the channel’s parameters.

3. Proposed Adaptive Filtering Algorithm

In this section, we start by presenting the general idea behind
kernel methods. We will define what a kernel is, specifying its
properties and those of the kernel spaces. Next, we describe
the adaptive algorithms used to identify channel impulse
responses, i.e. the proportional normalized LMS algorithm
(PNLMS) and the improved PNLMS algorithm (IPNLMS).
This derivation order is equally the historical arrangement
of the algorithms that were previously extended according
to [10], [11]. Then, the kernel methods are incorporated
into the IPNLMS algorithm strategy in order to produce
a kernelized version of the improved proportionate normalized
LMS algorithm based on binary measurements.

Kernel methods can be used to solve non-linear adaptive
filtering problems in high dimensional spaces. The problem
of dimensionality, referring to the number of parameters to
be estimated, is then reduced to the amount of learning data
available. A fundamental characteristic of kernel methods
is that the resulting model is a linear combination of kernel
functions whose order is identical to the size of the learning
data, where all sources of input information {x(i)}Ni=1 ∈ X
were mapped (implicit) into a high dimensional spaceH (an
inner product space) by taking advantage of the idea that the
Mercer kernel function could be used to express an inner
product in Hilbert spaces. Based on Mercer’s theorem, the
mapping Ψ(.) that was introduced by means of κ(x(i), x(j))
will be expressed by the following relationship [36], [63]:

κ(x(i), x(j)) = ⟨Ψ(x(i)),Ψ(x(j))⟩H , ∀x(i), x(j) ∈ X , (3)

where κ(., .) is a kernel function and Ψ(.) mapped X to
a spaceH with an inner product ⟨., .⟩. Commonly, dimension
of (X ) is much smaller than the dimension of (H).

The block diagram shown in Fig. 2 illustrates an adaptive
kernel-based channel estimation using the proposed algo-
rithm, where e(n) represents the estimation error and y(n)
is the estimated desired response. The learning procedure is
conducted in two distinct phases at each time n (Fig. 2):
1) Initially, using the Hammerstein system (HS) with binary-

-valued output observations and noise, we obtain the
binary output s(n).

2) During the next phase, based on the transformation of the
measured data into non-linear spaces (RKHSs) employing
a Mercer kernel κ, channel coefficients θ(n) are adjusted
according to the functional cost minimization principle.

Fig. 2. Block schematic of kernel adaptive filter.

Let us start with some necessary preliminaries that need to be
employed in the proposed algorithm in order to successfully
determine the existing functional spaceH.

Definition 1 positive definite kernel. A kernel is said to be
positive definite, if it satisfies the following condition for each
input data point {x(i)}Ni=1 ∈ X :

N∑
i,j=1

αiαjκ(x(i), x(j))  0, (4)

for all N ∈ N, {x(1), . . . , x(N)} ⊆ X and {α1, . . . ,
αN} ⊆ R.

In particular, if κ : X × X 7−→ R is positive definite, then it
can be expressed as an inner product in the feature spaceH,
where the data are projected. On the other hand, if we define
a correspondence between the input data and a vector space,
then the inner product in this vector space will be a positive
definite kernel.
According to the Mercer theorem [36], [63], any kernel
κ(x(i), x(j)) can be redefined as follows:

κ(x(i), x(j)) =
∞∑
i=1

ζiΨi(x(i))Ψi(x(j)), (5)

where ζi and Ψi, i = 1, 2 . . ., denote the non-negative eigen-
values and the eigenfunctions, respectively.
Mapping Ψi in the reproducing kernel Hilbert space can be
created as:

Ψ(x) =
[√
ζ1Ψ1(x),

√
ζ2Ψ2(x), . . .

]⊤
. (6)

Definition 2 reproducing kernel Hilbert spaces. LetH denote
a Hilbert space of real functions defined on an indexed set X :

H =

{
n∑
j=1

αjκ(x(j), .) : n ∈ N, x(j) ∈ X , (7)

αj ∈ R, j = 1, . . . , n

}
.

H is considered to be a reproducing kernel Hilbert space
with an inner product noted ⟨., .⟩H and the norm ∥f∥H =√
⟨f, f⟩H if there exists a function κ : X × X −→ R that

has the following two properties:
1) for any element x ∈ X , κ(x, .) belongs toH,
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2) function κ is a reproducing kernel function, i.e. for
any function f ∈ H, we have: ⟨f, κ(x, .)⟩H =∑n
j=1 αjκ(x(j), x) = f(x).

3.1. Derivation of the PNLMS Algorithm

The PNLMS algorithm was first proposed by assigning a step
parameter to each coefficient using a diagonal step control
matrix G(n) ∈ R(L)×(L) [10]. This algorithm is capable of
exploiting low impulse response density to achieve a bet-
ter adaptation than that observed in the case of the classical
NLMS algorithm. The PNLMS algorithm needs more op-
erations than the NLMS algorithm but has the benefit of
converging faster than the latter. The PNLMS algorithm’s
practical update equations are given by:

e(n) = s(n)− θ⊤(n− 1)x(n), (8)

D(n− 1) = diag(d0(n− 1),
d1(n− 1), . . . , dL−1(n− 1)), (9)

θ(n) = θ(n− 1) + µD(n− 1)x(n)e(n)
δPNLMS + x⊤(n)D(n− 1)x(n) , (10)

where x(n) = [x(n), x(n−1), . . . , x(n−L+1)]⊤ represents
the input signal, where the superscript (.)⊤ is the transpose
operator, e(n) is the estimation error,µ ∈ R∗+ is the fixed step-
size, dl(n) ∈ R∗+, and δPNLMS is a regularization parameter:

δPNLMS =
δNLMS

L
.

The original definition of the diagonal matrix element D(n)
is:

dl(n) =
kl(n)

1
L

∑L−1
i=0 ki(n)

, l = 0, 1, . . . , L− 1, (11)

with

kl(n) = max{{|θl(n)|},
ρmax{δp, |θ0(n)|, . . . , |θL−1(n)|}}. (12)

Parameters δp and ρ are used to protect θl(n) from stalling
during the initialization step. The typical value of δp is equal
to 0.01 and ρ ranges from 1

L to 5L .

3.2. Derivation of the IPNLMS Algorithm

Convergence speed of the PNLMS algorithm degrades sig-
nificantly when dealing with non-sparse impulse responses.
Improved PNLMS (IPNLMS) is proposed to avoid degra-
dation in a scenario in which the impulse underlying the
response is non-sparse. In the improved PNLMS algorithm,
the diagonal element of D(n) is:

dl(n) =
1− α
2L
+

|θl(n)|(1 + α)
2
∑L−1
i=0 |θi(n)|+ δIPNLMS

, (13)

where α ∈ [−1, 1] and δIPNLMS =
1− α
2L
δNLMS is a one of

the small positive numbers in order to prevent dividing by
zero. We will utilize the kernel-based method to extend the
improved PNLMS algorithm in the manner described in the
next subsection.

3.3. Projection Over Kernel Methods

The proposed algorithm is presented in this section. The main
idea is to operate the improved proportionate NLMS algo-
rithm in the Gaussian kernel feature space that is linked to
a reproducing kernel κ (continuous, normalized and symmet-
ric), using the feature map Ψ(.) that enables us to transform
the sample sequence as:

Ψ : X −→ H
x(i) −→ κ(x(i), .), 0 ¬ i ¬ N. (14)

In order to generate the infinite-dimensional space model
of the reproducing kernel, there exist various types of ker-
nels such as sigmoid and radial Gaussian kernels defined,
respectively, by:

κsiga,c(x(i), x(j)) = than (a⟨x(i), x(j)⟩+ c) , ∀a, c ∈ R, (15)

κGσ (x(i), x(j)) = e
−
∥x(i)− x(j)∥2

2σ2 , (16)

∀(x(i), x(j)) ∈ X 2,

where σ > 0 is the bandwidth of the kernel used to specify
the form of the kernel function, a is the sigmoid scale, and c
is the bias.
Throughout the remainder of the paper, we will use the Gaus-
sian radial basis function (RBF) kernel, which the favorite
option mostly thanks to its perfect approximation character
and its numerical stability. In [57], one can find a more com-
prehensive list of Mercer kernels. Ψ(.) mapping generated by
this type of kernel is a bit special. In fact, a data item will be
mapped onto a Gaussian function that represents the data’s
similarity to all data in X . Fig. 3 represents the application of
the Gaussian radial-basis function kernel to the two pieces of
data x(i) and x(j).

Fig. 3. Definition of characteristic map.

The four steps that make up the proposed identification algo-
rithm are:
1) In the initial step, a transformation of the measured data

inputs from the space X into a high dimensional space
(feature space H) is realized to produce the following
input data:

{(Ψ(x(1)), s(1)), (Ψ(x(2)), s(2)), . . . , (17)

(Ψ(x(n)), s(n)), . . .}.

2) In the second step, by applying the methodology of the
improved proportionate NLMS algorithm to the input data
sequence described in Eq. (17), we can minimize the cost
function by:

E[|s(k)− ⟨(Ψ(x(k))), θ⟩H|2],
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where θ denotes the weight vector in the feature spaceH.
3) Next, we are proceeding directly in the feature space
H, under the assumption that our data has already been
successfully modeled in the RKHS by means of the Ψ
mapping function, i.e.:

X ∋ x −→ Ψ(x(n)) := κ(x, .) ∈ H. (18)

4) The estimate of θ(n) is produced and is noted θ̂(n):

θ̂(n) = θ̂(n− 1) (19)

+
µD(n− 1)κ(x(n), .)e(n)

δKE-IPNLMS + κ(x(n), .)⊤D(n− 1)κ(x(n), .) ,

D(n− 1) = diag(d0(n− 1), d1(n− 1), . . . , (20)

dL−1(n− 1)),

where:

dl(n) =
1− α
2L
+

|θ̂l(n)|(1 + α)
2
∑L−1
i=0 |θ̂i(n)|+ δKEIPNLMS

, (21)

where α is the adjusting parameter, and δKE-IPNLMS is a small
value used to avoid a denominator equaling zero.
The proposed identification algorithm update equations in
kernel Hilbert space is summarized as Algorithm 1.

Algorithm 1. Kernel extended IPNLMS algorithm for channel
identification.

Input: samples {x(n), s(n)}, n = 1, 2, . . . , N
Initialization: channel parameter θ(0) with zeros, adjusting
parameter α, kernel bandwidth σ, and threshold C
Computation:
while {x(n), s(n)}Nn=1 available do

1. compute y(n) as: y(n) = κ(x(n), .)⊤θ̂(n− 1)
2. compute the prediction error as: e(n) = s(n)− y(n)
3. update weight vector using Eq. (19)
4. compute the diagonal matrix D using Eq. (20)

end while

4. Results of Numerical Simulations

The main aim of this section was to investigate the effective-
ness of the proposed kernel extended IPNLMS algorithm
in terms of channel impulse response identification and to
compare it with that of PNLMS and IPNLMS algorithms.
Performance was measured using mean squares error (MSE)
in decibels, expressed as:

MSE = 10 log

[
1
N

N∑
n=1

(s(n)− y(n))2
]
, (22)

where N represents the data length, s(n) is the binary output
and y(n) is the estimated desired response. The procedure
involved 50 runs of Monte Carlo experiments to reduce mea-
surement uncertainty. We used two models for the linear part:
the Macchi channel and the ETSI BRAN channel to simulate
the Hammerstein model. A typical non-linear part function is
the hyperbolic function tanh(x), defined by:

f(x) =
ex − e−x

ex + e−x
. (23)

The parameter settings selected for the simulations are: thresh-
old is C = 0.5, step-size parameter for all the algorithms is
µ = 0.05, regularization parameter δNLMS = 0.01, adjust-
ing parameter α = −0.75, kernel width σ = 0.2, data length
N = 210, and SNR = 16 dB. Note that when we modify one
of these simulation parameters, the others remain constant.
The simulations are performed using Matlab software and
are conducted for various SNRs defined as follows:

SNR = 10 log
[
E(v2(n))
E(b2(n))

]
, (24)

where E[.] is the mathematical expectation.

4.1. Macchi Channel

To investigate the theoretical performance of the presented
approach, we have relied on the Macchi channel. The im-
pulse response of this channel is defined by vector H =
[h(0), . . . , h(L− 1)]⊤ of coefficients h(i) [64]:

H = [0.8264,−0.1653, 0.8512, 0.1636, 0.81]⊤ .

Figure 4 shows the characteristics of this channel. It has
four zeros, two of them are outside of the unit circle, which
implies that the channel is of the non-minimum phase. This
channel’s amplitude response is quite deep fading, and its
phase response is far from linear.

Fig. 4. Macchi channel.

Figure 5 shows the estimation of the magnitude and phase
of the Macchi channel impulse response parameters, using
the three algorithms for a data length of N = 210 and
SNR = 16 dB.

We observe that the magnitude and phase estimated with the
use of the proposed KE-IPNLMS algorithm follow the true
model in perfect agreement with the measured data. But for
both other algorithms (PNLMS and IPNLMS), we can see
a significant difference between the measured and estimated
parameters.
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Fig. 5. Macchi channel magnitude and phase estimation forN = 210

and SNR = 16 dB.

4.2. ETSI BRAN Channel

The robustness of identification algorithms cannot be fully
evaluated by simulating them on theoretical channels. As a re-
sult, we looked into mobile radio channel models. We focused
on three models (ETSI BRAN C, BRAN D, and BRAN E)
that represent fading radio channels. The associated mod-
el data are measured for 4G systems [65], [66]. The impulse
response parameters of the ETSI BRAN radio channel are
described by:

h(n) =
L−1∑
i=0

Miδ(n− τi), p = 18, (25)

where L is the number of paths present,Mi ∈ N(0, 1) is the
magnitude of path i, τi is its delay time and δ(n) is the Dirac
function. The magnitudes and time delays of 18 targets of the
BRAN C, D and E channels are represented in Tables 1, 2
and 3, respectively.

Tab. 1. Delay and magnitudes of 18 targets of BRAN C radio
channel.

Delay
τi [ns]

Magnitude
Mi [dB]

Delay
τi [ns]

Magnitude
Mi [dB]

0 −3.3 230 −3.0
10 −3.6 280 −4.4
20 −3.9 330 −5.9
30 −4.2 400 −5.3
50 0 490 −7.9
80 −0.9 600 −9.7
110 −1.7 730 −13.2
140 −2.6 880 −16.3
180 −1.5 1050 −21.2

Tab. 2. Delay and magnitudes of 18 targets of BRAN D radio
channel.

Delay
τi [ns]

Magnitude
Mi [dB]

Delay
τi [ns]

Magnitude
Mi [dB]

0 0 230 −9.4
10 −10 280 −10.8
20 −10.3 330 −12.3
30 −10.6 400 −11.7
50 −6.4 490 −14.3
80 −7.2 600 −15.8

110 −8.1 730 −19.6
140 −9.0 880 −22.7
180 −7.9 1050 −27.6

Tab. 3. Delay and magnitudes of 18 targets of BRAN E radio
channel.

Delay
τi [ns]

Magnitude
Mi [dB]

Delay
τi [ns]

Magnitude
Mi [dB]

0 −4.9 320 0

10 −5.1 430 −1.9
20 −5.2 560 −2.8
40 −0.8 710 −5.4
70 −1.3 880 −7.3

100 −1.9 1070 −10.6
140 −0.3 1280 −13.4
190 −1.2 1510 −17.4
240 −2.1 1760 −20.9

Figures 6, 7 and 8 illustrate BRAN C, D and E channel zeros,
respectively.

Fig. 6. Zeros of the BRAN C model.

To assess the accuracy of the proposed KE-IPNLMS algo-
rithm, we looked at four different BRAN models with defined
properties (i.e. known parameters), then we tried to recuperate
these parameters under an additive noise.
Gaussian for an SNR = 16 dB and data length N = 210, and
we compared them with the two other algorithms proposed
in the literature during 50Monte Carlo runs. Figure 9 illus-
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Fig. 7. Zeros of the BRAN D model.

Fig. 8. Zeros of the BRAN E model.

trates the estimated magnitude and phase parameters of the
BRAN C radio channel impulse response, using the algo-
rithms presented previously, for a data length ofN = 210 and
an SNR = 16 dB. When the proposed KE-IPNLMS algorithm
is used, the magnitude and phase response is estimated with
reasonable precision, but several fluctuations are observed
when PNLMS and IPNLMS algorithms are used.

Figure 10 demonstrates the magnitude and phase estimation
of the BRAN D radio channel impulse response obtained
using the proposed KE-IPNLMS algorithm, compared with
PNLMS and IPNLMS algorithms for a data length of N =
210 and for SNR = 16 dB. The estimated magnitude and
phase curves, obtained using the proposed algorithm (KE-
IPNLMS), follow the real model with only a slight deviation.
When BRAN D radio channel impulse response Parameters
are estimated using the IPNLMS algorithm, some minor
differences exist between the estimated magnitude and the
real model (measured values), and an obvious difference is
evident if the PNLMS algorithm is employed. In practical
channels when multipath fading is severe for the learning
sequence duration, the estimates could yield poor quality
results.

Fig. 9. BRAN C channel magnitude and phase estimation for N =
210 and SNR = 16 dB.

Fig. 10. BRAN D channel magnitude and phase estimation for
N = 210 and SNR = 16 dB.

Figure 11 shows the estimated magnitude and phase of the
BRAN E radio channel impulse response parameters, for
a data length of N = 210 and for SNR = 16 dB. It should be
observed that with the proposed KE-IPNLMS algorithm, the
estimated magnitude and phase have the same forms as those
measured. When compared with the PNLMS and IPNLMS
algorithm, we note that the estimated magnitude follows the
variations of the real model’s parameters. Performance of
the PNLMS algorithm degrades during phase estimation
and a large difference between the estimated BRAN E radio
channel impulse response and the measured phase is observed.
To summarize, Gaussian noise exerts a significant impact on
the phase, but only a minor impact on the amplitude estimates.
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Fig. 11. BRAN E channel magnitude and phase estimation for
N = 210 and SNR = 16 dB.

4.3. Performance in Noisy Environment

Here, we test the performance of the algorithms in a Gaussian
noise environment, where SNR varies from 0 to 30 dB and for
a fixed data length of N = 210. The results are summarized
in Tables 4–7 for 50Monte Carlo runs. With all these differ-
ent results taken into consideration, we have several more
important points to make.
The proposed KE-IPNLMS algorithm has offers excellent
convergence performance in comparison to its PNLMS and
IPNLMS counterparts, for all signal-to-noise ratio values,
even in a high noise environment (SNR = 0 dB), since the
MSE values of the proposed KE-IPNLMS algorithm are very
low, contrary to those obtained by means of PNLMS and
IPNLMS algorithms.
When SNR is adjusted from 0 to 30, even if the MSE crite-
rion decreases for the three algorithms, the influence of the
Gaussian noise disappears and the proposed KE-IPNLMS
algorithm demonstrates its superiority over the remaining
varieties.
As shown in Tables 4–7, performance of the proposed KE-
IPNLMS solution is substantially better than that of other
algorithms. For example, in the case of Macchi channel, with
SNR = 30 dB, MSE values obtained using the proposed
KE-IPNLMS algorithm are seven and four times lower than
MSE values obtained by means of PNLMS and IPNLMS
algorithms, respectively.
Based on Tables 6 and 7, we have observed that when
SNR = 10 dB, the MSE value achieved by the proposed
KE-IPNLMS algorithm equals only 21% and 37% of the
MSE value obtained using PNLMS and IPNLMS algorithms,
respectively, in the case of the BRAN D impulse response
channel, as well as 38% and 56% of the MSE value using
PNLMS and IPNLMS algorithms, respectively, in the cases
of the BRAN E impulse response channel. These results give

Tab. 4. MSE values of all algorithms for different SNR and a data
length N = 210 in the case of the Macchi channel.

SNR [dB] Algorithm MSE [dB]
PNLMS −01.39

0 IPNLMS −04.25
Proposed −09.88
PNLMS −02.53

10 IPNLMS −04.75
Proposed −18.41
PNLMS −02.59

20 IPNLMS −04.87
Proposed −22.12
PNLMS −02.81

30 IPNLMS −05.16
Proposed −22.47

Tab. 5. MSE values of all algorithms for different SNR and a data
length N = 210 in the case of the BRAN C channel.

SNR [dB] Algorithm MSE [dB]
PNLMS −03.80

0 IPNLMS −04.90
Proposed −05.17
PNLMS −07.64

10 IPNLMS −09.44
Proposed −12.06
PNLMS −07.79

20 IPNLMS −10.15
Proposed −13.87
PNLMS −08.19

30 IPNLMS −10.26
Proposed −14.42

Tab. 6. MSE values of all algorithms for different SNR and a data
length N = 210 in the case of the BRAN D channel.

SNR [dB] Algorithm MSE [dB]
PNLMS −03.49

0 IPNLMS −05.26
Proposed −07.54
PNLMS −04.32

10 IPNLMS −06.73
Proposed −11.04
PNLMS −04.25

20 IPNLMS −06.95
Proposed −11.18
PNLMS −04.64

30 IPNLMS −07.09
Proposed −11.49

a clear indication regarding the high accuracy of the proposed
KE-IPNLMS algorithm.
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Tab. 7. MSE values of all algorithms for different SNR and a data
length N = 210 in the case of the BRAN E channel.

SNR [dB] Algorithm MSE [dB]
PNLMS −02.00

0 IPNLMS −04.14
Proposed −04.79
PNLMS −07.52

10 IPNLMS −09.16
Proposed −11.61
PNLMS −8.00

20 IPNLMS −10.51
Proposed −14.28
PNLMS −08.21

30 IPNLMS −10.68
Proposed −14.79

4.4. Performance Using Different Data Lengths

Now, we shall focus on the impact that parameter factor N
exerts on the performance of the proposed KE-IPNLMS algo-
rithm. Note that N is a data length that impacts the estimated
channel parameters and the level of the mean square error.
The results are averaged by means of 50Monte Carlo trials.

The MSE evolution curves of these three algorithms are plot-
ted in Figs. 12–15 for different channel impulse responses.
From these results, we may observe that the impact ofN is ev-
ident, which is linked to the regularity of the evaluated mean
square error. It is clearly seen that the proposed algorithm
offers the best performance and is also statistically impor-
tant. For example, in Fig. 12, ifN is 8000, MSE is lower than
−30 dB in the case of the proposed KE-IPNLMS algorithm.
However, we get an MSE that is close to −15 dB and just be-

Fig. 12. Comparison of algorithms in terms of MSE for various data
lengths N and for a fixed SNR = 16 dB, Macchi channel.

Fig. 13. Comparison of algorithms in terms of MSE for various data
lengths N and for a fixed SNR = 16 dB, BRAN C channel.

low −10 dB when we use IPNLMS and PNLMS algorithms,
respectively.

Fig. 14. Comparison of algorithms in terms of MSE for various data
lengths N and for a fixed SNR = 16 dB, BRAN D channel.

From Figs. 13–15 it is evident that the data length is low
(N ¬ 2000), a very slow convergence is observed. Each time
we increase the data length, we notice an improvement in the
convergence speed. This shows that the speed of convergence
of the three algorithms is proportional to data length. We
can evidently see that the proposed KE-IPNLMS algorithm
converges most quickly and has the lowest mean square error.
During this time, the mean square error values of the IPNLMS
algorithm are inferior to those of the PNLMS algorithm, but
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Fig. 15. Comparison of algorithms in terms of MSE for various data
lengths N and for a fixed SNR = 16 dB, BRAN E channel.

it converges at a slow rate, which implies that the parameters
estimated using the proposed KE-IPNLMS algorithm are very
close to the exact values when compared to those given by
the PNLMS and IPNLMS algorithms. It is very important to
select an appropriate value of N and SNR in order to achieve
a successful result.
Based on our study of the performance and convergence
speed of these algorithms, we remarked that this proposed
algorithmic version yields good experimental results in terms
of channel identification from output binary measurements.

5. Conclusion and Future Scope

Numerical simulations for the Hammerstein system identi-
fication problem with binary measurements on the output
have confirmed that the proposed KE-IPNLMS algorithm
outperforms PNLMS and IPNLMS in terms of identification
of magnitude and phase of channel impulse response param-
eters (BRAN (C, D and E) and Macchi channels), while only
requiring linear computational complexity. In all simulations,
we obtained good results in terms of channel identification
even more in highest noise power (i.e low SNR) by using the
proposed KE-IPNLMS algorithm.
The future work will focus on the development of an exten-
sion of this algorithm to MIMO systems and on comparing it
with the existing methods, including quantized kernel recur-
sive least squares (QKRLS), quantized kernel Lleast lncosh
(QKLL) and cumulant-based methods.
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Abstract  The time reversal (TR) techniques used in electro-
magnetics have been limited for a variety of reasons, including
extensive computations, complex modeling and simulation, pro-
cesses as well as, large-scale numerical analysis. In this paper,
the SIBC-FDTD method is applied to address these issues and
to efficiently model TR systems. An original curvilinear model-
ing method is also proposed for constructing various obstacles
in a 2D microwave cavity and for processing the corners of the
cavity. The EM waves’ spatio-temporal focalization has been
realized, and results of the simulations further prove the accu-
racy and effectiveness of this modeling method. Furthermore,
they demonstrate that the microwave cavity processes may sig-
nificantly improve the focalization quality in terms of SSLL
enhancement.

Keywords  curvilinear modeling, EM waves focalization, SIBC-
FDTD method, TR technique.

1. Introduction

The time-reversal technique was first proposed by Bogert from
Bell Labs in 1957. In 2005, Lerosey et al. introduced the TR’s
spatio-temporal focalization in electromagnetics [1]. In their
experiments, electromagnetic wave signals emitted by the
antenna were recorded by a receiving antenna known as the
time-reversal mirror (TRM). The recorded signal was time-
reversely retransmitted by the TRM, thus resulting in focal-
ization of EM waves at the initial position of the transmitting
antenna. In recent years, more researches have focused on the
applications of this phenomenon, e.g. in the fields of acous-
tics [2]–[3], medicine [4]–[5], and communications [6]–[9].
To simulate the propagation of an EM wave throughout the
entire TR process, the finite-difference time-domain (FDTD)
method, one of the most effective numerical calculation
methods, has been widely used [10]–[13]. Its main idea is
to transform the propagation of EM waves into spatial and
temporal propulsion by discretizing Maxwell equations. It
needs to be borne in mind that boundary conditions are also
critical for simulating propagation of EM waves in a confined
space. However, since good conductors have a low skin
depth and sharp field variations, a tiny grid is required to
calculate the distribution of the EM field on their surfaces,

which significantly increases computational complexity. To
solve this problem, researchers have introduced the surface
impedance boundary condition (SIBC) to the FDTD method.
This method can directly obtain the field distribution at the
interface without considering the interior of the conductor,
thus drastically improving computation efficiency.
In 1992, Maloney et al. proposed an efficient implementa-
tion of SIBC in the FDTD method based on exponential
approximation, and various experiments have demonstrated
its applicability [14]. However, the degree of computational
complexity failed to decrease significantly.
In recent years, Mao et al. have constructed a new absorbing
boundary condition by setting surface impedance to free
space in order to terminate the outer boundary of the FDTD
computational domain [15]–[16]. This approach dramatically
reduced computational complexity without affecting the level
of accuracy.
Based on these facts, this study aims to contribute to this
increasingly popular area by exploring more effective methods
for modeling TR systems.
The paper in organized as follows. Section 2 presents the de-
rived theoretical formulas of the SIBC-FDTD method, which
can be used to model the EM wave propagation process, mi-
crowave cavities, and obstacles. It continues by explaining
the principle of TR modeling and shows how this approach
naturally leads to focalization. In Section 3, several simula-
tions are conducted to verify effectiveness of the modelling
method and to demonstrate how the presented cavity improves
the quality of focalization. Furthermore, a series of paral-
lel simulations is performed to re-validate this conclusion by
employing two customized metrics, namely side-lobe level
(SLL) and spatial side-lobe level (SSLL).

2. TR System Modeling Approach

2.1. EM Wave Propagation Modeling

With Maxwell’s equations serving as a point of departure,
time-domain propulsion formulas for the FDTD method may
be obtained by performing the central difference and discrete
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approximation to its differential form. Thus, the continuous
electromagnetic wave propagation problem is converted into
a discrete numerical problem, which is well suited to deal
with electromagnetic field calculations in large and complex
structures.
Assuming that the study space is passive and that electrical
and magnetic losses are not considered, the Maxwell time-
domain differential equations used for constructing the FDTD
algorithm can be expressed as:

∇× H⃗ = ∂D⃗
∂t
, (1)

∇× E⃗ = −∂B⃗
∂t
, (2)

where E⃗ is the electric field intensity in V/m, H⃗ is the mag-
netic field intensity in A/m, B⃗ is the magnetic flux density in
Wb/m2, and D⃗ is the electric displacement in C/m2.
Besides, constitutive relations are essential to complement
Maxwell’s equations and describe the medium’s proper-
ties. The constitutive relations for linear, isotropic and non-
dispersive media can be written as:

D⃗ = ε · E⃗, (3)

B⃗ = µ · H⃗, (4)

where ε is the permittivity of the medium in F/m, µ is the
permeability in H/m.
In solving the one-dimensional (1D) problem, it is assumed
that the electromagnetic wave propagates along the x-axis, so
both Ex andHx are equal to zero, and Maxwell’s equations
can be simplified as:

∂Ez
∂x
= µ
∂Hy
∂t
, (5)

∂Hy
∂x
= ϵ
∂Ez
∂t
. (6)

It can be noticed that the left and right-hand sides of the equa-
tion are space and time partial derivative term, respectively.
The distribution of Ez and Hy in the 1D Yee cell is given in
Fig. 1. In space and time dimensions, the E⃗ and H⃗ compo-
nents are staggered at an interval of half the grid length, an
essential basis for the FDTD method’s iteration.

Fig. 1. Distribution of Ez andHy in the 1D Yee cell.

By using Taylor formulas, the discrete form of Eqs. (5) and
(6) can be achieved as:

H
n+ 12
y

(
k +
1
2

)
= H

n− 12
y

(
k +
1
2

)
+
∆t
µ∆x

[Enz (k + 1)− Enz (k)] , (7)

En+1z (k) = Enz (k) +
∆t
ϵ∆x

[
H
n+ 12
y

(
k +
1
2

)
− Hn+

1
2

y

(
k − 1
2

)]
. (8)

Moreover, because FDTD is an infinite approximation
method, stability conditions must be set to ensure the con-
vergence of the solution. The size of the grid must also be
limited to reduce errors. The relationship is given by:

δ ¬ λmin
10
, (9)

c ·∆t ¬ 1√
( 1∆x )

2 + ( 1∆y )
2 + ( 1∆z )

2
, (10)

where δ = min[∆x,∆y,∆z] and λmin is the minimum
wavelength in the computational frequency range,∆x,∆y
and∆z are the space steps,∆t is the time step, and c is the
speed of light.
Assuming∆x = ∆y = ∆z, the relationship can be replaced
like c ·∆t ¬ δ, c ·∆t ¬ δ√

2
and c ·∆t ¬ δ√

3
for 1D, 2D and

3D, respectively. This means that the time interval must not
be greater than the time it takes for the wave to pass through
one Yee cell at the speed of light.

2.2. 1D SIBC-FDTD Iterative Formulations for Microwave
Cavities Modeling

SIBC describes the relationship between the tangential electric
field and the tangential magnetic field at two different media
interfaces in the frequency domain. The first-order SIBC in
the frequency domain is given by:

E⃗(ω) = Zs(ω)[n⃗× H⃗(ω)], (11)

where s = jω, ω is the angular frequency, Zs(ω) is the
surface impedance of the conductor, n⃗ is a unit vector normal
to the surface of the lossy metal. Since the surface impedance
of a good conductor is

Zs(ω) = (1 + j)
√
ωµ

2σ
=

√
jωµ

σ
, (12)

Zs(ω) can be separated into the sum of surface resistance
Rs(ω) and surface inductance Ls(ω) as:

Zs(ω) = Rs(ω) + jωLs(ω). (13)

At a specific frequency, Rs(ω), Ls(ω) can be treated as
approximate constants, as Rs(ω) =

√
ωµ
2σ , Ls(ω) =

√
µ
2σω .

Hence, Eq. (11) can be rewritten as:

E⃗(ω) = [Rs + jωLs][n⃗× H⃗(ω)]. (14)

By using the inverse Fourier transform, the relationship be-
tween E⃗ and H⃗ can be expressed in the time domain as:

E⃗(t) =
[
Rs + Ls

∂

∂t

] [
n⃗× H⃗(t)

]
. (15)

Hence, the schematic diagram of the SIBC-FDTD method in
the 1D case may be shown in Fig. 2.
In the FDTD iteration formulas, by replacing the differential
operations of Ez(1+ 12 ) and Ez(n∆x+ 12 ) in the space with
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Fig. 2. Schematic diagram of the 1D SIBC-FDTD method.

a half-cell step, the Faraday-Maxwell law can be derived in
the following form:

H
n+ 12
y

(
1 +
1
2

)
=
µ∆x−∆tRs + 2Ls
µ∆x+∆tRs + 2Ls

H
n− 12
y

(
1 +
1
2

)
+

2∆t
µ∆x+∆tRs + 2Ls

Enz (2), (16)

H
n+ 12
y

(
n∆x+

1
2

)
=
µ∆x−∆tRs + 2Ls
µ∆x+∆tRs + 2Ls

H
n− 12
y

(
n∆x+

1
2

)
+

2∆t
µ∆x+∆tRs + 2Ls

Enz (n∆x). (17)

2.3. 2D SIBC-FDTD Iterative Formulations for Microwave
Cavities Modeling

In the case of 2D (TM wave) scenario, the fundamental com-
ponents compriseHx,Hy, and Ez . The schematic diagram
of the 2D SIBC-FDTD method is similar to [16], as shown
in Fig. 3.

Fig. 3. Schematic diagram of the 2D SIBC-FDTD method.

For any Yee cell on the x-axis negative boundary (XN SIBC),
only Hy existed. The geometry is shown in Fig. 4.
By applying the SIBC equation:

Ez

(
1 +
1
2
, j
)
= RsHy

(
1 +
1
2
, j
)
+ Ls

∂Hy
(
1 + 12 , j

)
∂t

in FDTD, the derived iteration formula on XN is shown in
Eq. (18). Similarly, the iterative recipes onXP , YN and YP
can be denoted in Eqs. (19), (20), (21), respectively.

X =
µ∆x−∆tRs + 2Ls
µ∆x+∆tRs + 2Ls

H
n− 12
y ,

Fig. 4. 2D Yee cell.

Y =
µ∆y −∆tRs + 2Ls
µ∆y +∆tRs + 2Ls

H
n− 12
x ,

H
n+ 12
y

(
1 +
1
2
, j
)
= X
(
1 +
1
2
, j
)

+
2∆t

µ∆x+∆tRs + 2Ls
Enz (2, j), (18)

H
n+ 12
y

(
xdim +

1
2
, j
)
= X
(
xdim +

1
2
, j
)

− 2∆t
µ∆x+∆tRs + 2Ls

Enz (xdim, j), (19)

H
n+ 12
x

(
i, 1 +

1
2

)
= Y
(
i, 1 +

1
2

)
− 2∆t
µ∆y +∆tRs + 2Ls

Enz (i, 1), (20)

H
n+ 12
x

(
i, ydim +

1
2

)
= Y
(
i, ydim +

1
2

)
+

2∆t
µ∆y +∆tRs + 2Ls

Enz (i, ydim). (21)

2.4. Curvilinear Modeling

Unlike linear modeling of the microwave cavity, curvilinear
modeling is more complicated due to the lack of apparent
boundaries in processing corners and constructing obstacles.
The solution is to create a matrix of the same dimension
corresponding to Ez (blue dots) and to assign Ez values to
the matrix as the basis for determining boundaries, as shown
in Fig. 5:

Ez[i, j] =

{
0 if Ez is inside the obstacle

1 if Ez is outside the obstacle
. (22)

For example, if the blue dot is inside the obstacles, the ma-
trix’s corresponding point will be allocated a 1. Otherwise, it
will be a 0.
Determination of the boundary location requires judging
the values of two adjacent points in the matrix as shown in
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Fig. 5. Schematic diagram of the curvilinear modeling method.

Eq. (23). If the values of two adjacent points on the same
row are different, the Hy iteration formula should be utilized
as the boundary condition. Similarly, if the values of two
adjacent points on the same column are different, the Hx
iteration formula should be adopted:Hx
[
i, j + 12

]
is the boundary, if Ez[i, j] ̸= Ez[1, j + 1]

Hy
[
i+ 12 , j

]
is the boundary, if Ez[i, j] ̸= Ez[i+ 1, j]

. (23)

It follows from Fig. 5 that the area enclosed by the red arrow
(Hx, Hy) inside the cavity is the modeling circular obstacle,
and the area surrounded by the red arrow on the cavity’s
boundary is the cavity after the corner has been processed.

2.5. Time Reversal Modeling

The complete TR experiment is usually divided into two
stages [17]–[18], the forward stage and the backward stage,

Fig. 6. TR system.

as shown in Fig. 6. During the forward stage, the EM waves
signal emitted by source A is received and recorded by the
antenna placed at B (TRM) after complex propagation and
reflection in the cavity. During the backward stage, the first
action is to reverse the signal received at B on the time ax-
is and then the reversed signal is retransmitted, meaning that
the signal received at B first will be emitted last.
Then the reversed signal will be focused at source A after
a while (approximately the length of the receiving time). This
process is known as spatio-temporal focalization characteristic
of the TR technique.

3. Simulation Results and Discussion

3.1. Simulation Settings

In this TR simulation, the volume of the metallic microwave
cavity is 1.165× 1.165 m2, and the total cavity space is di-
vided into 104× 104 grids according to the FDTD stability
conditions. Hence, the pixel size used for SIBC-FDTD itera-
tion is approximately 0.0113 m. Moreover, a Gaussian pulse
signal is excited at the initial source point A, as shown in
Fig. 7. The pulse duration is 8 ns, the carrier frequency is
2.4 GHz, and the amplitude pulse is 104 V/m.

Fig. 7. Initial Gaussian pulse.

Moreover, the signal received by the TRM at point B during
the forward stage is shown in Fig. 8. Due to the loss of the
cavity’s metallic boundaries, the TRM receives a series of
signals whose amplitude decays gradually.
To evaluate the focalization quality in the time domain and fre-
quency domain, we have defined such parameters as side-lobe
level (SLL) and spatial side-lobe level (SSLL), respectively.
SLL refers to the ratio between the first maximum amplitude
and the second maximum amplitude of the signal recorded
at focalization point A. SSLL, in turn, refers to the ratio be-
tween the first spatial maximum amplitude and the second
spatial maximum amplitude inside the cavity.
Furthermore, to verify the effectiveness of the curvilinear
modeling method and to assess the relationship between cavi-
ty complexity and focalization quality, we have set up two in-
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Fig. 8. Recorded signals by TRM at point B.

dependent groups: group 1 with no processing corners and no
obstacles, and group 2 with processing corners and obstacles.

3.2. Analysis of Simulation Results

Inside the modeled microwave cavity, the processed corners
and the circular obstacle generated using the SIBC-FDTD
method can be observed directly in Fig. 9b. Simultaneously,
there is no EM wave propagation outside the SIBC boundary,
which is in agreement with our modeling theory. Also, at
604.03 ns, the temporal EM wave focalization is more clearly
visualized in the group 2 (Fig. 9b) than in group 1 (Fig. 9a).
Figures 10 and 11 quantitatively show the entire focalization
process from 0 ns to 604.03 ns. With the reflection of the EM
wave emitted from TRM (pointB) inside the cavity, the energy
gradually accumulates at point A and finally focuses here.
Furthermore, by comparing the two figures on the (a) side
(group 1), one may notice that additional focalization points
exist inside the cavity, for example, at the time points of
350 ns, 480 ns, 530 ns, 560 ns and 590 ns, which means that
energy distribution is more dispersed. The comparison of the
two figures on the (b) side (group 2) demonstrates that no
other apparent focalization points are created and most of the
energy is refocused at point A.
Table 1 shows the values of SLL and SSLL obtained from
Figs. 10 and 11. Both are boosted more in group 2 than in
group 1, which means that the focalization quality is opti-
mized. This is caused by the fact that the first maximum ampli-
tude in group 2 significantly increases to 2434 V/m due to the
complex cavity environment reducing the propagation losses.

Tab. 1. Group 1 vs. group 2.

Parameters Group 1 Group 2

Fig. 10
Ez first peak 713.4 V/m 2434 V/m
Ez second peak 289.7 V/m 919.2 V/m

SLL 2.46 2.64

Fig. 11
Ez first peak 988.8 V/m 2434 V/m
Ez second peak 932.1 V/m 1260 V/m
SSLL 1.06 1.93

Another possible explanation is that the processed corners
and the obstacle have increased propagation complexity, rel-
atively decreasing the EM waves’ resonance losses in the
rectangular cavity. Group 2 also offers better spatial focal-
ization quality with an SSLL value of approx. 1.93. Most
of the emitted energy is refocused at the position of the initial
source, except for the boundary loss.
To further validate the modeling approach and the results
obtained, two other parallel simulations of group 3 and group
4 are performed by randomly changing the position of the
inserted obstacles. The results are shown in Table 2.
It should be highlighted that, compared with group 1, the first
maximum amplitude of both group 3 and group 4 increases
significantly, which fits in with our earlier observations, prov-
ing that the amplitude of the focalization point is positively
correlated with cavity complexity. Also, the SLL values are
equal to 2 or higher for all groups, meaning that the TR tech-
nique’s temporal focalization quality is not easily influenced
by the external environment, which is an inherent advantage
of the TR technique itself. One may also notice that SSLL
values are greatly improved for both group 3 and group 4,
resulting in better spatial focalization quality.

Fig. 9. Focalization point A for Ez at 604.03 ns: a) group 1 and
b) group 2.
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Fig. 10. Signal recorded at focalization point A: a) group 1 and
b) group 2.

Three additional sets of simulations were completed by ran-
domly changing the TRM position ten times in order to assess
the effect of the modeled cavity on the focalization quality.
For each set of simulations, the position of the initial sourceA
remains fixed. In addition, the inserted obstacle and the pro-
cessed corner positions are the same for all simulation groups,
and the cavity is left untreated for all reference groups. SLL
and SSLL results are shown in Fig. 12.
The yellow/blue dots and the purple/green dots represent
the SLL and SSLL values for each independent simulation,
respectively. The yellow/purple dots and blue/green dots cor-
respond to the results of the reference and simulation groups.
The black and red lines refer to the average values of SLL and

Tab. 2. Results of repeated simulations with randomly changed
obstacle location.

Parameters Group 1 Group 3 Group 4

Ez first peak 713.4 V/m 1990 V/m 1946 V/m

Ez second peak 289.7 V/m 935.6 V/m 993.8 V/m

SLL 2.46 2.13 1.96

Ez first peak 988.8 V/m 1990 V/m 1990 V/m

Ez second peak 932.1 V/m 1322 V/m 1104 V/m

SSLL 1.06 1.51 1.80

Fig. 11. Maximum amplitude recorded inside the cavity: a) group 1
and b) group 2.

Fig. 12. Average SLL and SSLL of the reference and simulation
groups by randomly changing the location of TRM B.

SSLL. What is striking about this chart is that the simulation
group reported significantly more SLL and SSLL average
values than the reference group, which further verifies the
positive correlation between the cavity’s complexity and the
focalization quality. However, for a single simulation, the
difference observed in this study was not significant. This dis-
crepancy could be attributed to the cavity’s ergodicity, mean-
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ing that our cavity is not complex enough. The round obstacle
and arc-shaped corners cannot fully guarantee an improved
focalization quality at all locations throughout the cavity.

4. Conclusion

This study was undertaken to model microwave cavities
and obstacles and to realize the EM waves’ spatio-temporal
focalization in 2D. The most prominent finding that has
emerged from the research concerned is that the derived SIBC-
FDTD method’s effectiveness and the original curvilinear
modeling method. Obviously, when compared with other
methods, such as conventional FDTD, PML-FDTD, etc., this
approach will greatly reduce the computation complexity
and CPU time due to the reasonable neglect of the outer
solution space of the boundaries. Meanwhile, it has been
one of the first attempts to thoroughly examine the SIBC-
FDTD method in TR simulations. Multiple simulation results
obtained in the course of this study also indicate that the
processed corners and the inserted obstacle can significantly
complicate the propagation environment, which will further
improve focalization quality.

Despite these promising results, there is abundant room
for further progress in determining the effect of different
sizes, shapes of obstacles and even cavities on focalization
quality. Meanwhile, further research should be undertaken to
investigate the TR system’s modeling using the SIBC-FDTD
method in 3D.
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Abstract  A monopulse searching and tracking radar anten-
na array with a large number of radiating elements requires
a simple and efficient design of the feeding network. In this pa-
per, an effective and versatile method for jointly optimizing the
sum and difference patterns using the genetic algorithm is pro-
posed. Moreover, the array feeding network is simplified by
attaching a single common weight to each of its elements. The
optimal sum pattern with the desired constraints is first gen-
erated by independently optimizing amplitude weights of the
array elements. The suboptimal difference pattern is then ob-
tained by introducing a phase displacement π to half of the array
elements under the condition of sharing some sided elements
weights of the sum mode. The sharing percentage is controlled
by the designer, such that the best performance can be met. The
remaining uncommon weights of the difference mode represent
the number of degrees of freedom which create a compromise
difference pattern. Simulation results demonstrate the effective-
ness of the proposed method in generating the optimal sum and
suboptimal difference patterns characterized by independently,
partially, and even fully common weight vectors.

Keywords  common weight vector, difference pattern, genetic
algorithm, monopulse radar antenna, sum pattern

1. Introduction

Target searching and tracking in monopulse radar antennas
requires simultaneous formation of both sum and difference
patterns. The estimated angle of the target can be computed
by dividing the difference pattern by the sum pattern [1]. To
achieve high angular accuracy, the sum pattern must have
a narrow main beam and low sidelobes. Primarily, these two
factors are reversely related. Thus, there is always a tradeoff
between the main beam width and the sidelobe level. Many
numerical algorithms have been proposed in the literature
for optimizing the excitation amplitudes and/or phases of
the array elements to get the required sidelobe level under
the desired beam width constraints. For example, see the
approaches presented in [2]–[8].

On the other hand, the difference patterns should be also op-
timized to ensure low sidelobe levels in order to suppress the
undesired interfering signals that could affect the angular es-
timate of the target’s location. There are many techniques

in the literature that deal with such requirements, for exam-
ple [9]–[11]. To cope with the requirements of optimal sum
and difference patterns, ideally separate optimizations of two
independent element weight vectors are needed [12]. How-
ever, these separate optimization methods were impractical,
due to the use of two separate element weight vectors for one
monopulse radar antenna. Moreover, their implementations
are difficult and require a complex feeding network [13]–[14].
To tackle this problem, some researchers have been investigat-
ing the use of partially common weight vectors for optimizing
sum and difference patterns. Ares et al. in [15] used simulated
annealing to synthesize Taylor and Bayliss linear distribu-
tions with a common aperture tail. The common aperture tail
technique has been successfully extended by the same au-
thors [16] to the subarray configuration to obtain an optimum
compromise between sum and difference patterns. Rocca et
al. in [17] used convex optimization to optimally synthe-
size sum and difference patterns with arbitrary sidelobes and
common excitation constraints. Then, the technique was fur-
ther developed by the same authors to include the sparse
theory [18] for the purpose of minimizing the number of ar-
ray elements. In [19], Chun et al. used convex optimization
again to synthesize asymmetric sum and difference patterns
with a common complex weight vector. All the authors of
the above-mentioned works assume that the problem is al-
ways convex and it can be solved by linear programming
under some assumptions which cannot be sometimes satis-
fied especially when dealing with nonlinear problems such
as phase-only synthesis problem and unequally spaced ar-
rays. In fact, these synthesized problems are non-linear and
non-convex and cannot be efficiently solved the use of with
convex optimization methods. Therefore, global optimization
approaches such as the genetic algorithm, particle swarm op-
timization, and evolutionary algorithms are more preferable
than convex optimization methods due to the fact that they
do not require any prior assumptions about the nature of the
problems [20].
In [21], Keizer used iterative Fourier transform (IFT) to
generate separately optimum sum and difference patterns,
implicitly assuming that array elements are uniformly spaced
at half the wavelength. In [22], Mohammed adopted the IFT
technique to obtain the required sum and difference patterns
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with a maximum allowable sharing percentage in the element
excitations.
In light of the above discussions, there is a great need to
find a general solution for optimizing the sum and difference
patterns without any pre-specified assumptions or limitations.
Also, both array patterns should be jointly optimized and the
solution should be globally optimal. In this paper, a global
genetic algorithm with a specific cost function that has the
ability to jointly optimize both sum and difference patterns
is considered to perform the required optimization process.
The synthesis problem of the sum and difference patterns is
first jointly formulated under the predefined constraint goals,
such as beamwidth range, sidelobe envelope, and pattern
nulling. Then, a single cost function is efficiently formulated
to optimize the amplitudes of the common array weight
vector. The proposed algorithm provides effective user-defined
control over a wide range of sharing percentages ranging from
0% (i.e. independent weight vector) up to 100% (i.e. fully
common weight vector).
A major novelty of our work is that the proposed optimization
method can jointly synthesize arbitrary sum and difference
patterns with a common weight vector, using a generalized
genetic algorithm without any assumptions concerning con-
vexity (as in [17]–[19]) and uniformity (as in [21]).

2. Problem Statement and Proposed
Solution

Consider a linear array of an even number of isotropic ele-
ments N = 2M , which are equally spaced by d = λ/2 and
symmetrically positioned with respect to the origin, along the
x-axis. Also assume the indices of the elements on both sides
of the array are:−M,−M+1, . . . ,−1 and 1, . . . ,M−1,M
going from left-hand side to so right-hand side elements, as
shown in Fig. 1. For such an antenna system, the array factor
of the sum pattern can be written as [22]:

AFSum (u) =
−1∑

n=−M

asne
j 2n+12 kdu +

M∑
n=1

asne
j 2n−12 kdu (1)

and in terms of the difference pattern, the array factor can be
expressed by [22]:

AFDif (u) =
−1∑

n=−M

adne
j 2n+12 kdu −

M∑
n=1

adne
j 2n−12 kdu , (2)

where k = 2π/λ, λ is the wavelength in free space,
u = sin θ, and θ is the angle with respect to the normal di-
rection of the array axis, and asn and adn are two separate
weight vectors for the sum and difference patterns, respec-
tively. First, the amplitude weights of asn, n = −M, . . .M
and n ̸= 0 are independently optimized using the genetic
algorithm to obtain the corresponding optimal sum pattern
with the desired predefined constraints regarding main beam
width, sidelobe level, and null control.
To proceed with the idea of the common weight vector, let
us introduce a new parameter that specifies the common

Fig. 1. Array configuration with a full common weight vector.

number of the array elements that share the same amplitude
weights for the sum and difference modes, e.g. Nc. Thus,
the remaining number of the uncommon array elements that
will be available as degrees of freedom for optimizing the
amplitudes of adn to get the suboptimal difference pattern is
N −N c. To obtain the difference pattern, we also need to
add a phase displacement of π to half of the elements of the
array.

Now, depending on the chosen value of Nc, which is a user-
defined parameter, three cases can be discussed. If Nc = 0,
then two independent weight vectors for separately optimizing
sum and difference patterns can be obtained. The second case
involves a partially common weight vector with a certain
sharing percentage that can be obtained for any value between
0 < N c < N . Finally, fully common weight vector between
asn and adn can be obtained for Nc = N . Since the optimal
amplitude weights for the sum and difference modes are
usually very similar for the peripheral elements, one is inclined
to start the value of Nc successively from the array ends. In
this way, the searching spaces of the genetic optimizer are
restricted, which helps significantly reduce the convergence
speed of the optimizer and limit its run time by avoiding
unnecessary random combinations of the array elements.

For symmetric amplitudes, the array factor of the difference
pattern can be rewritten to include parameter Nc as follows:

AFDif(u) =

M−Nc2∑
n=1

adn cos
[2n− 1
2
kdu
]

︸ ︷︷ ︸
Uncommon part adn ̸=a

s
n

(3)

+
M∑

n=M−Nc2 +1

asn cos
[2n− 1
2
kdu
]

︸ ︷︷ ︸
Common part adn=a

s
n

.

Now, amplitudes of the two weight vectors asn and adn can be
identified by minimizing the following cost function:

cost =
I∑
i=1

|AFSum (ui)−UBSum (ui)|2 (4)

+
J∑
j=1

|AFDif (uj)−UBDif (uj)|2,
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Subject to:
|AFSum (uo)|2 = 1, (5)

if enforce symmetry then asn = a
s
−n, a

d
n = −ad−n (6)

for n = 1, . . .M, and

adn = a
s
n forM −Nc/2 + 1 ¬ n ¬M. (7)

ui and uj represent the sampling points in the sidelobe re-
gion (i.e. exempting the main beam region) of the sum and
difference patterns, respectively, i and j represent the patterns
points for the sum and difference modes, I and J are the to-
tal pattern points which are both set to be equal to 512 with
evenly spaced in u space, UBSum and UBDif are the upper
bounds of the constraint masks including the upper sidelobe
envelope of each pattern, uo indicates the target direction in
the sum pattern. Note that the first null-to-null beam widths of
the sum and difference patterns are included in the constraint
masks UBSum and UBDif of Eq. (4).
To obtain a simultaneous nulling capability in both sum and
difference patterns while also maintaining the same sidelobe
structures, the constraint masks of UBSum and UBDif in the
sidelobe regions are set at the same levels of −30 dB. More-
over, the first and second term of Eq. (4) can be separated, to
allow each of them to act as a single independent cost function
for the design constraints given in Eqs. (5), (6), and (7).
Clearly, the cost function from Eq. (4) is the sum of the squares
of the excess pattern magnitudes exceeding the specified
sidelobe mask. This minimizes the excess sidelobe power of
both patterns outside specified upper-bound goals. Generally,
a better solution may be obtained for lower cost values and the
optimization process will be considered as converged when
the cost value becomes lower than a specific threshold value
which is chosen here to be −40 dB [22].
According to the cost function (4) and for given sum and
difference patterns, each pattern points i and j that lie outside
the specified sidelobe bounds contribute a certain value to
the cost function equal to the power difference between the
upper bound goal and the generated patterns.

3. Simulation Results

To validate the effectiveness of the described method, a num-
ber of numerical experiments have been performed. In the
following examples, the synthesis of equally spaced linear
arrays composed of N = 20 and M = 100 elements is
considered. For the genetic optimizer, an initial population
of 50 random array weights is generated and is evolved for
10,000 generations. Then, 25 pairs of parents are chosen by
means of a tournament at each iteration to produce 2 children
using 2 crossovers. Thus, the number of produced children
becomes 50. From the total of 100 individuals, only best
50 survive to the next generation. This process repeats until
a specified number of iterations is reached [22].
Next the sum and difference patterns are generated by jointly
optimizing the amplitude weights of the sum and difference
modes. Since the amplitude weights are assumed to be sym-

metric with respect to the center of the array, only half of the
weights need to be optimized. The amplitudes are restricted
to lie between 0 and 1 and phases between −180◦ and 180◦
(for the difference mode only).

In the first example, the synthesis of a linear array comprising
N = 2 and M = 20 elements to independently generate
optimum sum and difference patterns with two separate weight
vectors asn and adn (i.e., the number of the common array
elements Nc = 0) is considered. This case is considered
as a benchmark for comparing other upcoming cases. The
upper bounds of the sidelobe envelope of each pattern, i.e.
UBSum and UBDif are set to −30 dB. The first null-to-null
beam width (FNBW) of the sum pattern is constrained to be
u = ± 1

N ·d , while that of the difference pattern is doubles.
In addition, simultaneous two symmetric notches in the sum
and difference sidelobe patterns centered at u = ±0.57 and
ranging from u = ±0.54 to u = ±0.6 are placed.

The optimized sum and difference patterns along with their
corresponding weights and cost functions are shown in Fig. 2.
Clearly, implementation of such a feeding network system
with these two separate weights (i.e. without a common weight
vector) requires a large number of RF attenuators and phase
shifters, equaling approx. From Fig. 2b, it can be observed that
the optimum values of the excitation weights of the sum and
difference modes are very similar to each other at both ends of
the array. Accordingly, the amplitude weights of the side ele-
ments may be shared without any loss in system performance.

Table 1, shows the numerical results for the sharing percent-
age starting from 0 and reaching 100% (i.e. fully common
weight vector), in incremental steps of 10% in each of the
cases. For each case, performance measures related to ta-
per efficiency, angle sensitivityKr (1/rad), directivity, peak
sidelobe level (i.e. peak sidelobe with respect to the maxi-
mum main beam), average sidelobes (i.e. area under the entire
sidelobe region), and first null-to-null beam width (FNBW)
are included. Further, the optimized weight vectors for the
sum and difference patterns and for each considered case are
presented as well. It can be observed that the greater the per-
centage of sharing weights, the poorer the difference side
lobe pattern. Moreover, the remaining performance measures
are slightly reduced as well when compared to the optimum
values from the Nc = 0% scenario. The optimized sum and
difference patterns for the two specific cases are highlighted
in the following two examples.

In the second example, the results for the case of Nc = 60%
and for a total number of array elements equal toN = 20 (i.e.
12 elements on both sides of the array are common for sum
and difference modes) are shown in Fig. 3. In this case, the
amplitude weights for the sum pattern are fixed at optimum
levels (i.e. the same as in Fig. 1). The uncommon amplitude
weights of the difference mode are optimized according to
the cost function that was given in Eq. (4). Accordingly, little
change in the sidelobe envelope of the difference pattern
is noticed (Fig. 3a). However, the main beam shape and
the null placement remain unchanged. Although the peak
sidelobe level of the resulting difference pattern, −28 dB,
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Fig. 2. Sum and difference patterns (a), their corresponding ampli-
tude weights (b), and the cost function (c) forN = 20 andNc = 0%
(i.e. separate weights).

Fig. 3. Sum and difference patterns (a), its corresponding amplitude
weights (b), and the cost function (c) for N = 20 and Nc = 60%
(i.e. partially common weights).
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Tab. 1. Performance of the optimized sum and difference patterns.

Performance Optimized
sum pattern

Optimized difference pattern
Common weight percentages Nc [%]

0 10 20 30 40 50 60 70 80 90 100

Taper
efficiency 0.82 0.53 0.51 0.51 0.52 0.53 0.53 0.52 0.47 0.45 0.41 0.35

Kr [1/rad] 0.78 0.73 0.73 0.76 0.77 0.78 0.77 0.70 0.67 0.64 0.58

Directivity
[dB] 10.25 8.41 8.24 8.21 8.35 8.40 8.41 8.37 7.92 7.74 7.47 6.94

Peak SLL
[dB] −30 −30 −30 −30 −30 −30 −29 −28 −25 −28 −22 −15

Average SLL
[dB] −35.86 −33.57 −34.37 −35.31 −35.14 −32.06 −32.50 −32.74 −27.82 −27.25 −27.50 −18.46

FNBW [deg] 0.29 0.41 0.43 0.44 0.42 0.41 0.41 0.42 0.71 0.74 0.84 0.84

Weights

aSn = a
S
−n adn = −ad−n

0.15 0.23 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
0.27 0.28 0.24 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27
0.40 0.56 0.49 0.46 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
0.43 0.63 0.54 0.68 0.64 0.43 0.43 0.43 0.43 0.43 0.43 0.43
0.62 0.75 0.71 0.70 0.66 0.65 0.62 0.62 0.62 0.62 0.62 0.62
0.62 0.81 0.70 0.86 0.87 0.57 0.56 0.62 0.62 0.62 0.62 0.62
0.92 0.82 0.77 0.77 0.76 0.62 0.61 0.60 0.92 0.92 0.92 0.92
0.84 0.62 0.59 0.70 0.66 0.48 0.46 0.52 0.70 0.84 0.84 0.84
1.00 0.45 0.40 0.41 0.37 0.32 0.32 0.32 0.56 0.63 1.00 1.00
0.99 0.12 0.13 0.21 0.18 0.11 0.11 0.12 0.17 0.24 0.15 0.99

Tab. 2. Comparison with other papers.

Method Complexity
reduction

Sharing
percentage

Peak SLL
for sum
pattern

Peak SLL for
difference

pattern
Pre-assumption Optimum

solution

Independent weight vector
method [12] and [13] 0% 0% −30 dB −30 dB Two separate weight vectors Yes

Alvarez method [15] 25% 50% −30 dB −23.8 dB It uses pre-fixed Taylor and
Bayliss distributions Yes

Morabito and Rocca
method [17] 30% 60% −28 dB −24 dB The problem should be convex Not

always

Mohammed method [22] 30% 60% −24 dB −15.32 dB Uses FFT and the inter-element
spacing is uniform No

Proposed 30% 60% −30 dB −28 dB It doesn’t need any assumption Yes

is higher than, the prescribed mask limit of −30 dB, the
average sidelobes of the resulting difference pattern amount
to −32.74 dB, i.e. are lower than the mask limit. Moreover,
complexity of the feeding network is reduced by more than
half with respect to the first case (i.e.Nc = 0%) with separate
weights. In addition, the cost functions of this case were found
to be satisfactory (Fig. 3c).

In the third example, the results for the case of Nc = 100%
and for a total number of array elements equal to N = 20
(i.e. fully common weight vectors) are shown in Fig. 4. In
this case, all the weights of the difference mode are enforced
to be the same as those of the sum mode with a phase shift

equal to π. For such a specific case, there was a sudden
change in the amplitude weights of the difference mode at
the central elements of the array. This sudden change causes
relatively high sidelobes in the difference pattern (Fig. 4a)
and an unsatisfactory cost function (Fig. 4c).

Next, a larger array composed of N = 100 elements is
considered. Nc = 60% and the levels of the UBSum and
UBDif are set at the same levels as in the previous examples.
The results are shown in Fig. 5 and match the observations
from Fig. 3. This proves the generality of the proposed idea.

In the last example, the proposed method is compared with
other published papers in terms of complexity reduction and
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Fig. 4. Sum and difference patterns (a), its corresponding amplitude
weights (b) and the cost function (c) for N = 20 and Nc = 100%.

peak sidelobe level in the obtained difference pattern. The
comparison is shown in Table 2.

Fig. 5. Sum and difference patterns (a), and its corresponding
amplitude weights (b) for N = 100 and Nc = 60.

4. Conclusions

In large tracking radar antenna arrays, complexity of the feed-
ing networks is a major challenge. Thus, it is highly desired
to simplify the feeding network as much as possible while
generating the required sum and difference patterns. In a fully
common weight vector case, where a single common attenua-
tor and phase shifter is attached to each element for both sum
and difference patterns, a significant reduction in the feeding
network’s complexity may be obtained by efficiently adjust-
ing its amplitude and phase. However, this advantage comes
at the cost of higher sidelobe levels in the difference pattern.
The problem of the high sidelobe level in the difference
pattern was solved by using a partially common weight vector
instead of its full counterpart and the complexity was found
to be acceptable. It is found from the simulation that the
sidelobe level of the difference pattern was reduced from
−15 dB to more than −28 dB when switching from the fully
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common weight vector to the partial one, with a sharing
percentage of 60%. Also, it is found that the performance
metrics of the difference pattern in terms of taper efficiency,
angle sensitivity, directivity, average sidelobe, and beam width
were reduced with an increase in the sharing percentage. The
partially common weight vector of up to 60% was found to
be an excellent choice for practical implementations.
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Abstract  Design of distributed complex systems raises several
important challenges, such as: confidentiality, data authentica-
tion and integrity, semantic contextual knowledge sharing, as
well as common and intelligible understanding of the environ-
ment. Among the many challenges are semantic heterogeneity
that occurs during dynamic knowledge extraction and authoriza-
tion decisions which need to be taken when a resource is accessed
in an open, dynamic environment. Blockchain offers the tools to
protect sensitive personal data and solve reliability issues by pro-
viding a secure communication architecture. However, setting-up
blockchain-based applications comes with many challenges, in-
cluding processing and fusing heterogeneous information from
various sources. The ontology model explored in this paper re-
lies on a unified knowledge representation method and thus is
the backbone of a distributed system aiming to tackle semantic
heterogeneity and to model decentralized management of access
control authorizations. We intertwine the blockchain technology
with an ontological model to enhance knowledge management
processes for distributed systems. Therefore, rather than relying
on the mediation of a third party, the approach enhances au-
tonomous decision-making. The proposed approach collects data
generated by sensors into higher-level abstraction using n-ary
hierarchical structures to describe entities and actions. More-
over, the proposed semantic architecture relies on hyperledger
fabric to ensure the checking and authentication of knowledge
integrity while preserving privacy.

Keywords  hyperledger fabric, ontology, security of distributed
system, spatio-temporal knowledge representation

1. Introduction

The design of distributed complex systems capable of im-
proving the perception of the user’s context and making the
interaction between humans and systems/robots more nat-
ural, requires data privacy protection, management and the
sharing of a common and intelligible understanding of the
environment [1]–[3]. Several technologies have emerged to
ensure privacy and to identify when unauthorized users are
trying to access the system [4]–[6]. As an emerging technol-
ogy, blockchain offers tools that: protect sensitive personal
data, solve reliability issues by supplying a secure communi-
cation architecture in a distributed application design (e.g.
Industry 4.0), and eliminate the need for mediation of third-

authority organizations. Moreover, blockchain technologies
offer the concept of smart contracts (SM), e.g. rules and ac-
tions based on predefined scenarios. SM is self-executing
using data spread within the blockchain network, thus provid-
ing a higher level of autonomy required in IoT applications.

In contrast, traditional network architectures and numerous
traditional privacy protection schemes store data in a cen-
tralized server to ensure that data is not disclosed. Moreover,
decentralized management models rely on encryption tech-
niques (e.g. public and private keys), guaranteeing access
control authorizations between several domains. However,
as demonstrated in [7], due to computing power constraints
associated with IoT devices, such a cryptography technique
cannot be suitably managed in all the layers. Besides, the
authors highlighted another main challenge that IoT appli-
cation designers face, namely heterogeneity of devices and
services. Thus, adequate performance at the communication
and storage level is not really achievable.

Since devices are energy-constrained, the use of permis-
sioned blockchain hyperledger fabric (HF) [8] seems to be
more suitable for dealing with IoT requirements. HF allows
access and process data in real time, instantaneously taking
adequate decisions to tackle emergencies, such as malicious
actions or fall detection. However, in the process of design-
ing these blockchain-based applications, many issues need to
be taken into consideration, e.g. heterogeneous data fusion.

Many works point out that [9]–[12] ontologies are one of
the best solutions available today to share knowledge, as
they ensure secure communication that preserves privacy,
offers authentication mechanisms and supports semantic
interoperability across heterogeneous information sources.
Consequently, intertwining ontology with blockchain provides
a good level of autonomy by sharing the related IoT data,
addresses data heterogeneity issues, and allows reasoning
about SM semantics. To fulfill these goals, we essentially
need the following:
– Post-processing sensor information. An ontological

model must consider both the static (physical objects) and
the dynamic (events) layer. Here, the aim is to link entities
(e.g. humans, robots, sensors) with ontological-grounding
concepts.
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– Architecture for reasoning and decision-making sys-
tems. It offers high interoperability and abstraction of
the entities, with mechanisms for secure event/knowledge
delivery, simultaneously ensuring their privacy and con-
fidentiality. More precisely, it will be applied in integrated
smart surveillance systems for physical and digital assets
and personal safety.

– Assuring data integrity. Thanks to the HF platform, each
entity has its own Blockchain identity, which ensures data
integrity and authentication while preserving privacy.

Defined in this manner, this model allows a narrative repre-
sentation of events and establishes implicit semantic relation-
ships (causality, purpose, etc.) between events observed in the
environment. More precisely, it models inter-dependencies
between contexts and expresses knowledge of: who is the ini-
tiator (i.e. agent) of the event/action? The objective is to enrich
the interpretation of the context to ensure better adaptation.
This approach relies on two types kinds of ontologies of the
narrative knowledge representation language (NKRL) [13]:
a binary ontology known as HClass and an n-ary structure
known as hierarchy temporal (HTemp).
The latter uses semantic predicates/roles to represent dynamic
Knowledge pertaining to: what are the context-related events
that have been observed? Has an action been performed?
Which entity (beneficiary) derives a benefit from the comple-
tion of the event/action?
Let us consider a scenario devoted to monitoring an elder-
ly person wearing a fall sensor. Depending on knowledge
analysis, the robot accomplishes tasks under different envi-
ronmental conditions and recognizes situations/contexts (e.g.
falls). Distributed IoT devices assist the robot in localizing
the elderly person. A concept defined in an HClass ontology

becomes identifiable from the data provided by the sensors.
Moreover, based on principles of cryptography, HF secures
access to the robot’s embedded camera to allow the hospital
staff to evaluate the patient’s health condition during the wait
for the paramedics.
The remainder of the paper is organized as follows. Section 2
presents the background of the approach. The ontological
knowledge representation approach is presented and detailed
in Sections 3 and 4. A functional and architectural description
of the proposed framework is given in Section 5, where an ex-
emplified case study is presented as well. Finally, experimental
evaluations and conclusions are given in Sections 6 and 7.

2. Hyperledger Fabric Blockchain Basics
Blockchain structures data into blocks. Each block contains
a transaction (several transactions) and all blocks are orga-
nized into a cryptographic chain. Each transaction is secured,
authenticated, and added to a secure, immutable data chain.
A consensus-based algorithm allows to add new blocks to the
blockchain network. The consensus algorithm is responsi-
ble for data integrity in the blockchain network and prevents
service attacks for double-spending [14]–[15].

Hyperledger fabric has the form of a permissioned network.
It is limited to a set of users and the consensus is achieved
through a selective endorsement process. Thus, HF offers the
following advantages: it saves time, removes cost (overhead
and cost components), reduces risks (tampering, fraud, and
cybercrime), and increases trust level [16]. The blockchain
network has a single view of the dataset, and each node
(e.g. participant) stores its code. Below, we describe each

Fig. 1. Main components in a blockchain hyperledger fabric.
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component (depicted in Fig. 1) and show how the crypto-
graphic hash function secures the blockchain [17].
The ledger is a tamper-resistant of transitions. It stores the
immutable blocks and the current state. The world state is
seen as an ordinary database that stores and provides com-
bined outputs of all transactions. Each participant within the
blockchain network maintains a copy of the ledger. A cryp-
tographic hash function accepts any binary data as input.
A hash function (algorithm) is applied to the input data and
generates an output whose length is determined in bytes (hash
value), such as 57ec2fda71 (Fig. 1). The hash value serves
as a digital fingerprint of that data.
A smart contract (i.e. chaincode) is signed encoded in the
programming language. Unlike a traditional contract, SM
defines the applicable rules in a blockchain. A chaincode is
therefore a program that runs automatically in a blockchain to
restrict actions or to transfer assets when specific conditions
are met.
A peer network consists of the main component of a HF that
belongs to a consortium. It stores the blockchain ledger, runs
the SM, validates transactions and adds blocks to the ledger.
Thereby, a peer network is seen as an overarching entity of
the transactional flow.
Membership services authentication (MSP) is a process that
allows to manage identities and authorize participants to
access networks in a permissioned blockchain network. Since
MSP handles all permissioned identities and knows all of
the organization’s members, it may recognize and trust each
participant. That is why it is considered to be the backbone
of the blockchain network.
Event handlers create notifications concerning significant
blockchain operations and notifications related to smart con-
tracts. All events include the transaction ID and allow the
applications to take action when a transaction is concluded.
Fabric SDK allows the system to create, update and monitor
blockchain components. The fabric client (made available
through the fabric SDK) provides the queryByChaincode()
API for developers to transmit a query request to a peer. Such
a method is available on an instantiated channel object and
takes two inputs. Besides using a chaincode query (queries
implemented in a chaincode), a client application can send a
request directly to the ledger, which is useful for retrieving
metadata (for example instantiated chaincode) or for retrieving
a specific transaction or block from the blockchain.

3. Ontological Knowledge Representation

The main difference when compared with a semantic web
language, such as OWL, is that the proposed narrative knowl-
edge representation language relies on the ontology of events
called HTemp, in addition to the ontology of concepts. A tem-
plate is an n-ary structure that enables a complex structured
dynamic knowledge, e.g. “John falls and pushes the emergen-
cy button” to be represented. NKRL also defines the ontology
of concept (HClass) that includes more than 3000 concepts.
HClass is not different from frame-based or Protégé [18].

The conceptual representation of narrative knowledge is
carried out through the HClass ontology of concepts. It is
similar to traditional ontology languages, such as OWL or
DAML+OIL. NKRL assimilates a concept to the notion
of class in the semantic web. It is associated with a set
of properties or attributes. NKRL distinguishes two cate-
gories of concepts: those that may be instantiated directly
(sortal_concept) and those that cannot be instantiated di-
rectly (non_sortal_concept). Instantiable (i.e. instances)
concepts, such as Chair_125, Bed_2012, Tap_45, etc., are
created from the concepts chair_, bed_, tap_ concepts.

The concept of color is an example of a concept that can-
not be instantiated directly, as it cannot have a direct in-
stance. Indeed, Red_120 and Yellow_1 cannot be consid-
ered instances, since they have no meaning if used sepa-
rately. The solution provided by NKRL is to introduce the
color_appearance concept, a specialization of the instan-
tiable concept of physical_appearance. Thus, it is possible
to associate a color with an instantiable concept, such as, for
example, Red_Table, Yellow_Cup, etc.

In contrast, the ontology of events (i.e. HTemp ontology),
as stated before, allows expressing knowledge concerning
actions and events. We claim, therefore, that NKRL can en-
hance dynamic knowledge representation in the context of
IoT applications. The conceptual narrative knowledge repre-
sentation is structured into the following components:
Concepts component allows the representation of concepts.
A concept is a binary representation of general notions (e.g.
human-being, artifacts) or specific notions (doctor, sensor,
chair). Formally, the knowledge representation of these no-
tions is known as a concept. A concept is named using
lower case symbolic labels with an “underscore”, such as
human_being, artifact_, doctor_, sensor_, robot.

Individuals component concerns the formal representation
of instances (i.e. individuals) defined in the concepts compo-
nent. Instances are created by instantiating the properties of
concepts. Instances are labeled using the upper case, includ-
ing the underscore symbol. Motion_Sensor and Camera_1
are instances of the sensor_concept, and Kitchen is an
instance of the location_concept.

n-ary component NKRL considers an elementary event as
a spatial-temporal knowledge called a template or a pred-
icative occurrence. Each template is expressed with the
use of one predicate, specific roles and arguments. Fig-
ure 2 presents a hall structure of a predicative occurrence:
Predicate that belongs to MOVE, OWN, Exist, Produce,
Receive, Experience, Behave. Argument represents at-
tributes that can be associated with each generic role, i.e.
subject(Subj), object(OBJ), Source, Modal, Topic,
Context, Beneficiary(Benf).

Factual components allow to represent events/actions ex-
tracted within a narrative as instances of the n-ary compo-
nent. Each event allows to describe, for example, a situa-
tion and/or a robot-human interaction (e.g. JOHN_ and the
ROBOT_KOMPAI). Figs. 3–4 show the PRODUCE and OWN tem-
plates. The location_concept indicates the action’s lo-
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PREDICATE
SUBJ {< argument >: [location]}
OBJ {< argument >: [location]}
SOURCE {< argument >: [location]}
BENF {< argument >: [location]}
MODAL {< argument >}
TOPIC {< argument >}
CONTEXT {< argument >}

[modulators]
[temporal attributes]

Fig. 2. General structure of an NKRL template.

name: Produce:Entity
PREDICATE: PRODUCE
SUBJ var1: [(var2 )]
OBJ var3
[SOURCE var4: [(var5)]]
[BENF var6: [(var7)]]
[MODAL var8]
[TOPIC var9]
[CONTEXT var10]
{[modulators], !=abs}

var1 = < artefact_ > | < human_being >
var2 = < location_ >
var3 = < information_content >
var4 = < human_being >
var5 = < location_ >
var6 = < human_being >
var7 = < location_ >
var8 = < temporal_development >
var9 = < situation_ >
var10 = < situation_ >

Fig. 3. Produce template structure.

name: Own:SimpleProperty
PREDICATE: OWN
SUBJ var1: [(var2)]
OBJ var3
[SOURCE var4: [(var5)]]
[(BENF) var4]
[MODAL var6]
TOPIC var7
[CONTEXT var8]
{[modulators], != abs}

var1 != < human_being|property_ >
var2 = < location_ >
var3 = < property_ >
var4 = < human_being >
var5 = < location_ >
var6 = < artefact_ > | < temporal_sequence >
var7 != < spatial_temporal_relation >
var8 = < situation_ > | < label_ >

Fig. 4. Own template structure.

cation. Temporal attributes represented by symbolic labels
represent the start or endpoints of the authorized action or

duration of the executed transaction. For this purpose, NKRL
supplies two modulators: begin/end. The latter is a time stamp
marking the beginning or end of an action/event. The obs
modulator is used if no information about the beginning or
the end of an action is given.
Figure 3 describes the produce template. A role or variable
defined in square brackets is considered optional. The SUBJ,
OBJ roles and the var1 and var3 variables are mandato-
ry, while the BENF, MODAL, SOURCE, TOPIC and CONTEXT
roles, and var6 and var7 variables, for example, are op-
tional. Variables var1, ..., var7 describe constraints that
make it possible to check whether the values assigned to each
variable when creating a predicate occurrence are specif-
ic to the terms (concept, instances) used in the Individuals
component. Thus, the constraints defined in the templates
of the HTemp ontology are associated with the concepts
defined in the HClass ontology. Therefore, the knowledge
consistency checking process relies on the HClass ontolo-
gy to establish a hierarchy of concepts and instances based
on the generalization/specialization principle.

4. n-ary Knowledge Representation

Formally, to create a predicative occurrence, the system
evaluates the expression according to the n-ary structure
described by: equation:

Label ”)” Predicati=1 (Roles1¬j¬7 args), (1)

where:
– label identifies a predicative occurrence. The label is a se-

quence of characters that matches the regular expression
[a− z][1− 9]\.[a− z][1− 9];

– Predicati=1 is one of the conceptual predicates ∈ {MOVE,
PRODUCE, RECEIVE, EXPERIENCE, BEHAVE, OWN, EXIST};

– Roles1¬j¬7 is a conceptual role ∈ {BENF, MODAL, TOPIC,
CONTEXT, SUBJ, OBJ, SOURCE}

– args – this attribute belongs to concepts and individuals
components.

In terms of equivalence between the NKRL representation
and the description logic [19], the individuals and concepts
components correspond to the ABox and TBox components.
However, there are no description language equivalents for
the n-ary and factual components.
The OWN predicate allows to describe the type of the own-
ership notion between The entities or the state of an entity.
Therefore, to express the fact that the front door was un-
locked at 04/03/2022:9:56:15:362, the predicative oc-
currence aa11.c18 (Fig. 5) uses the SUBJ role with the
FRONT_DOOR_BUTTON as an argument. The property unlocked
(opened) is an argument of the TOPIC role, the obs modula-
tor indicates that the starting time belongs to date-1 and is
associated with the “front door has been unlocked” action.
We highlight that each event requires that its beginning and
end be distinguished. However, it is hard to establish or infer
the end of an event in many scenarios. Nevertheless, deter-
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mining the start of an event, as a minimum, is mandatory for
further reasoning.

aal1.c18) PREDICATE: OWN
SUBJ: FRONT_DOOR_BUTTON
OBJ: property_
TOPIC: unlocked_

{ obs }
date-1: 04/03/2022:9:56:15:362
date-2:

Own:SimpleProperty
aal2.c3) PREDICATE: PRODUCE

SUBJ: CAMERA_1
OBJ: detection_: (LOCATION_1)
TOPIC: activity_

{ obs }
date-1: 04/03/2022:10:31:20:102
date-2:

Produce:Assessment/trial
aal3.c6) PREDICATE: OWN

SUBJ: LIGHT_BUTTON_1: HALL_1
OBJ: property_
MODAL: lighting_: (switch_off, switch_on)

{ obs }
date-1: 04/03/2022:10:31:22:523
date-2:

Own:SimpleProperty
aal1.c14) PREDICATE: EXPERIENCE

SUBJ: JOHN_
OBJ: respiratory_distress
MODAL:SENSOR_DISTRESS_1

{ obs }
date-1: 04/03/2022:17:57:35:105
date-2:

Own:SimpleProperty

Fig. 5. Examples of predicative occurrences.

The knowledge representation in NKRL allows to spec-
ify the date-1 attribute only, while the temporal at-
tribute date-2 is empty. In turn, the predicative oc-
currence aal2.c3 (Fig. 5) expresses that the cam-
era denoted as CAMERA_1 recorded some activity in
LOCATION_1. The predicative occurrence aal3.c6 ex-
presses that the light button localized in the hall, as de-
noted by HALL_1 changed its state from switch_off
to switch_on.
While the embedded_sensor (subclass of artifact_) ob-
serves that a patient denoted by JOHN_ (aal1.c14, Fig. 5)
displays an acute respiratory deficiency, it does not provide
any information about the duration or end of this particular
event. Such knowledge is expressed in NKRL using the expe-
rience templates. They are mainly used to express the fact that
an entity is affected by an action. For example, the system ob-
serves a decrease in light intensity in a given space, a human
suffering from an illness or an accident (e.g. a fall). While the
predicative occurrence aal1.c14 (Fig. 5) expresses that the
JOHN_ symbol, representing a human, is used as an argument

of the SUBJ(ect) role, the respiratory_distress prop-
erty, being an argument of the OBJ(ect) role related to the
date-1 attribute, is used to describe the beginning time-stamp
of the action. The sensor denoted by SENSOR_DISTRESS_1
signals that John is suffering from a respiratory failure.

5. NKRL and Blockchain

In order to provide an informal example of the paper’s objec-
tives, let us consider a scenario devoted to monitoring elderly
persons at home. We assume that John is wearing a fall sen-
sor used to detect the presence of an emergency alarm. Thus,
the relevant contextual information considered in this use
case includes the accurate location of John and his status
(unconscious/conscious). The second piece of contextual in-
formation is not directly measurable, hence it is subjected to
complex processes. Multiple events/actions must be corre-
lated instantaneously to determine John’s status and assess
the current context/situation. The first goal consists in under-
standing what is happening after an alarm has been triggered.
So, the robot moves towards the last location of John and tries
to interact with him (i.e. check his status). The robot tries to
establish a dialogue-based interaction Fig. 6. If John does not
interact with the robot, he is considered unconscious, and
then this non-observable context corresponds to an emergen-
cy. In this case, the monitoring function should be able to
deduce the status. The second goal consists in ensuring secure
communication that complies with privacy and authentication
mechanisms. In fact, the doctor from the hospital will check
the patient’s health by observing the interaction between the
robot and John. To do so, the doctor needs to remotely access
the robot’s embedded camera. Decision-making is followed
by actions, such as allowing the hospital staff to remotely ac-
cess the indoor home security camera or the robot embedded
camera to evaluate the patient’s condition.

Fig. 6. Scenario sequence diagram.
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5.1. HF and Distributed Complex Systems

According to [20], due to the complexity of conditions
pertaining to the network serving as a platform for commu-
nicating with IoT devices, a robot can modify its internal
structure and activity patterns in the self-organization pro-
cess. IoT devices generate enormous amounts of data and
do not have the computational power required. That is why
Bitcoin and Ethereum are not suitable for addressing (i.e.
managing) actions/contexts described in the scenario above,
where an instantaneous reaction is needed. Moreover, IoT
devices should mine and create blocks according to the
POW-based (proof-of-work) protocol that calls for consider-
able amounts of energy [14]. However, HF is an open-source
distributed ledger platform based on the Linux architecture.
It establishes decentralized trust in a network. Only the data
we intend to share are shared among the relevant participants,
i.e. advanced privacy controls are ensured.
HF is permissioned blockchain and empowered building
a consortium, meaning that the participants are identified and
may not trust each other. It provides pluggable consensus
protocols allowing organizations (multiparty) to customize
their consensus protocols. Each participant controls one or
more peers (nodes in the chain) and should treat a chaincode
as unreliable, since anyone can dynamically deploy a smart
contract. Moreover, HF can rely on Byzantine-fault tolerant
(BFT) [21] instead of POW consensus algorithms and the
execute-order-validate architecture. Therefore, HF enables
scalability, i.e., sharing information and permitting IoT de-
vices to execute actions in real-time, since any transaction is
endorsed before being added to the chain and validated. Ad-
ditionally, HF ensures privacy, security, and confidentiality,
making it more suitable for meeting the requirements of IoT
applications.
Figure 7 shows an overview the layers of an architecture
merging blockchain and model ontologies. It comprises three
weakly coupled software layers: facade communication com-

Fig. 7. Layers of an architecture merging blockchain and NKRL
ontologies.

ponent, HF module, as well as HTemp and HClass ontologies.
The facade communication component, seen as a set of inter-
faces, provides the unifying concept of service and a semantic
description, i.e. hides the heterogeneity of the IoT devices.
This layer works in a coherent and homogeneous semantic
world linking the concepts defined in the HClass ontology
with their real-world counterparts. The communication lay-
er acts as an enterprise service bus (ESB), translating, each
time, data generated by an authenticated IoT device to higher-
level abstraction or creating commands, i.e. creating actions
extracted from the smart contract.

5.2. Development Execution Environment

Thanks to the semantic abstraction level maintained by NKRL
ontologies, the semantic representation core (SRC) module
and the HF share the exact meaning of knowledge. The exper-
iment conducted assumes that the consortium (participants)
network consists of three organizations: robot, hospital, and
home. Only the hospital cooperates with one peer (node) and
one ordering node, while the robot and the home organization
cooperate with two peers and two ordering nodes. The robot
is responsible for setting up the blockchain network. It also
has the privilege of creating channels and starts the ordering
nodes. Only the channels between the robot and the home are
private. Each channel has its ledger, which is replicated across
other peers. These peers are integrated with the fabric net-
work using certificate authority. Ordering peers receive blocks
and generate validated transactions before committing a copy
of the ledger to each peer. However, only the ordering peers
within the robot and home organizations endorse peers, since
they have the chaincode installed. The ordering and member-
ship module (MSP) is the main components. Indeed, the MSP
module maintains the cryptographic identities of all partic-
ipants and links each IoT device to its identity. The ordering
node allows the establishment of a consensus on transactions
according to BFT algorithms. SMs deployed on channels
running within the Docker generate an executable program.

The fabric SDK API is used to invoke the SMs from a client
application. It allows to endorse transactions and to interact
with the records on the blockchain ledger. The latter is com-
posed of two components: the world state and the transaction
log. The former represents a database of the ledger and is
used to describe the state of the ledger at a given time. As
for the transaction log component, it is the updated history
for the world state.

The primary purpose of the authentication component is to
ensure secure communication between network peers. This
component relies on a public key infrastructure (PKI) to
check the peers’ cryptographic identities through authen-
tication of a chain of trust and guarantee messages shared
between peers involved in the interaction. By contrast, the
MSP component uses the peer’s public key to check each
transaction that the peer should sign with its corresponding
private key. Therefore, the identity checking mechanism en-
ables, on the one hand, the node channels to establish MSPs
to determine which IoT devices can perform actions. On
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the other hand, it permits IoT devices to be trusted by each
participant within the blockchain network.
Peers keep any data stored in the ledger. The IoT data are sent
to endorsing peers and the facade communication component.
After executing the SM, the peer responds to the application
client if the transaction is endorsed (valid). The ordering
service creates the block, and then the ledger is updated.

6. Implementation and Results

We implement the solution in three different environments
of the same network. Fabric 2.3 was deployed as an under-
lying blockchain application, and we used node.js to write
the chaincode and client applications. The proposed archi-
tecture ensures the homogeneity of the knowledge base. The
relationships between real-world entities and their seman-
tic representations are model-defined, meaning they allows
for semantic matching. The model outputs the corresponding
predicative occurrence. Therefore, the interface communi-
cation layer ensures a coherent representation of the real
environment’s states and the high-level abstraction. After ex-
ecuting the SM, and if the transaction is endorsed (valid), the
peer responds to the application client. The ordering service
creates the block, and then the ledger is updated.
After detection of the fall event, the corresponding chaincode
installed on the robot peer is launched. Then, an authorization
request to access the robot’s camera is executed. Therefore,
the communication layer enables converting the request into
commands to access the robot’s camera. Thanks to HF, the
robot checks the hospital’s identity using an MSP, abstracting
all the cryptographic mechanisms, validating certificates and
authenticating the user. After completing this process, the
visual message action is endorsed, and the robot allows the
hospital staff to access its embedded camera.

async writeData (ctx, key, time, sender,
type, event, data) {

const tmp =
ID: key,
SenderName: sender,
SenderType: type,
EventName: event,
time: time,
Data: data

const buff = Buffer.from(JSON.stringify (tmp));
await ctx.stub.putState (key, buff) ;
return ctx.stub.setEvent (event, buff) ;

}

async readData (ctx,key)
var response = await

ctx.stub.getState(key):
return JSON.stringfy (response);

}

Fig. 8. Chainecode implementation.

HF is modular, pluggable, and allows different consensus
algorithms (e.g. RAFT and byzantine fault tolerant) to be used.
Furtheremore, HF relies, by default, on NoSql LevelDB to
store public key values, and each entity has its own blockchain
identity and registers only once. In the experiment, we used
one ordering node only, because it can manage about 100
transactions per block.
In the experiments, we deployed the same chaincode business
logic in the three channels connecting the endorsing peers of
the network. The chaincodes implement mainly two functions
to handle the reading and writing of data (Fig. 8).

6.1. Events Implementation

To test the proposed implementation, we submitted 100 trans-
actions from sensors to the ordering peer which batched and
sent all of them to the anchoring peers. We measured the time
between submitting a transaction, including the date write
in the chaincode and its commitment to the ledger. Figure 7
shows the endorsing time of all the transactions.
The obtained results show that the transactions are endorsed
in less than one second in most cases, and the mean duration
to endorse a transaction is 819.77 ms. We repeated the same
experiment with five sensors emitting 100 transactions at
a throughput rate of five transactions per second. In Fig. 10,

Fig. 9. Endorsing duration of 100 transactions from one sensor.

Fig. 10. Endorsing duration of 100 transactions from five sensors.
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the resulting duration of the endorsement phase of this test is
presented, with mean value duration equaling 824.37 ms. The
broadcast chaincode events are captured by the applications
connected to the channels using an event listener. The relevant
action is inferred after parsing the payload data based on
the event description and the sender type. The result of the
inference is also submitted to the ledger by the creation of
a transaction.

7. Conclusion and Discussion

IoT applications have to enforce security to control the data
collected by scattered sensors. Privacy of data and monitor-
ing of physical/virtual access to space or sensitive knowledge
are among the many challenges faced by designers of dis-
tributed systems. Therefore, security and dynamic knowledge
management are at the heart of the IoT application develop-
ment process. The lack of interoperability and monitoring of
physical/virtual access to space or sensitive data may endan-
ger the adoption of the IoT paradigm. Nevertheless, it will be
hard to ensure security and privacy for numerous IoT applica-
tions without providing a harvest ambient energy mechanism
or reducing network latency (e.g. hyperledger fabric). Sever-
al studies show that qualitative and quantitative approaches
have been adopted over the past years in connection with data
processing, action and situation recognition [22]. Further-
more, many frameworks, projects, and techniques rely on
a semantic mechanism to annotate and manage sensor data.
The ontology web language (OWL) is de facto a solution that
is most commonly used to express knowledge in IoT.
Several distributed applications, relying upon OWL, have
been implemented. Even if these approaches offered some
extensions and a built-in module to enrich the standard web
semantic, their main weakness consisted in generating redun-
dant knowledge descriptions. Many scenarios, such as those
presented in this paper, need an n-ary structure that express-
es actions/events and temporal properties. However, OWL
and its variants have failed to address any proposals concern-
ing the notion of n-relations. Thus, the entire semantic web
language becomes de facto unsuitable for integrating het-
erogeneous IoT devices and addressing dynamic knowledge
management requirements in IoT applications.
The work presented in this article aims to facilitate the imple-
mentation of access control for distributed systems. NKRL
innovates by providing a hierarchy ontology of action. Indeed,
the formalism we explore allows semantic descriptions of dy-
namic characteristics of the entities that frequently change
overtime involved in IoT applications. Besides, we have pro-
posed a semantic architecture relying on HF to ensure knowl-
edge integrity and authentication while preserving privacy.
Finally, the deployment of Fabric 2.3 as the framework’s un-
derlying blockchain did not negatively affect the response
time. We have performed experiments to validate the time
required for an action to take place and have evaluated the
system’s response time after observing the context, obtaining
access to the camera request and executing the access com-
mand. The response time includes the processing time in the

communication layer, as well as the time for generating the
action and sending the command to an actuator device. This
paper demonstrates how this approach ensures message in-
tegrity, verification, authentication, security and privacy, and
how it allows semantic contextual knowledge to be shared
in order to invoke one or more services. The use of a con-
sortium blockchain in which not every peer has equal rights
to endorse a proposed transaction is a potential disadvan-
tage of the proposed architecture. Within the HF, only a few
peers can validate transactions. Due to the fact that it is an
emerging technology, we should explore the usefulness of the
public decentralized blockchain principle.
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Abstract  In this paper, we propose a multi-operator differen-
tial evolution variant that incorporates three diverse mutation
strategies in MOEA/D. Instead of exploiting the local region,
the proposed approach continues to search for optimal solutions
in the entire objective space. It explicitly maintains diversity of
the population by relying on the benefit of clustering. To pro-
mote convergence, the solutions close to the ideal position, in the
objective space are given preference in the evolutionary process.
The core idea is to ensure diversity of the population by applying
multiple mutation schemes and a faster convergence rate, giv-
ing preference to solutions based on their proximity to the ideal
position in the MOEA/D paradigm. The performance of the
proposed algorithm is evaluated by two popular test suites. The
experimental results demonstrate that the proposed approach
outperforms other MOEA/D algorithms.

Keywords  differential evolution, multi-objective, mutation-
operators, weighted-aggregation

1. Introduction

Multi-objective evolutionary algorithms (MOEAs) are ap-
plied for decoding various multi-objective optimization prob-
lems (MOP) [1]–[3]. To develop an effective and efficient
MOEA, one cannot overlook some serious concerns such as
the selection of solution for the offspring in order to evolve
the population. Another concern is related to how diversity
of the population may be maintained while choosing the so-
lutions for the successive generations. And finally, it is very
hard to balance the diversification-intensification relationship
in MOP, since the objectives might be conflicting in na-
ture. Depending upon the selection criteria for new solutions,
MOEAs are broadly classified into three categories: Pareto-
dominance-based MOEAs [4]–[7], performance indicator-
based approaches [8]–[11], and decomposition-based algo-
rithms [12]–[15]. However, a general approach is to transform
the MOP into multiple single-objective problems, i.e. to trans-
form a decision-space into an objective space for developing
MOP frameworks.

In recent years, the decomposition-based MOEA technique
(MOEA/D) has gained attention for solving MOP [16]. The
popular examples are MOEA/D-DE [17] and MOEA/D-
CMA [18], utilizing the single-search mutation operator
of differential evolution (DE) to converge the entire pop-

ulation towards the Pareto front. Likewise, MOEA/D with
a distance update strategy (MOEA/D-DU) [19] motivates
researchers to measure the distance between the value of
weighted-aggregation function and its corresponding vector
in MOEA/D. Despite their valuable results, the aforemen-
tioned frameworks suffer from the following disadvantages:
– the solutions are selected either randomly or from the local

region. In MOEA/D-DE, the parent vector is either chosen
from the neighbor or randomly from the entire population.
This type of selection is likely to mislead the search process
and confine it to a certain area of the Pareto front;

– similarly, in MOEA/D-CMA, few solutions are mutated
through CMA-ES [20]–[22] and most of them are expected
to converge through DE. This study may enhance diversity
of the population, but lacks in faster convergence towards
the Pareto front;

– in the existing studies, offspring is generated by means
of conventional approaches (either by DE or GA [19]).
These are not capable of producing reliable results for all
the sub-problems and, hence, may be stuck in the local
minima.

To cope with this, we propose a multi-operator based dif-
ferential evolution with MOEA/D (MOEA/D-MODE) that
alleviates, to certain extent, the shortcomings in the area of
diversity-preservation and convergence rate.

This paper relies on the clustering-based MOEA/D that has
the advantages of multiple-mutation strategies of the estab-
lished evolutionary approach (DE), to ensure the equilibrium
between exploration and exploitation. Furthermore, the diffi-
culty to pull the solutions to the Pareto front is taken care of
to some extent as well. Our contribution is described below:
– a novel multi-operator DE variant (MOEA/D-MODE) is

proposed for ensuring a better trade-off between diversity
and convergence in the MOEA/D multi-objective optimizer.
To implement this idea, three diverse mutation strategies
of DE are employed;

– clustering-based evolution is emphasized which can ex-
plicitly facilitate better diversification. The clusters are of
varying sizes and each cluster is operated with a distinct
mutation operator;

– contemporary ideas are combined in order to select the
solution vector for the generating mutant solution;
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– to ensure maximum diversity, we have incorporated poly-
nomial mutation followed by standard crossover techniques
to yield novel solutions in the sub-population. Then, we
compared the proposed algorithm with three existing solu-
tions: MOEA/D-CMA, MOEA/D-DE, and MOEA/D-DU,
and also discussed potential reasons behind the failure of
these methods proposed in MOP.

The remaining sections of the paper are organized as follows.
Section 2 illustrates the fundamentals of MOP and is fol-
lowed by a presentation of the related work in Section 3. In
Section 4, the crucial components of MOEA/D-MODE are
discussed. In Section 5 comprehensive implementation of the
proposed algorithm with the aim to solve MOP is present-
ed. Section 6 describes the experimental studies in terms of
benchmark functions, parameter settings, and evaluation met-
rics for comparison purposes. In Section 7, performance of
the improved MOEA/D-MODE algorithm is analyzed (with
respect to two aspects) and statistical results comparing the
solution with, other algorithms are verified. Finally, the paper
is concluded in Section 8.

2. Background

Any MOP can be defined as:

minimize : F (x) = f1(x), . . . , fm(x) subject to : x ∈ Ω, (1)

where Ω represents the decision (solution) space of a d-
dimensional vector x = (x1, x2, . . . , xd), and F : Ω→ Rm
containsm continuous objective values in the Rm objective
space. Moreover, if Ω is a connected and closed region in the
objective space Rm and the corresponding objective solutions
are continuous of x, Eq. (1) is referred to as a continuous
MOP.
Let u = (u1, . . . , um) and v = (v1, . . . , vm) ∈ Rm be two
solutions, u dominates v if and only if:

ui ¬ vi, for all i = 1, . . . ,m,

ui < vi, for any i ∈ 1, . . . ,m.

Solution x∗ ∈ Ω is said to be a Pareto optimal solution if
there does not exist x ∈ Ω such that f(x) dominates f(x∗).
All the reliable Pareto solutions together form a set, known
as a Pareto set (PS):

PS = {x ∈ Ω|x is Pareto optimal}. (2)

The set of all the Pareto objective vectors, known as the Pareto
front (PF), is given as:

PF = {f(x) ∈ R∗m,x ∈ PS}. (3)

For a given MOP, the ideal solution z∗ is the best solution
vector z∗ = z∗1 , z∗2 , . . . , z∗m, where z∗i represents the best
solution (here the minimum value) of fi, for every i =
1, 2, . . . ,m.
The prime objective of any MOP technique is to guide the
population of worthwhile solutions toward the PF, ensuring
convergence and, simultaneously, maximum distribution over
the PF for diversity related purposes.

3. Related Works

Three categories of MOEAs may by used in MOP. So, this
section is devoted to discussing the literature based on the
aforementioned categories. In the majority of literature focus-
ing on MOEAs assistance of the Pareto dominance is relied
upon [4]–[7], [23], [24]. In these studies, the effectiveness
of a solution is measured by the Pareto dominance relations
with the remaining solutions encountered in the last search. It
is an iterative process that runs for each individual element in
the objective-space. Since the dominance feature alone could
hamper the diversity of the solutions, some alternatives may
be combined in MOEAs, such as crowding and fitness shar-
ing [24], [25]. One of the most popular Pareto-dominance
MOAE schemes is NSGA-II [6]. The crucial characteristic
of NSGA-II is its rapid nondominated sorting to rank the
solutions for further selection.
Indicator-driven MOEAs are another category, as they endeav-
or to optimize performance metrics as an indicator [8], [9].
They ensure the desired ordering sequence of the optimal sets
that will be used to approximate the Pareto front. The most
widely adopted performance indicator is hypervolume (HV),
which possess significant theoretical characteristics. In the lit-
erature, we have few canonical performance indicator-based
MOEAs [8], [9] that disguise HV as the selection factor. One
of the suggestions is to rank the solutions yielded by the HV
indicator rather than estimating their exact values [9]. An-
other alternative strategy is to find other indicators that are
computationally less expensive and offer fair theoretical char-
acteristics, e.g. Λp [28]. Such an approach has been embraced
in a few MOEAs.
The category of decomposition-based MOEAs exploits the
aggregation function in which the objectives of a MOP
are aggregated using randomly distributed weight-vectors.
This set of weight-vectors will eventually create multiple
weighted-aggregation functions, each of them representing
a single-objective problem. Diversity of the population is
maintained by ensuring fair distribution of the weight-vectors
in the objective space. MOEA based on the decomposition
(MOEA/D) [16] is a scheme that is most widely adopted in
the domain of multi-objective optimization. New frameworks
based on MOEA/D and relevant to the study performed in
this paper are reviewed in the following subsections.

3.1. MOEA/D with DE

The general practice in MOEA/D is to decompose PF approx-
imations of a problem (1) into several scalar-optimization
functions. Li and Zhang in [17] extended the work by im-
plementing DE and polynomial mutation for maintaining the
diversity of the population in MOEA/D. In such an approach,
three parent solutions are selected having a low probabili-
ty of 1− δ. In such a way, a wide range of offspring could
be produced and, thus, the exploration capability was en-
hanced. Furthermore, there is a restriction on replacing the
maximum number of solutions with a new child solution. In-
stead of relying upon the neighborhood of size T , parameter
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nr is introduced. It limits the size of the solution-vector to be
replaced by the new offspring.
The differences between MOEA/D-MODE and MOEA/D-DE
can be summarized in the following manner:
– in MOEA/D-DE, a single mutation strategy is incorporated

that utilizes three parent solutions only. The standard DE
technique is used to produce new offspring. Multi-operator
DE often outperforms single mutation DE in the case
of single-objective problems. However, to enhance the
search capabilities of MOP, multiple mutation strategies
are ensembled in MOEA/D-MODE;

– the extra measure taken in MOEA/D-MODE is the imple-
mentation of the crossover technique after the polynomial
mutation. The crossover technique is useful for exploiting
regions formed by mutant vectors. This allows to strengthen
the trade-off between exploration and exploitation.

3.2. MOEA/D with CMA-ES

Working on MOEA/D frameworks, Li et al. [18] introduced
the covariance matrix adaptation evolution strategy (CMA-
ES) into MOP in order to balance CMA-ES and DE efficiently.
CMA-ES is an evolutionary approach which allows to gen-
erate novel solutions using the Gaussian distribution model.
To lower the cost of computation, the problem domain is
organized into a group of sub-problems where only one sub-
problem is optimized through CMA-ES and others are evolved
by applying the DE approach. The best solutions optimized
by CMA-ES are always carried forward in the distribution
mean update. This leads to faster convergence.
The differences between MOEA/D-MODE and MOEA/D-
CMA are such that MOEA/D-CMA involves clustering of
sub-problems, with only a few of them being optimized by
the Gaussian distribution model of CMA-ES. It seems the
algorithm is more focused on DE, as the majority of sub-
problems are evolved by means of the DE mutation strategy.
Unlike MOEA/D-CMA, MOEA/D-MODE allows different
mutation strategies to be applied in the clusters of the sub-
problems, thus maintaining diversity and working in a single
flow.

3.3. MOEA/D with Distance Update Strategy

Another MOEA variant based on the decomposition tech-
nique, as proposed by Yuan et al. in [19], uses the aggregation
function to speed up the convergence in multiple-objective
optimization. As the number of objectives increases expo-
nentially, it becomes difficult to maintain diversity and to
approach the PF uniformly. To cope with this challenge, re-
searchers have performed extensive analyses on the aggrega-
tion functions by estimating the perpendicular distance from
the weight-vector of the solution in the high-dimension ob-
jective space. The performance of such an approach in the
case of a 2-objective optimization problem, (and with more
than 2 objectives) has been analyzed as well. The differences
between our approach and MOEA/D with the distance update
strategy include the following:

– in MOEA/D-MODE, the worst neighbor is used as the
solution according to its distance from the weight-vector
and the best solution according to the better aggregation
function value corresponding to the sub-population;

– DE generally offers better results compared with the ge-
netic operators in the case of single-optimization problem.
The Cr parameter sets the number of new solutions to
be exploited. With the low value of Cr, a wide range of
child solutions will by covered, while a high value of Cr
is focused on the parent vector only. Due to the above-
mentioned reasons, DE search operators are incorporated
in MOEA/D-MODE to solve MOP.

4. Pivotal Components of
MOEA/D-MODE

The single-mutation strategy is incorporated into decom-
position-based multi-objective optimization for population
evolution-related purposes. In the proposed algorithm, we
adopt a novel approach involving multiple-mutation oper-
ators. Each of them is applied uniquely to evolve the sub-
populations, leading to stronger exploration and better conver-
gence. As illustrated in Fig. 1, the dashed lines represent the
contour of the sub-problems decomposed by Eq. (5). The clus-
ters are organized based on the weight vectors λ1, λ2, . . . , λ8.
In each generation, one solution at a time is taken from the
cluster and the assigned mutation strategy is applied.

Fig. 1. Illustration on the clusters of the sub-problems decomposed
by Eq. (5). Each cluster is assigned a unique mutation operator
for generating novel solutions. Here, there are three clusters: 1 =
{1, 2, 3}, 2 = {4, 5, 6} and 3 = {7, 8}.

4.1. Neighbor Selection and Clustering

The common practice in decomposition-based MOEAs is
to transform the MOP into many single-objective problems,
with each objective being a weighted combination of different
objectives. This is achieved by initializing the weight-vectors
in the objective-space.
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Let λi = (λi,1, λi,2, . . . ., λi,m)T , for i = 1, 2, . . . , N , be
uniformly distributed weight-vectors for N solutions, such
that
∑m
j=1 λi,j = 1. Under such an assumption, the neighbors

of each unique solution are identified according to their
similarity. This is achieved by computing theN×N Euclidean
distance metric:

dist(u, v) =

√√√√ m∑
i=1

(λui − λvi)2, (4)

where dist(u, v) represents the Euclidean distance between
two solutions u and v. The closer the distance, the higher the
neighborhood relationship. Therefore, in MOEA/D-MODE,
we construct a best-neighbors vector B of size T for further
processing such that B = {x1, x2, . . . , xT }.
To achieve maximum diversity even in the later stages of the
population, the objective is to initially disintegrate the entire
population and cluster the solutions based on the assigned
weight vectors. All sub-populations have different sizes. In
conjunction, multiple-mutation techniques of DE have been
applied that ensure better coverage of the search space. This
practice is likely to explicitly maintain the diversity of solution
during evolution of the population.

To accomplish the task k-means clustering [29] is applied with
k = 3, since three diverse mutant operators are considered in
this algorithm to process three sub-populations.

4.2. Parent Selection and Offspring Generation

Another major concern is the selection of parent solutions
for offspring generation. It is important that the selection
criteria be driven not only by the distant vector λi but also
by proximity to the ideal position in the objective space, i.e.
using the aggregation-function value Gi(x) given in Eq. (5).
Such an approach is driven by the likelihood that, a solution
which is inferior in terms of the λj may contribute to a better
Gi(x) value.

Therefore, in this paper, we consider the weighted-aggregation
function value Gi(x) which underlines the best solution in
the sub-population, while selecting the parent solutions for
the respective mutation operators.

In the proposed algorithm, three diverse mutation opera-
tors are applied to turn on the novel solutions. Additionally,
polynomial mutation and crossover techniques have been
incorporated that are rarely applied in existing MOEA/D
variants. The crossover techniques employ either a binomial
crossover or an exponential crossover for the new solution u.

4.3. Updating Solutions in the Sub-population

The most common scheme for using aggregation functions
in updating neighbors of the solution is the Tchebycheff
function [30]. In this function, the scalar optimization sub-
problem is given by:

Gi(x) = max
1¬i¬m

{λi|fi(x)− z∗i |} subject to x ∈ Ω, (5)

wherem denotes the number of objectives, λ is a uniform-
ly distributed weight vector across each objective, and z∗i
represents best the solution found so far for each objective i.
The problem of converging the entire solution-set towards
PF is remodeled into N scalar sub-problems requiring opti-
mization. Eventually, the spread of the final solutions could
be evenly distributed if G(x) and λ are appropriately deter-
mined. Once the new offspring u is achieved, the solutions in
the sub-population get updated if:

G(x) > G(u), (6)

where x denotes the solution-vector in the cluster (i.e. sub-
population). Otherwise, the same parent solution will be
carried forward to the next generation. Table 1 summarizes
the concepts exploited in the proposed MOEA/D-MODE
algorithm.
Tab. 1. MOEA/D-MODE concept.

No. Stages Technique used in
MOEA/D-MODE

1 Selection of neighbors for
each solution Led by the distant vector λ

2 Solution clustering 3-means clustering based
on factor λ

3 Parent solutions are se-
lected for offspring

According to the best
Gi(x) Eq. (5) in the
sub-population

4 Offspring generation
Three diverse muta-
tion strategies have been
incorporated

5 Maximal diversity
Enhanced by polynomi-
al mutation and crossover
techniques

6 Update solutions in the
sub-population Using Eq. (6)

5. MOEA/D-MODE Algorithm

This section focuses on the mathematical model of multi-
operator DE for solving MOP. Additionally, we describe
our approach consisting in exploiting three diverse mutation
operators along with a polynomial mutation and standard
crossover techniques.
Initially, the population is initialized randomly withN number
of candidate solutions as:

xi,j = xi,j
lower + (xi,j

upper − xi,j lower)× rand

i ∈ N and j = 1, 2, . . . , D, (7)

where rand is a function that generates random numbers
between [0 . . . 1] [31]. The terms lower and upper represent
lower and upper boundaries of variable x in theD-dimension.
After generating the sub-populations, solutions in the sub-
populations are evolved via multi-mutation operators, where
each sub-population is assigned a unique mutation operator.
This allows to maintain diversity of the internal population.

88
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2022



Multi-operator Differential Evolution with MOEA/D for Solving Multi-objective Optimization Problems

Algorithm 1. MOEA/D-MODE
Parameter initialization:
MAXFES, N ,K, T , FES← 0
Controlling parameters initialization:
F, pm, η
Weight vectors Λ:
initialize a set of weight vectors Λ = {λ1, λ2, . . . , λN}
Population initialization:
random population X of size N as {x1, x2, . . . , xN}
instantiate a ideal point z∗ = z∗1 , z∗2 , . . . , z∗m
T -neighbors initialization:
for i← 1 to N do
B(i)← {i1, i2, . . . , iT }

end
Clustering:
C ← k-means(Λ,K)
while FES ¬ MAXFES do

for s← 1 to N do
P ← B(s)
if s ∈ any C then

Generate mutant vector from three defined
mutation operators as:

ys =


Eq. (8) if s ∈ C(1)
Eq. (9) if s ∈ C(2)
Eq. (10) if s ∈ C(3)

ys ← PolynomialMutation(xs, ys)
us ← Crossover(xs, ys)
z∗ = min(z∗, z(us)∗)
UpdateSubPopulation(us, z∗, C)

end
end
FES← FES+N

end

For each unique solution xs chosen from the respective sub-
population, a mutant vector ys is generated as follows:
– sub-population 1: DE/parent-to-worst/1

ys = x
s + F × (xp1 − xs + xr1 − xworst), (8)

– sub-population 2: DE/parent-to-worst/1

ys = x
s + F × (xp2 − xs + xr2 − xworst), (9)

– sub-population 3: DE/weighted-rand-to-worst/1

ys = x
s + F × (xr3 + xp3 − xworst). (10)

xs denotes the target vector, xp1, xp2, and xp3 are 40%, 16%
and 25% of the best solutions chosen from sub-populations
1, 2, and 3, respectively. Additionally, the topmost solutions
are extracted from the respective clusters and marked as
xr1, xr2, and xr3, respectively. In the propounded multi-
operator DE for MOP, the objective is to filter the solu-
tions that cannot be converged to PF and, hence, main-
tain the maximum distance from the Pareto optimal so-
lutions. This is implemented as xworst ∈ B which is the
worst neighbor of xs since their distance λs − λxworst differs
significantly.

The three mutation strategies presented above have their own
advantages, such as:
– sub-population-based evolution is used where each of them

holds a variable number of solutions. This practice is likely
to explicitly maintain population diversity throughout the
evolution;

– the solutions that achieve significantly close proximity to
the ideal position are exploited to improve the selection
procedures not only from the neighborhood, but that paves
the way for the maximum space coverage;

– each mutant operator tries to maintain the maximum dis-
tance from the solution that seems less promising at the
time. Hence, it brings all the solutions close to the PF.

Polynomial mutation is adopted widely in evolutionary ap-
proaches in order to allow variation in the solutions. The above
mutation strategies are followed by polynomial mutation in
which y is generated from y in the following manner:

yk =

{
yk + σk × (upperk − lowerk) pm
yk 1− pm

, (11)

where

σk =

{
(2× rand)

1
η+1 − 1 if rand < 0.5

1− (2− 2× rand)
1
η+1 otherwise

. (12)

The rand function produces a random number between
[0 . . . 1]. There are two controlling parameters: pm which
defines the expectation of the number of mutated variables
and η representing the distribution index of the polynomial
mutation. The terms upperk and lowerk are the upper and
lower boundaries of the k-th decision variable of solution s,
respectively.
In order to find Pareto optimal solutions, a crossover technique
is employed. In this approach, maximum exploitation could
be maintained along with the evolution of new solutions u
yielded from y. Either binomial or exponential crossover is
applied according to:

uk =



if rand < 0.4
xsk

otherwise (13){
yk for k = ⟨l⟩D, ⟨l + 1⟩D, . . . ., ⟨l + L− 1⟩D,
xsk for rest of k ∈ [1, D]

where ⟨⟩ is a modulo operator in the exponential crossover.
After evolving the solutions in a sub-population, the ide-
al position is changed. Therefore, we get a new z∗ =
min[z(x)∗, z(u)∗]. Subsequently, G(u) is computed as:

Gi(u) = max
1¬i¬m

{λi|fi(u)− z∗i |}. (14)

Once the weighted functionG(u) has been obtained, next gen-
eration solutions are decided. To ensure the better solutions,
the solutions in the sub-population are updated as:

xk =

{
uk if G(x) > G(u)
xk otherwise

. (15)
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where x is the target solution in the sub-population, u depicts
a new solution corresponding to x, for each component k ∈
1, . . . , D. Similarly, the entire mechanism is implemented for
the solutions in the remaining sub-populations. Algorithm 2
shows the sub-population updating criteria in the propounded
variant of DE for multi-objective optimization.

Algorithm 2. UpdateSubPopulation(us, z∗, C)
Compute G(xC) according to Eq. (5)
Compute G(us) according to Eq. (14)
if G(xC) > G(us) then

Update the solutions x of cluster C where s ∈ C
end

6. Experimental Setup

The implementation of MOEA/D-MODE is executed with
Matlab R using the PlatEMO framework [32]. Its perfor-
mance is evaluated with the use of two test suites, with respect
to three well-known decomposition-based MOEAs frame-
works for solving MOP: MOEA/D-CMA, MOEA/D-DE, and
MOEA/D-DU.
First, MOP benchmark functions are tethered with the bias
difficulties as well as BT1-BT9 instances [18] included. For
BT1 to BT8, there are two objectives, whereas BT9 alone
is a many-objective problem defined with the use of three
objectives.
In the second step, the behavior of MOEA/D-MODE on the
ZDT series [33] is evaluated. Such a method is conceived
purely for two-objective test problems. However, ZDT5 is
excluded from the experimental study, since it involves binary
computations. Both of the test suites having diverse function
problems of dimension D ∈ {10, 30} and objectivesM ∈
{2, 3}.
The control parameters and other relevant data of proposed
algorithm MOEA/D-MODE are provided in Table 2. The
other common parameters are:
– number of runs and MAXFES. MOEA/D-MODE and

the remaining competing algorithms participating in the
comparison are run 30 times, independently in each of the
test suites. The termination criterion for all the algorithms
is set to 10,000 for all test problems;

– weight-vector Λ. Weight-vector Λ = {λ1, . . . , λN} is
a set of uniformly distributed random values and has the
size of N ×M , where N shows the population size and
M denotes the total number of objectives;

– population size N . To promote a fair comparison, the
MOEA/D-MODE framework, and other algorithms assume
the population size to be 100 for each test problem;

– neighborhood size T . In the proposed MOEA/D-MODE
framework, and in other algorithms (MOEA/D-CMA,
MOEA/D-DE, and MOEA/D-DU), T is initialized to 10;

– mutation parameters (pm and η). All respective algo-
rithms rely on polynomial mutations for introducing new

Tab. 2. Parameters settings of MOEA/D-MODE.

Parameter Symbol Value
Maximum function evaluations MAXFES 10,000
Population size N 100
Neighbors size T 10
Number of clusters C 3
Scaling factor F 0.5
Crossover probability Cr 1
Expectation of the mutated variables pm 1
Distribution index η 20

solutions. Mutation probability pm is set to 1 with a large
distribution index (with its value equaling 20) is used for
mutation η.

Some algorithms are characterized by particular parameter
settings. In MOEA/D-DE and MOEA/D-DU, δ is the proba-
bility of selecting parents from local regions, and is set to 0.9.
nr is used by MOEA/D-DE to determine the maximum num-
ber of solutions replaced by the offspring. The value chosen
is 2. On the other hand, parameterK holds different mean-
ings in MOEA/D-DU and MOEA/D-CMA respectively. In
MOEA/D-DU,K denotes the number of the nearest weight
vectors, whereas in MOEA/D-CMA,K represents the number
of groups. Both algorithms assume that this value equals 5.

6.1. Evaluation Metrics

Inverted generational distance (IGD) [34] is used as a per-
formance evaluation metric. IGD is a metric that is widely
adopted in the multi-objective domain and it allows to obtain
collective information on the convergence and distribution of
solutions. In the objective-space, we need a significant num-
ber of uniformly distributed variables that converge to PF in
order to efficiently estimate IGD.

Along with IGD, we incorporate another well-known metric,
namely hyper-volume (HV) [11], as the predominant com-
parison factor. HV is crucially cooperative to PF, and its
encouraging theoretical characteristics turn it into a fair met-
ric [35]. It can represent both convergence and distribution of
the solutions. The larger the HV value, the better the level fo
quality.

Selection of the reference point is the main concern encoun-
tered while computing HV. In this paper, following the recom-
mendation from [36] and [37], we assumed the reference point
to be 1.1znad, where znad is analytically computed against each
function instance. Besides, according to the setup used in [38]
and [39], the solutions that do not converge to the reference
point are ignored for HV computation.

To understand the difference for statistical significance of
function instances, we performed the Wilcoxon Rank-Sum
test [40] with normal approximation, tie-breaking, and with
the significance level set to 1%. It was performed on the HV
metric scores yielded by algorithms other than the proposed
solution.
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Tab. 3. Comparison of algorithms based on HV results, for an average and standard deviation (in brackets). The best results are highlighted in
bold print.

Function M D MOEA/D-MODE MOEA/D-CMA MOEA/D-DE MOEA/D-DU

BT1 2 30 0 (0) 0 (0) 0 (0) 0 (0)

BT2 2 30 0 (0) 0 (0) 0 (0) 0 (0)

BT3 2 30 0 (0) 0 (0) 0 (0) 0 (0)

BT4 2 30 0 (0) 0 (0) 0 (0) 0 (0)

BT5 2 30 0 (0) 0 (0) 0 (0) 0 (0)

BT6 2 30 0.121 (0.040) 0 (0) 0 (0) 0 (0)

BT7 2 30 0.092 (7.25× 10−3) 0 (0) 0.013 (0.027) 6.659 10−3 (0.015)

BT8 2 30 0.096 (0.021) 0 (0) 0 (0) 0 (0)

BT9 3 30 0 (0) 0 (0) 0 (0) 0 (0)

ZDT1 2 30 0.532 (0.062) 0.516 (0.03) 0.26 (0.075) 0.264 (0.103)

ZDT2 2 30 0.238 (0.075) 0.224 (0.034) 0.017 (0.06) 0 (0)

ZDT3 2 30 0.605 (0.127) 0.423 (0.057) 0.288 (0.091) 0.462 (0.052)

ZDT4 2 10 0.38 (0.106) 0 (0) 0 (0) 0 (0)

ZDT6 2 10 0.271 (0.033) 0.371 (0.048) 3.595 (0.053) 0 (0)

7. Result Analysis

First the convergence and distribution of MOEA/D-MODE
solutions obtained with the use of the two test suites, i.e. BT
and ZDT, are analyzed (Table 3). The set of non-dominated
solutions found by the proposed algorithm in 30 independent
runs is depicted in Fig. 2 and 3. Based on these illustrations,
the following observations may be made.

In the BT test suite, BT6-BT8, Fig. 2f–h, shows the conver-
gence of the solutions to the PF across the objective space.
Only a few of the candidate solutions try to reach the PF.
This indicates that the embedded mutation strategy requires a
greater ability to deal with the variations in MOP.

From BT1-BT8 (Fig. 2a–g), one may conclude that the so-
lution set is distributed in the objective space, but does not
converge to the optimal PF. This may be due to the early ter-
mination of the algorithm. Further iterations are needed for
the evolution, so that it may converge very well, since the
optimization problem involves tough biases.

The result of the only function problem based on 3-objectives
is depicted in Fig. 2i. It illustrates the distribution of the solu-
tions along the PF but the results shown are not encouraging.
It seems that the normal population size, taken for MOP, e.g.
100, is not suitable for a problem that involves more than
2-objectives.

As far as the analysis of the ZDT series (Fig. 3) is concerned,
the proposed algorithm shows far better results. It is clear-
ly seen that the solution-set becomes converged to the PF
(Fig. 3a–e). MOEA/D-MODE shows a better convergence
rate in ZDT3 (Fig. 3c). However, there is still some room for
improvement in the convergence rate in order to optimize
different classes of problems.

7.1. Statistical Analysis

Table 4 shows a statistical comparison between MOEA/D-
MODE and of other algorithms. Table 5, in turn, contains the
IGD results.W+ stands for the number of test instances in
the case of which MOEA/D-MODE is significantly superior.
W= means there are no significant differences between the
obtained scores, andW− is the number of instances for which
existing solutions perform significantly better than MOEA/D-
MODE.

The comments concerning MOEA/D-MODE and covering
all 14 test instances are as follows:
In the BT test suite, MOEA/D-MODE shows a certain ad-
vantage over MOEA/D variants, i.e. MOEA/DE, MOEA/D-
CMA and MOEA/D-DU. In the majority of test problems,
MOEA/D-MODE achieves results that are comparable with
those of the three remaining algorithms. However, it also
shows an improvement in three function instances that are
overlooked by the other alternatives.

When comparing results for the ZDT test series, one may
clearly observe that MOEA/D-MODE remains competitive
in the majority of test instances. It has shown that the multi-

Tab. 4. Summary of statistical results on HV metrics between
MOEA/D-MODE and the rival algorithms.

Test suite Algorithm W+ W= W−

BT
MOEA/D-CMA 3 6 0
MOEA/D-DE 3 6 0
MOEA/D-DU 3 6 0

ZDT
MOEA/D-CMA 4 0 1
MOEA/D-DE 4 0 1
MOEA/D-DU 5 0 0
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Fig. 2. Pareto front of BT-test suite. The axes are the objective values for BT1-BT8 test problems that are defined based on 2-objectives. Since
BT9 is a 3-objective problem, the Pareto front has a 3-dimensional geometry. The solid curve represents the Pareto optimal front whereas the
solid points depict the regions estimated by MOEA/D-MODE.

operator procedure in MOEA/D-MODE is superior or equiv-
alent to state-of-the-art MOEA/D methods.
The proposed MOEA/D-MODE is specifically competitive
when compared with two MOEA/D variants, i.e. MOEA/D-
CMA and MOEA/D-DE. Test results verify that the crucial
components of MOEA/D-MODE, i.e. multi-operator DE and
parent selection schemes, facilitate reliable results to a greater
extent than in other DE variants. However, the proposed algo-
rithm has some room for improvement in handling functions
with bias difficulties.

7.2. Further Discussion

The first concern is why the existing algorithms, i.e.
MOEA/D-DE and MOEA/D-CMA are outperformed by
MOEA/D-MODE. In fact, they fail to exhibit performance
that would be on par with the proposed MOEA/D variant. We

suspect two potential reasons. Firstly, both state-of-the-art
methods overly, emphasize the weight vectors that may be
confined by only one solution or particular region. So it is
likely to mislead from the corresponding area of PF and fail
to preserve diversity. Secondly, normal parent selection crite-
ria are applied. The procedures are biased towards preferring
solutions from the local area in order to produce offspring.
It is more likely that other regions in the objective-space may
by overlooked. On the other hand, MOEA/D-MODE achieves
better results in terms of selecting those solutions that have
a fair aggregation score, but may be far from the weight vector.
This has been even experimentally verified by using multiple
mutation strategies during the evolutionary task.

The second concern is why MOEA/D-MODE fails to be bet-
ter than the other solution when dealing with 3-objective
optimization. Population size may be one of the critical rea-
sons here. In the analysis, a normal population size of 100 is
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Fig. 3. Pareto front of ZDT-test suite. The axes are the objective values for test problems confined to a 2-dimensional space. The solid curve
represents the Pareto optimal front whereas the solid points depict the regions estimated by MOEA/D-MODE.

Tab. 5. Summary of average IGD results and standard deviation (in brackets) compared between the MOEA/D-MODE algorithm and other
algorithms. The best results are highlighted in bold print.

Function M D MOEA/D-MODE MOEA/D-CMA MOEA/D-DE MOEA/D-DU

BT1 2 30 3.955 (0.158) 3.851 (0.023) 3.894 (0.052) 3.996 (0.128)

BT2 2 30 2.262 (0.603) 1.61 (0.05) 1.73 (0.127) 1.405 (0.097)

BT3 2 30 3.844 (0.342) 3.939 (0.064) 3.957 (0.091) 3.947 (0.136)

BT4 2 30 3.913 (0.225) 3.796 (0.08) 3.845 (0.108) 3.715 (0.137)

BT5 2 30 3.929 (0.15) 3.87 (0.042) 3.929 (0.069) 3.97 (0.13)

BT6 2 30 0.676 (0.219) 2.341 (0.372) 1.844 (0.174) 2.041 (0.386)

BT7 2 30 0.819 (0.056) 1.555 (0.262) 1.023 (0.24) 1.323 (0.464)

BT8 2 30 0.81 (0.115) 5.254 (0.457) 4.32 (0.378) 3.834 (0.413)

BT9 3 30 3.711 (0.292) 3.085 (0.074) 3.43 (0.162) 3.206 (0.074)

ZDT1 2 30 0.226 (0.112) 0.152 (0.024) 0.419 (0.088) 0.405 (0.133)

ZDT2 2 30 0.274 (0.128) 0.173 (0.035) 0.697 (0.181) 1.087 (0.172)

ZDT3 2 30 0.194 (0.119) 0.299 (0.055) 0.459 (0.097) 0.219 (0.048)

ZDT4 2 10 0.513 (0.196) 6.035 (1.94) 3.941 (1.33) 42.143 (13.0)

ZDT6 2 10 0.161 (0.071) 0.023 (0.056) 0.029 (0.052) 3.7 (0.739)

used to converge the solutions to the PF. Perceptively, more
solutions are required to bring the entire population to the PF
in a higher-dimensional space. A smaller population size dis-
tributes the solutions sparsely in a high-order objective space.
Thus, the sparse solutions fail to capture some areas from the
entire PF, and this leads to a slow population convergence rate.

Poor performance of MOEA/D-MODE in ensuring faster
convergence in the case of biased optimization problems,
i.e. in the BT test suite, is the third concern. Despite its
encouraging results concerning the evaluation of metrics (HV
and IGD), it fails to show any superiority in terms of the
convergence rate in BT test functions. We suspect that an
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early termination of the algorithm is the reason here. As biases
may cause large-scale changes objective vectors, the search
operators need to remain strong. To achieve this, MAXFES
must be greater than 10,000, so that enough time is ensured
for better exploitation of the regions. Apart from this, normal
function problems, such as ZDT, have shown successful
convergence with the standard procedures, as shown in Fig. 3.

8. Conclusion and Future Work

In this paper, a MOEA/D-MODE algorithm is proposed for
solving multi-objective optimization problems and for im-
proving the exploration-exploitation equilibrium. The con-
cept is to put forth a multi-operator DE variant with com-
plicated MOEA/D that ensures the distribution of the solu-
tions throughout the evolutionary process. Specifically, in
MOEA/D-MODE, the entire population is divided into mul-
tiple sub-populations, which are thereafter evolved by the
assigned mutant operators of DE. In MOEA/D-MODE, we
argue that the solution involves in the preference with respect
to the proximity to the ideal position in the objective-space
could improve the optimal results rather than relying upon
the weight-vectors only.

We have analyzed the influence of multiple operators on
the quality of MOEA/D-MODE, and several discussions
have been conducted. We have shown that MOEA/D-MODE
outperforms MOEA/D alternatives in terms of maintaining the
convergence rate and distribution of solutions while solving
MOP. Well-known test suites (BT and ZDT) with a total
of 14 function instances have been employed to evaluate
the algorithm’s superiority. The results show that multiple
mutation may achieve unprecedented results when coupled
with MOEA/D.

In the future, we would extend our work to the high-dimension
objective space. It would be interesting to address the prob-
lem of multiple-objective optimization with the concern of
multi-operator evolutionary approach. We also would like to
improve the outcomes of studies concerned with optimization
problems involving bias difficulties.
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Abstract  This work aims to provide a novel multimodal sar-
casm detection model that includes four stages: pre-processing,
feature extraction, feature level fusion, and classification. The
pre-processing uses multimodal data that includes text, video,
and audio. Here, text is pre-processed using tokenization and
stemming, video is pre-processed during the face detection phase,
and audio is pre-processed using the filtering technique. During
the feature extraction stage, such text features as TF-IDF, im-
proved bag of visual words, n-gram, and emojis as well on the
video features using improved SLBT, and constraint local model
(CLM) are extraction. Similarly the audio features like MFCC,
chroma, spectral features, and jitter are extracted. Then, the ex-
tracted features are transferred to the feature level fusion stage,
wherein an improved multilevel canonical correlation analysis
(CCA) fusion technique is performed. The classification is per-
formed using a hybrid classifier (HC), e.g. bidirectional gated
recurrent unit (Bi-GRU) and LSTM. The outcomes of Bi-GRU
and LSTM are averaged to obtain an effective output. To make
the detection results more accurate, the weight of LSTM will
be optimally tuned by the proposed opposition learning-based
aquila optimization (OLAO) model. The MUStARD dataset is
a multimodal video corpus used for automated sarcasm discov-
ery studies. Finally, the effectiveness of the proposed approach
is proved based on various metrics.

Keywords  Bi-GRU, improved CCA, LSTM, multimodal sarcasm
detection

Tab. 1. Nomenclature used.

Abbreviation Description
AAM Active appearance model
ALO Ant lion optimization
AO Aquila optimizer
BiGRU Bi-directional gated recurrent unit
CAT Convolution and attention
CCA Canonical correlation analysis
CDVaN Contextual dual-view attention network
CLM Constraint local model
CMBO Cat mouse-based optimization
CNN Convolutional neural network
DL Deep learning
DT Decision tree
FDR False discovery rate

FNR False negative rate
FPR False positive rate
HC Hybrid classifier
IWAN Incongruity-aware attention network
LBF Local binary feature
LBP Local binary pattern
LSTM Long short term memory
MCC Matthews’s correlation coefficient
MFCC Mel frequency cepstral coefficient
ML Machine learning
NB Naïve Bayes
NLP Natural language processing
NN Neural network
NPV Net predictive value
OLAO Opposition learning based aquila optimization
PCA Principal component analysis
PRO Poor and rich optimization
RF Random forest
RNN Recurrent neural network
SDS Self-deprecating sarcasm
SLBT Shape local binary texture
SSO Social spider optimization
SVM Support vector machine
TF-IDF Term frequency-inverse document frequency

1. Introduction

Sarcasm is described as the use of remarks that imply the
reverse of what one says, either to damage someone’s feel-
ings or to criticize something spectacularly [1]– [3]. It is
a metaphorical language that is frequently used to commu-
nicate on social media, verbally and also with the use of the
written text format. In the sarcasm sentiment, negative emo-
tions are expressed via positive words found in the text, in
order to expose their sarcasm [4], [5]. Tempo and speech
time, variation, pitch level, and acoustic characteristics are
all available in verbal sarcasm [6]. To demonstrate its sar-
castic characteristics, this type of communication relies also
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on tones and gestures, including eye and hand movements.
Since no tune or gestures are available in sarcastic utterances
represented in the text form, an ordinary person cannot recog-
nize them. To detect sarcasm [7], an effective NLP approach
is required for categorizing sarcastic features and properties
within a sentence available in the text format [8]–[10].
Sarcasm was already characterized by NLP methods, where
identification is described as the process of classifying a word
or sentence sequence with sarcastic features and qualities by
using NLP techniques [11]. It is also known as a system that
learns and identifies ordinary and sarcastic sentences at the
semantic level. Sentiment categorization is the basic goal of
processes detecting sarcasm in a sentence. Due to its durabil-
ity and ability to monitor itself based on specific datasets and
requirements, the ML model [12]–[14] is frequently used for
sarcasm detection [15], [16]. Sarcasm detection has proven to
be useful in a variety of situations, as it allows businesses to
analyze customers’ reactions to their items, thus improving
product quality [17]. It also aids in the elimination of incor-
rect categorization of customer views on problems, goods,
and services. In human-computer interactions, sarcasm de-
tection is also effective in conversation, system review rating,
and summarization. For example, ML-based sarcasm identi-
fication [18] is used, relying on higher entropy, SVM, NN,
window class, statistics, semantics, etc. In addition, an in-
depth survey is conducted on automatic sarcasm detection
methods, with a comparison of the scale of a given study,
including the features, classification techniques, as well as
performance parameters used. The survey is beneficial in
identifying the newest trends in sarcasm detection [19]–[22].
The major contribution of this work is:
– BoW is newly defined along with other text-based features,

like TF-IDF, n-gram,
– during the feature-level fusion phase, an improved multi-

level CCA fusion technique is performed,
– OLAO model is implemented for weight optimization in

LSTM.
In this work, a review of multimodal sarcasm detection meth-
ods is presented in Section 2. An overall description of the
adopted multimodal sarcasm detection model is portrayed
in Section 3. Pre-processing, feature extraction and level fu-
sion processes are presented in Section 4. Section 5 describes
a classification methods based on hybrid classifiers. Section 6
depicts the weight optimization of LSTM via an OLAO algo-
rithm. The results are presented and discussed in Section 7.
Section 8 concludes the paper, while Table 1 summarizes the
nomenclature and abbreviations used.

2. Literature Review

Basavaraj et al. [23] suggested a method for detecting sar-
casm in human words. The approach captures three types of
data: voice, text, and temporal facial expressions to exploit
the basic cognitive properties of human utterances. The data
was unstructured because it contained dimensions of feelings
and emotions that were used to produce sarcasm, with fa-

cial expressions being impacted by glottal and facial organs.
The main effort focused on creating natural judgments in
the prediction processes by employing cognitive data lineage
information. It was difficult to identify sarcasm in genuine
human conversations. Utilizing cloud resources, the multi-
class NN model was applied as a soft cognition technique for
detecting sarcasm. Voice cues and eye motions were exam-
ples of cognitive traits identified that might impact sarcasm
detection.

Deepak et al. in [24] utilized DL in code-switch tweets to
identify sarcasm, particularly in an Indian native language
being a mixture of Hindi and English. The suggested sys-
tem combined a softmax attention layer with Bi-LSTM and
CNN for detecting real-time sarcasm. The SentiHindi feature
vector was created employing pre-trained GloVe word embed-
dings and handmade features. The suggested softAttBiLSTM-
feature-rich CNN model was compared and validated us-
ing performance assessment. With a classification accuracy
of ∼ 0.93 as well as an F-measure of ∼ 0.89, the system
from [24] surpasses baseline DL techniques.

Wu et al. [25] created IWAN – an approach which uses a scor-
ing method to identify sarcasm by concentrating on word-level
incongruity among modalities. This scoring process might
give words with incongruent modality a higher weight. The
approach could capture word-level incongruity, resulting in
greater performance and interpretability. The authors have
added word-level characteristics for detecting multimodal
sarcasm. In the MUStARD dataset, they performed compre-
hensive comparison trials with 7 baseline models, but the
model produced traditional outcomes. The benefits of the
suggested IWAN algorithm were presented based on experi-
mental findings that not only offered traditional performance
on the MUStARD dataset but also provided interpretability
benefits.

Kamal et al. [26] demonstrated a DL strategy for identifying
SDS on Twitter. They suggested a new CAT-BiGRU frame-
work that comprises input, embedding, convolutional, two
attention layers, and BiGRU. The SDS-based semantic and
syntactic features in the embedding layers are extracted by
the convolutional layer. Amazon word embedding as well as
affective space and two SenticNet-based computing resources
were determined to test the effectiveness of the suggested
system. The authors concluded that DL-based techniques
can reliably detect SDS in social media content based on the
experimental results.

Eke et al. [27] conducted an analysis of sarcasm identifi-
cation and classification strategies based on performance
standards, datasets, classification models, feature engineer-
ing, and pre-processing. Text articles were studied during the
research, with an emphasis placed on context and content-
based language elements. Accuracy and precision metrics of
such classification techniques as SVM, NB, RF, maximum
entropy, and DT algorithm were measured and evaluated.

Kumar et al. [28] analyzed an empirical investigation of
DL and shallow methods for detecting sarcasm used in text
datasets. Using three predictive learning models, over 20,000
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postings from Reddit and Twitter from the benchmark Se-
mEval 2015 Task 11 were identified as sarcastic or non-
sarcastic in this study. To generate the output, the first frame-
work was developed based on TF-IDF weighted, which was
trained through three classifiers, including gradient boosting,
multinomial NB, and RF, as well as ensemble voting. The
investigation compared the three learning approaches to clas-
sifying sarcasm into two datasets. It was discovered that the
Bi-LSTM scheme achieved the maximum score for Reddit
and Twitter datasets.

Ren et al. [29] suggested a CDVaN sarcasm identification
model based on the sarcasm creation process. They used
CDVaN for capturing contextual semantic information as well
as for making the distinction between positive and negative
situations in sarcasm. In contrast to the sarcasm-generating
process, a multi-hop attention network was used to acquire
contextual semantic information. Investigations on IAC-V2
as well as IAC-V1 datasets have shown that the suggested
CDVaN system was capable of efficiently discriminating
sarcasm. The model achieved state-of-the-art or equivalent
performance, as per the findings.

Zheng et al. [30] identified sarcasm and irony on Twitter us-
ing several NLP and ML approaches. They discussed several
research projects concentrating on irony and sarcasm to eval-
uate and clarify the meanings of such terms. The experiment
was carried out by comparing several types of classification
algorithms relying on some well-known text classification
classifiers. The findings of this experiment suggest that ML
approaches, particularly DL methods, were on the rise as the
most promising for classification-related tasks. The F-score
of the result was 0.89 and is comparable to the F-score of the
sarcastic dataset.

Table 2 summarizes research projects focusing on multimodal
sarcasm detection. The NN model determined in [23] offers
a lower mean error rate, a high accuracy level and higher sen-
sitivity. However, experiments involving benchmark datasets
were not conducted in this work. SoftArt BiLSTM-feature-
rich CNN model from [24] offers a higher classification
accuracy level, a better recall rate, higher precision, and
higher F-scores, but this model could not overfit based on
dropout regularization. Moreover, the IWAN model deployed
in [25] offers better precision, a higher recall rate, the best

Tab. 2. Review of multimodal sarcasm detection systems.

Paper Adopted
scheme Features Limitations Dataset used Effectiveness

values
[23] NN model Better accuracy,

lower mean error,
higher sensitivity

Experiments on benchmark
datasets were not conducted

Multi-modal sarcasm detection
dataset

Overall accuracy
is 78.57%

[24] SoftArt
BiLSTM-
feature-rich
CNN method

Superior classification
accuracy,
higher recall,
better precision,
higher F-score

This model could not overfit
based on dropout
regularization

The randomly sampled dataset
contains 3000 sarcastic and 3000
non-sarcastic bilingual Hinglish
(Hindi English) tweets

Classification
accuracy is
92.71%

[25] IWAN model Better precision,
higher recall,
best F1-score,
improved interpretability

Context incongruity was not
investigated

Multi-modal sarcasm detection
dataset

Overall accuracy
is 93%

[26] CAT-BiGRU
model

Higher precision,
better recall,
improved F-score,
higher accuracy

Multilingual data operation
was not performed on
multimodal platforms

Six benchmark datasets including
Twitter dataset

Overall accuracy
is 90%

[27] ML algorithm Best classifier accuracy,
increased precision,
higher recall,
maximum F-score

Lack of a standard dataset
was an issue in sarcasm
identification

Sarcasm identification dataset F-score is 73.5%

[28] Multinomial
NB model

Highest accuracy,
higher recall,
better precision,
increased F1-score

Crowd-sourced or
self-tagging datasets provide
novel limitations for detecting
the sarcastic tone

SemEval 2015 Task 11 and
Kaggle’s Reddit dataset

Overall accuracy
is 86.32%

[29] CDVaN
model

Good effectiveness,
better performance,
lower error rate

Sarcasm related work was not
continued owing to
multi-modal data

IAC-V1 dataset and
IAC-V2 dataset

Precision level is
76.32%

[30] CNN model Higher F-score,
higher accuracy,
larger correct rate

Different pre-processing
approaches were not explored
based on irony as well as
sarcasm recognition

Semantic evaluation 2018 task 3:
irony detection in English tweets

F1-score is
0.99%
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F1-score, and improved interpretability. However, it failed
to investigate context incongruity. Likewise, the CAT-
BiGRU model from [26] offers higher precision, a bet-
ter recall rate, an improved F-score, and higher accura-
cy. However, no multilingual data operations were per-
formed on multimodal platforms. The ML algorithm was
exploited in [27] and it has been determined that it of-
fers the best classifier accuracy, an increased precision lev-
el, a higher recall rate and a maximum F-score. Howev-
er, the lack of a standard dataset was an issue in sarcasm
identification. The multinomial NB model from [28] of-
fers the highest accuracy level. However, crowd-sourced
or self-tagging datasets provide novel limitations relat-
ed to detecting the sarcastic tone. The CDVaN model
proposed in [29] is characterized by a lower error rate
and ensures better performance and effectiveness. How-
ever, the sarcasm work was not continued due to multi-
modal data. Finally, the CNN model presented in [30]
ensures better results, but different pre-processing ap-
proaches were needed to assure the quality of input
data.

3. Multimodal Sarcasm Detection Model
Adopted

This work introduces a new multimodal sarcasm detection
model that comprises pre-processing, feature extraction, fea-
ture level fusion, and classification stages. First, the input
text, video, and audio are subjected to the pre-processing
stage. Next, the text content is pre-processed using tok-
enization and stemming. Video is pre-processed via face
detection (Viola-Jones), and audio is pre-processed using
the filtering technique (Butterworth filtering). Subse-
quently, the pre-processed text, video, and audio inputs
are transferred to the feature extraction stage, where text
features are extracted using TF-IDF, improved bag of
words, n-gram, and emojis. Video features are extracted
via improved SLBT and CLM. Audio features are ex-
tracted using MFCC, chroma, spectral features, and jitter.
The extracted features are transferred to the feature lev-
el fusion phase, wherein an improved fusion technique is
adopted. Classification is performed using a hybrid classifier

Fig. 1. Overall framework of the adopted model.
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that combines LSTM and Bi-GRU by averaging the output of
LSTM and Bi-GRU. To make the detection more precise and
accurate, the weights of LSTM are tuned by a self-improved
AO algorithm. The results show the presence of sarcasm in
the given input.
Figure 1 illustrates the overall architecture of the adopted
multimodal sarcasm detection model.

4. Model Details

4.1. Pre-processing Stage

Pre-processing is the initial and crucial process for successful
learning. The input data is the multimodal data that includes
text, audio, and video. Text is pre-processed using tokeniza-
tion and stemming. Video is pre-processed via the face detec-
tion (Viola-Jones) model, and audio is pre-processed using
the filtering technique (Butterworth filtering).
Tokenization [31] is the method of transforming text into
tokens prior to vectorization. Undesirable tokens may be
easily filtered off. For instance, a document may be divided
into paragraphs or phrases broken down into words. This
method consists in dividing large amounts of text into smaller
chunks. Raw texts are broken down into words and phrases
during the tokenization process as well. As a consequence,
the tokens might aid in determining the NLP framework or
understanding the context. By analyzing the word sequence,
tokenization aids in determining the meaning of the text.
Tokenization may be accomplished using a variety of libraries
and approaches. This task is carried out using such libraries
as Keras, NLTK, and Gensim.
Stemming [31] is one of the normalizing strategies that reduce
the number of calculations. It is a strategy for removing suf-
fixes and retrieving the original words. During the stemming
procedure, libraries such as Snowball Stemmer, Porter Stem-
ming, and others are employed. Furthermore, stemming is
mostly used to reduce data dimensionality. Stemming-related
errors include under- and over-stemming.
Under stemming is characterized as false negatives which
occur if 2 words are stemmed from the same stems and their
roots are similar. Over stemming is viewed as a false-positive
case that occurs when two words are stemmed from the same
root but have different stems. Stemming is relied upon up
information retrieval systems (i.e. Internet search engines)
and other applications. It is also used in domain analysis to
identify the existing domain vocabularies.
Face detection is difficult due to the numerous differences
in the appearance of individual images, including facial ex-
pressions, pose variations, image orientation, occlusion, as
well as lighting conditions. The Viola-Jones face detection
method [32] is employed in this study.
It is an object detection approach capable of operating in real-
time. Full view frontal upright faces are required for Viola-
Jones. The approach, at its most basic level, reads an input
image via a window, seeking human facial characteristics.
When more characteristics are detected, the window in an

image is classified as a face. Further, the window should
be resized and the process should be repeated to produce
different size faces. For each window scale, the procedure is
applied separately from other scales. To reduce the number
of features, each window must be checked using a series
of levels. Earlier levels have fewer features to verify and
are thus simpler to pass, whereas later levels have more
features and therefore are more difficult. The examination
of features is performed at each level, and if the collected
value does not meet the threshold, the level is considered
failed and the specific window is not recognized as a face.
The Viola-Jones face detection approach is divided into three
key stages (integral image, classifier learning with AdaBoost,
and attentional cascade structure) that allow for successful
face detection in real-time applications.
The Butterworth filter [33] has a frequency response in the
pass band that would be as flat as feasible. A maximally flat
magnitude filter is another name of this particular filter. The
Butterworth family of filters is very simple and useful. The
cutoff frequency and filter order are the two key parameters
used. Frequency response is monotonic and filter order af-
fects the sharpness of the transition from the pass band to
the stop band.
The poles linked with the squares of the frequency response
magnitude are uniformly distributed in angle on concentric
with the origin circle in the s-plane and containing a radius
equal to the cut-off frequency for continuous time Butter-
worth filter. The poles that characterize the system function
are easily acquired once the cutoff frequency and the filter
order are established. One may easily design a differential
equation that characterizes the filter after the poles have been
determined. The squared magnitude function for an m-th
order Butterworth low pass filter is:

|C(jω)|2 = C(jω)× C∗(jω) = 1

1 +
( jω

jωc

)2m . (1)

The first 2m− 1 derivatives of C(jω)2 at ω = 0 are equal to
0 and the Butterworth response is maximally flat at ω = 0.
The derivative of the magnitude response is always negative
for +ω and the magnitude response is minimized with ω. For
ω >> ωc the magnitude response is determined by:

|C(jω)|2 = 1( jω
jωc

)2 . (2)

4.2. Feature Extraction

The pre-processed text, video, and audio obtained are sub-
jected to the feature extraction phase. From the text, such
features as TF-IDF, n-grams, improved BoW, and emojis are
extracted. TF-IDF [34] is a significant text demonstration for-
mat and includes a longer history when compared with the 3
well-known depiction techniques. It depends upon the BOW
method, where a text is characterized by a compilation of
words deployed in the document. The TFpq constraint de-
scribes how many times word p appears in the document q.
The better the value, the more noteworthy the word. The DFp
constraint signifies the count of documents where p appears
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once. If p is significant for q, it must comprise a higher TFpq
and lower DFp. Hence, TF-IDF is determined as:

TD-IDFpq = TFpq log
M

DFp + 1
. (3)

The extracted TF-IDF features are denoted as TF-IDF.
Any sequence of n tokens or words is called an n-gram.
Moreover, an n-gram model [44] is defined as “a method of
including sequences of words or characters that permits us to
maintain richer pattern discovery in text, i.e. it attempts to
captivate patterns of sequences (words or characters subse-
quent to one another) while being responsive to appropriate
relations (words or characters subsequent to one another)”.
The extracted n-gram-based features are denoted as Ngram.
BoW is the simplest technique used to transform the text
into features. It separates words in the reviewed text into
word count data and calculates the number of times a phrase
appears in the corpus of a given text. It only cares about the
order in which words appear in the text, not the sequence in
which they appear frequently. The existing BoW evaluation
does not consider the semantics of visual words, which is
considered in the improved evaluation.
In the improved BoW, histograms of the visual words are
used as a feature vector, such as:

K (P,Q) =
L∑
l=1

k(Pl, Ql), (4)

Where P and Q are images and l is visual word number.
Then:

K(Pl, QL) = J
I
l +

I−1∑
i=0

1
2I−l

(
J il − ji+1l

)
S, (5)

where I denotes the count and i indicates the current levels.
Each level is weighted using 1

2I−l , J
i
l indicates the histogram

intersection function, and S is the scaling factor.

J
(
HiPl , H

i
QL

)
=
4i∑
k=1

min
(
HiPl(k), H

i
Ql(k)

)
, (6)

where the HiPl(k) denotes l-th count of visual words in the
k-th subregion of image P at level i. The improved BoW
characteristics are denoted by the IBoW symbol.
Similarly, for texts with emojis a sentiment score based on
unicode is extracted together with the text features, with regard
to the emoji’s lexicon.
The position of an emoji is determined by its sentiment score
as well as neutrality. The emotion score is between −1 and
+1. Positive emojis are on the right-hand side of the map,
while negative emojis are on the left-hand side. The most
prevalent negative emoji is a sad face. The most common
positive emojis include trophies, celebration symbols, hearts
and a wrapped present – in addition to joyful smiles. Neutral
emojis are classified using the neutrality range of 0 to 1 and
all emojis have a sentiment score of 0. The extracted text with
emoji features is denoted as EMO.
The overall extracted text features are denoted as TF =
TF-IDF+ Ngram+ IBoW+ EMO.

4.2.1. Video-based Features

From video content, features like improved SLBT and CLM
are extracted. SLBT [10] is a feature that merges texture and
shape characteristics. SLBT is identical to AAM, because it
analyzes texture modeling using LBP texture features rather
than intensity values. Consider IM = [IM1, IM2, . . . , IMNO]
symbolizing a training set of pictures NO with XP =
[XP1,XP2, . . . ,XPNO] as shape landmark points. By match-
ing these landmark points and then performing PCA on those
points, shape variants may be achieved. Equation (7) deter-
mines any shape vector XP in the training set:

XP ≈ XP+ RSlsBDls,

BDls = RST̂ls
(

XP− XP
)
,

(7)

where XP denotes the mean shape, RSls includes the eigen-
vectors of the largest eigenvalues Ωls and BDls denotes
weights or shape model parameters (e.g. ls denotes the shape
in BDls). Such an approach may capture shape model param-
eters matching a given image by modifying Eq. (7).
To generate a shape-free patch, each training set image is
warped into a mean shape for texture modeling. Compu-
tational complexity, efficiency, as well as processing time
are mostly influenced by the size of the shape-free patch.
For texture modeling in AAM, direct intensity values from
a shape-free patch are required. To acquire illumination and
noise invariant features, SLBT conducts LBP on a shape-free
patch. Feature extraction using LBP is easier and faster than
with Gabor wavelets.
Moreover, the shape vector and LBP vectors are used in
SLBT. Unlike the LBP evaluation used in the conventional
technique, improved LBP (geometric mean-LBP) is based on
the comparison with neighboring pixels after comparison of
the regional average RM of the image with the center pixel.
Here, Gg indicates the neighboring pixel, s indicates the
number of neighbors. The operation logic of ILBP is:

ILBP =
δ∑
g=1

t 2g−1. (8)

In improved LBP, function t is determined by:

t =


1, if GM  Gb and RM ¬ Gg
0, else if RM  Gb and RM > Gg

1, else if RM < Gb and Gb ¬ Gg
0, otherwise

, (9)

GM =

(
s∏
g=1

Gg

) 1
s

, (10)

where Gb indicates the center pixel and Gg denotes the
neighboring pixel. The improved SLBT characteristics are
denoted by the ISLBT symbol.
Consider LI = [LI1,LI2, . . . ,LINO] as the LBP feature his-
togram of all training sample images. Texture modeling (same
as shape modeling) is accomplished with PCA given in
Eq. (11). Here, BDt̆ denotes the weights or texture mod-

102
JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 3/2022



Multimodal Sarcasm Detection via Hybrid Classifier with Optimistic Logic

eling parameter (t̆ refers to texture in BDt̆), RSt̆ indicates the
eigenvectors and LI refers to the mean vector.

BDt = RSTt
(

LI− LI
)
. (11)

Using Eq. (12), a mixed shape and texture parameter vector
are generated. Because shape (distance) and texture (intensity
values) are measured using separate units, a diagonal matrix
of weights WEls is computed for each shape parameter. By
using PCA on the combined parameter vector as in Eq. (13),
the shape texture parameter determining the texture, and local
shape may be achieved.

BDlst =

(
WEls BDls

BDt

)
, (12)

CZ = RSTlst
(

BDlst − BDlst
)
. (13)

In Eqs. (12), (13) RSlst denotes the eigenvectors, BDlst spec-
ifies the mean vector and CZ refers to the shape texture param-
eter. The LBF feature histogram is derived from a shapeless
patch with five divisions along each row or column (e.g. 25
blocks).
If an annotated test image XPtest is provided as input, Eq. (7)
is used to convert it into the shape model parameter BDtest
which is then multiplied by WEls. The test image is distorted
into a shapeless patch, by which LBP features are extracted as
LItest and the texture model parameter BDtest is computed by
Eq. (11). From Eq. (13) CZtest is employed for classification
purposes and is generated by combining BDls test and BDt test
results in BDlst test as well as the shape texture parameter
CZtest.
CLM [36] is a group of approaches for identifying collections
of points on a target picture that are bound by a statistical
shape model. The main procedure aims to:
– sample a section of the image surrounding the current

estimate and project it into a reference frame,
– create a “response image” for each point that shows the

cost of having the point at each pixel,
– use the shape model parameters to identify a combination

of points that minimizes the cost.
The optimum fit is discovered by minimizing the shape and
pose parameters:

B(a, d) =
r=e∑
r=1

Rr
[
T̂d(Xr + Yra)

]
. (14)

The term CLM is mainly referred to as a model used for
creating response images using normalized correlation with
a local patch, with the model patches being updated to match
the current face while simultaneously being constrained by
a global texture model. The CLM features are denoted by
CLM.
The overall extracted video features are denoted as VF =
ISLBT+ CLM.

4.2.2. Audio-based Features

Features such as MFCC, chroma, spectral features, and jitter
are extracted from audio content.

MFCCs [37] are frequently employed in speech recognition
systems that can automatically recognize digits spoken into
a phone. MFCCs are rapidly being used in music-related in-
formation retrieval applications, such as genre categorization
apps and audio similarity measurements. The way you use the
oral anatomy to produce each sound determines how it sounds.
As a consequence, creating a description that encapsulates
the physical mechanics of spoken language is one technique
capable of uniquely identifying sounds. The method of en-
coding this data is to use MFCC features. The basic MFCC
properties of the signal are provided by cepstral coefficients.
On the other hand, additional characteristics, such as delta,
acceleration, and energy can typically increase the accura-
cy. MFCC-based audio features are denoted by the MFCC
symbol.
The 12 various pitch classes are referred to as chroma [38]
features or chromagrams. Chroma-based characteristics, re-
ferred to as “pitch class profiles”, are useful for evaluating
music with usefully classified pitches (typically in 12 groups)
and for tuning which approximates the equal-tempered scale.
Chromatic and melodic features of music are captured by
chroma features which are responsive to changes in timbre
as well as accompaniment. Chroma audio-based features are
denoted by the CHR symbol.
Frequency and power characteristics of the signal are extracted
using the spectral features block [39]. Filters may be used to
remove undesirable frequencies. Such an approach is ideal
for analyzing repeating signal patterns, including motions or
vibrations from an accelerometer. Spectral characteristics are
denoted by the SP symbol.
Jitter defines time distortions of phase and amplitude of
the signal caused by clock deviation introduced during the
analog-to-digital conversion. The effect of jitter increases
with transmission distance and with the number of signal
conversion stages. Jitter features are represented as Jitter.
The extracted audio features are denoted as AF = MFCC+
CHR + SRP + Jitter. All extracted features combined are
denoted by the FE symbol:

FE = TF+ VF+ AF. (15)

4.3. Feature Level Fusion

The extracted text, video, and audio features are subjected
to the feature-level fusion process. First, the audio and video
features are transferred to CCA1 that produces an output
and then the text features are transferred to CCA2. Next, the
combined outcome of CCA1 and CCA2 is handed over to
CCA3 to produce the final feature level fusion output. Figure 2
illustrates the feature-level fusion process.
Multilevel CCA [40] is a technique used for performing mul-
tivariate statistical analysis. The goal of CCA is to project
two groups of multivariate data into an ordinary space with
the highest possible correlation among them. The purpose
of CCA in this situation is to discover a couple of col-
umn projection vectors uV ∈ ℜd̂ and uZ ∈ ℜd̂ in which
the correlation among uTV V and uTZZ is maximized, given
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Fig. 2. Feature-level fusion process using multilevel CCA.

by two data matrices V = {Vv ∈ ℜd̂, v = 1, 2, . . . , K̂},
Z = {Zv ∈ ℜd̂, v = 1, 2, . . . , K̂}, and K̂ pairings of data
from two modalities. The objective function defined as the
maximization function in this case is:

arg max
u
L̂
,u
Ŝ

uTV ĈZZuz√
uTV ĈVVuV

√
uTZĈZZuZ

. (16)

The data covariance matrices are ĈVV = E[VV]T , ĈZZ =
E[ZZ]T , and ĈVZ = E[VZ]T .

maximize uTV ĈVZuZ

Subject to uTV ĈVVuV = 1

uTZĈZZuZ = 1

. (17)

Equation (17) is solved via generalized eigenvalue issues:[
0 ĈVZ

ĈZV 0

][
uV

uZ

]
= λ

[
ĈVV 0

0 ĈZZ

][
uV

uZ

]
, (18)

where uV denotes an eigenvector of Ĉ−1VV ĈVZĈ
−1
ZZ ĈZV and

uZ indicates an eigenvector of Ĉ−1ZZ ĈZV Ĉ
−1
VV ĈVZ. The pro-

jection matrices UV and UZ are attained via stacking uV
and uZ as column vectors, respectively to various eigenvalue
issues.
An improved correlation is determined in multi-level CCA
as:

Icorr = 1−


Q̄∑̄
c=1

(
P̃c̄ − P̄

) (
R̃c̄ − R̄

)
√
Q̄∑̄
c=1

(
P̃c̄ − P̄

)2√ Q̄∑̄
c=1

(
R̃c̄ − R̄

)2

2

. (19)

5. Classification via Hybrid Classifiers

After the feature-level fusion, the classification process is
performed using an optimized hybrid classifier (Bi-GRU and
LSTM). Then, the outputs of both classifiers are averaged to
determine the final outcome.
Through the use of a linear connection and a gate control unit,
the LSTM network offers an efficient way to solve gradient
desertion-related difficulties. As a consequence, the LSTM
network caught the time-series data’s significant dependence.
The sequences of persistent LSTM cells are included in
LSTM [41] development. The input, output, and forget gates
were all represented by three units in the LSTM cells. This
feature enables the LSTM memory cells to suggest and store
information for long periods of time.

Consider H̃ and C̃ as the hidden and cell state. Then H̃t̂, C̃t̂
and Ft̂, C̃t̂−1, H̃t̂−1 represent the output and input layers,
respectively. At time t̂ the output, input and forget gates are
denoted asOt̂, Ît̂, Ĝt̂ respectively. The LSTM cell is primarily
used Ĝt̂ to filter the data. The modeling of Ĝt̂ is:

Ĝt = κ
(
WL̂Ft̂ + hL̂ +WĴH̃t̂−1 + hĴ

)
, (20)

where WĴ , hĴ and WL̂, hL̂ specify the bias parameters and
the weight matrix, respectively. The bias parameter and the
weight factor are chosen randomly, while the weight factor is
tuned optimally by he proposed OLAO model. The activation
function of gate κ is elected as a sigmoid operation. Next,
the LSTM cell makes use of the input gate to combine the
proper data, as determined in Eqs. (21)–(23). WX̂ , hX̂ and
WŶ , hŶ denote the weight matrices and the bias parameters
which map the input and the hidden layers to the cell gate.
Wx, hx and Wy, hy represent the weight and bias parameters
that map the hidden and input layers to ILt̂:

Ũt̂ = tanh
(
WŶ Ft̂ + hŶ +WX̂H̃t̂−1 + hX̂

)
, (21)

ILt̂ = κ
(
WyFt̂ + hy +WxH̃t̂−1 + hx

)
, (22)

C̃t̂ = Ĝt̂C̃t̂−1 + ILt̂f̂t̂, (23)

Finally, the LSTM obtains a hidden layer (output) from the
output gate as:

ot̂ = κ
(
WêFt̂ + hê +Wr̂H̃t̂−1 + hr̂

)
, (24)

H̃t̂ = ot̂ tanh
(
C̃t̂
)
, (25)

where Wê, hê and Wr̂, hr̂ indicate the weight and bias pa-
rameters used for mapping the input and hidden layers to ot̂
respectively. The output of LSTM is denoted as CLLSTM.

For organizing the sequential data stream, learning a continu-
ous representation might be beneficial. An RNN is dedicated
to encoding sequential data. Here, a Bi-GRU for learning the
features from a sentence sequence, with GCN appending the
outputs for DDI extraction afterward, is used. Bi-GRU [42] is
broken down into two sections for calculation: forward and
reverse sequence information transfers. The forward GRU for
a given sentence Z̃ = (z1, z2, . . . , zn), z ∈ ℑk̃, z signifies
the current word concatenating vector. The forward GRU is:

î = σ
(
wỹîỹg̃ + wĥîĥg̃−1 + ãî

)
, (26)

l̃ = σ
(
wỹl̃ỹg̃ + wĥl̂ĥg̃−1 + ãl̃

)
, (27)

s̃ = tanh
(
wỹs̃ỹg̃ + wĥs̃

(̂
iΘ
)
ĥg̃−1 + ãs̃

)
, (28)

ĥ =
(
1− l̃

)
Θĥg̃−1 + l̃Θs̃, (29)

where w∗ and ã∗ are the weight matrix and the bias vector,
respectively, σ denotes the sigmoid function, ĥg̃ is the hidden
state of the current time step g̃, Θ is element-wise multiplica-
tion, and ỹg̃ is the input word vector at time step g̃, h⃗î and
indicate the forward GRU and backward GRU output, respec-
tively. The Bi-GRU output is indicated as ĥBi-GRU

î
=
[
h⃗î;

]
.

The final classification output is:

Out =
CLLSTM + ĥBi-GRU

î

2
. (30)
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6. LSTM Weight Optimization via OLAO

The weights of LSTM are tuned to optimal levels via the
OLAO method adopted. Figure 3 illustrates the input solution
to the adopted OLAO model. The total count of weights in
LSTM is indicated as N . The final outputs of both Bi-GRU
and LSTM are averaged to obtain the overall outcome. The
error function is determined as error = (1− accuracy). The
objective function Obj of the implemented scheme is:

Obj = min(error). (31)

Fig. 3. Solution encoding.

6.1. Proposed OLAO Algorithm

Despite AO [43] offering better exploration capabilities,
a good chance of reaching the optimal solution, and good
exploitation-related abilities, it suffers from insufficient lo-
cal exploitation ability. To overcome this problem, the OLAO
model is proposed as an enhancement of the existing optimiza-
tion models [44], [45]–[48]. AO is inspired by the behavior
of hunting Aquila birds. The proposed OLAO concept de-
ploys an OBL solution [49] that is modeled for generating
opposite solutions. Specific points and their opposites are cal-
culated simultaneously to select the best solution. OBL-based
initialization guarantees an improved convergence rate, thus
quickly reaching enhanced solutions.

6.2. Initialization of Solutions

The optimization rule relied upon in AO is a population-based
method that starts with a population of candidate solutions
D, as shown in Eq. (32). The said population is created
stochastically between the lower LB and upper UB bounds of
the specific issue. In each iteration, the best answer obtained
is selected as the roughly optimal solution.

D =



q̃1,1 . . . q̃1,j q̃1,Dim−1 q̃1,Dim

q̃2,1 . . . q̃2,̃ȷ . . . q̃2,Dim

. . . . . . . . . . . . . . .

...
...

...
...

...

q̃A−1,1 . . . q̃A−1,̃ȷ . . . q̃A−1,Dim

q̃A . . . q̃A,̃ȷ q̃A,Dim−1 q̃A,Dim


, (32)

where D indicates the group of current candidate solutions
that are created randomly in Eq. (33), Dı̃ represents the
position of the ı̃-th solution, A denotes the entire count of
candidate solutions, and Dim refers to the dimension of the
issue.

Dı̃̃ȷ = rand× (UBȷ̃ − LBȷ̃) + LBȷ̃,

ı̃ = 1, 2, . . . , A, ȷ̃ = 1, 2, . . . ,Dim,
(33)

where rand denotes a random number, LBȷ̃ indicates the ȷ̃-th
lower bound, and UBȷ̃ refers to the ȷ̃-th upper bound of the
issue.

6.3. AO mathematical Model

The proposed AO method imitates the behavior of Aquila’s
during each stage of the hunting at process. If l̃ ¬ 23 L̃ the
exploration phases are exciting, it could move from explo-
ration to exploitation steps using different behaviors, else, the
exploitation phases are done.
The behavior of Aquilas is represented as a mathematical
optimization framework whose goal is to find the optimum
solution taking into consideration a given set of constraints.
The mathematical model of the AO algorithm is determined
as follows.
Step 1. Expanded exploration D1. In the first model D1,
the Aquila identifies the its and chooses the optimal hunting
location by soaring high in a vertical stoop. The AO requires
high explorers to determine the area of the search space in
which the prey is located. This behavior is represented as:

D1(l̃ + 1) = Dbest(l̃) ·
(
1− l̃

L̃

)
+
[
DM̃ (l̃)−Dbest(l̃) · rand

]
, (34)

whereD1(l̃+1) denotes the next iteration of the t solution that
is produced by the initial search technique D1. This indicates
the approximate location of the prey and Dbest(l̃) is the best
solution obtain until the l̃-th iteration. Expression 1−l̃

L̃
is often

used to regulate the number of iterations in the extended
search (exploration). DM̃ (l̃) indicates the mean value of the
current solutions linked at the time of iteration l̃-th, as given
by Eq. (35). l̃ and L̃ represent the current iteration as well as
the higher number of iterations, respectively.

DM̃ (l) =
1
A

A∑
ı̃=1

Dı̃(l̃) ∀̃ȷ = 1, 2, . . . ,Dim, (35)

where Dim denotes the dimension of the issue andA indicates
the count of candidate solutions (population size).
Step 2. Narrowed exploration D2. Whenever the prey loca-
tion is determined by a higher soar, the Aquila circles around
the target, surveys the land and attacks using the second
method D2. In anticipation of the attack, AO carefully inves-
tigates the specific region of the targeted prey. This behavior
is formulated as:

D2(l̃ + 1) = Dbest(l̃)× Levy(β)

+DR̃(l̃) + (u⃗− v⃗) · rand, (36)

where D2(l̃ + 1) denotes the next iteration of l̃ solution, as
determined by the second search procedure D2. β indicates
the dimension space, the Levy flight distribution Levy(β)
functions given by Eq. (37), while DR̃(l̃) denotes a random
solution from the 1, . . . , A at l̃-th iteration.

Levy(β) = s̄ · h̄× ϑ
|ḡ|
1
ρ

, (37)
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where s̄ denotes a constant value of 0.01, ĥ and ḡ denote
random numbers between 0 and 1, ϑ is determined as:

ϑ =
Γ (1 + ρ) · sin e

πρ
2

Γ 1+ρ2 · ρ · 2
ρ−1
2

, (38)

where ρ denotes a constant value of 1.5. In Eq. (36), ū and
v̄ present the spiral shape in the search, as determined in
Eqs. (39), (40).

ū = d̄ cos(θ), (39)

v̄ = d̄ sin(θ), (40)

where:
d̄ = d̄1 + Z̄β1, (41)

θ = −ψβ1 + θ1, (42)

θ1 =
3π
2
. (43)

Z̄ indicates a low value fixed at 0.00565, β1 denotes a minor
integer of 0.005 and ψ refers to an integer number from 1 to
the length of the search area (Dim). d̄ and d̄1 assume a value
between 1 and 20 for fixing the range of the search cycles.
However, as per the proposed OLAO method, d̄ and d̄1 are
randomly generated with τ = 2, 414 as:

x̄n̄+1 = 2τ |x̄n̄| (1− 2 |x̄n̄|) , 0 < x̄n̄ < 1. (44)

Step 3. Expanded exploitation (D3). Whenever the prey
area is identified and the Aquila is ready to land and attack,
the third method is used D3. This behavior is represented as:

D3(l̃ + 1) =
[
Dbest(l̃)−DM̃ (l̃)

]
· α− rand

+ [(UB− LB) · rand+ LB]× µ. (45)

Here D3(l̃ + 1) denotes the solution of the next iteration l̃,
Dbest(l̃) indicates the prey’s approximate location until the
ı̃-th iteration (the greatest solution), and DM̃ (l̃) signifies the
mean value of the current solution at the t-th iteration.α and µ
are the exploitation modification parameters set to a minimum
value of 0.1. LB indicates the problem’s lower bound, and
UB signifies the problem’s upper bound.

Step 4. Narrowed exploitation D4. While the Aquila model
prey in the 4-th method D4, it strikes over land depending on
their stochastic motions. Such an approach is referred to as
“walk and grab prey”. AO attacks the prey at the last location.
This behavior is described as:

D4(l̃ + 1) = QF ·Dbest(l̃)−
[
G̃1 ·D(l̃) · rand

]
− G̃2 · Levy(β) + rand · G̃1. (46)

D4(l̃ + 1) denotes the solution of the fourth search method’s
iteration l̃, and QF represents a quality function from Eq. (47),
used to equalize the search techniques. G̃1 represents different
AO movements that are utilized to track the prey during the
flight and is derived using Eq. (48). G̃2 provides decreasing
numbers from 2 to 0, reflecting the AO’s flight slope used
to follow the prey during its elope from the 1-st to the last
(l̃) location, as created by Eq. (49). D(l̃) denotes the present

iteration’s l̃-th solution.

QF(l̃) = l̃
2·rand−1
(1−L̃)2 , (47)

G̃1 = 2 · rand− 1, (48)

G̃2 = 2 ·
(
1− l̃

L̃

)
. (49)

QF(l̃) is the l̃-th iteration’s quality function value, l̃ and L̃
show the current iteration as well as the higher count of
iterations. Algorithm 1 illustrates the pseudo-code of the
proposed OLAO model.

Algorithm 1. OLAO scheme adopted
Initialization phase
Population initialization D in AO
Initialize the AO parameters
As per the proposed OLAO model the OBL concept is
deployed
while (the end condition is not met) do

Compute the fitness function values:
Dbest(l̃)

for ı̃ = 1, 2, . . . , A do

Mean value update DM̃ (l̃).
Update v̄, ū, G̃1, G̃2, Levy(β), etc.
if l̃ ¬ 23 · L̃ then
if rand ¬ 0.5 then

Step 1. Expanded exploration (D1)
Current solution update in Eq. (34)
if Fitness[D1(l̃ + 1)] < Fitness[D(l̃)] then
D(l̃) = D1(l̃ + 1)

if Fitness[D1(l̃ + 1)] < Fitness[Dbest(l̃)] then

Dbest l̃) = (D1(l̃ + 1)

end if

end if

else

Step 2. Narrowed exploration (D2)
Current solution update in Eq. (36)
if Fitness[D2(l̃ + 1)] < Fitness[D(l̃)] then
D(l̃) = D2(l̃ + 1)

if Fitness[D2(l̃ + 1)] < Fitness[Dbest(l̃)] then

Dbest(l̃) = D2(l̃ + 1)

d̄ and d̄1
are randomly generated as in Eq. (44)
end if

end if

end if

else

if rand ¬ 0.5 then
Step 3. Expanded exploitation (D3)
Current solution update in Eq. (45)
if Fitness[D3(l̃ + 1)] < Fitness[D(l̃)] then
D(l̃) = (D3 l̃ + 1)
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if Fitness[D3(l̃ + 1)] < Fitness[Dbest(l̃)] then

Dbest(l̃) = (D3 l̃ + 1)

end if

end if

else

Step 4. Narrowed exploitation (D4)
Current solution update in Eq. (46)
if Fitness(D4[l̃ + 1)] < Fitness[D(l)] then
D(l̃) = (D4 l̃ + 1)

if Fitness[D4(l̃ + 1)] < Fitness[Dbest(l̃)] then

Dbest(l̃) = (D4 l̃ + 1)

end if

end if

end if

end if

end for

end while

Return (Dbest)

7. Results and Discussions

The adopted multimodal sarcasm detection with HC+OLAO
scheme was implemented in Python. The outcomes were
computed for the extant schemes such as HC + PRO [50],
HC+AO [43], HC+SSO [51], HC+CMBO [52], HC+ALO
[53], CNN [54], RNN [55], RF [56], NB [57], Bi-GRU [26],
and NN [23]. Furthermore, its performance was evaluated by
varying the learning percentage metrics, such as precision,
sensitivity, accuracy, specificity, FNR, FDR, F-score, MCC,
FPR, rand index, and NPV, correspondingly.

Next, the authors extracted a representative sample from the
collection of 6,365 annotated videos. The dataset obtained
contained 690 movies with an equal amount of sarcastic and
non-sarcastic classifications. The sample images are shown
in Fig. 4.

7.1. Dataset Description

The dataset is taken from [58]. The MUStARD dataset is
a multimodal video corpus used for automated sarcasm dis-
covery studies. The Big Bang Theory, The Golden Girls,
Friends, and Sarcasmaholics Anonymous are just a few of
the well-known TV programs that are included in the dataset.
MUStARD is a collection of sarcastic label-annotated au-
diovisual utterances accompanied by their context, which
offers more details about the situation in which the utter-
ance is made. A novel dataset (MUStARD) comprises short
videos that have been carefully annotated for their sarcastic
feature, allowing researchers to investigate the topic. They
chose to work with a balanced sample of sardonic as well
as non-sarcastic clips to enable us to conduct our tests that
expressly focus on the multimodal components of sarcasm.

7.2. Performance Analysis

The performance analysis of the presented HC+OLAO model
is illustrated in Figs. 5–7. The adopted HC+ OLAO scheme
attains higher accuracy (0.86) for the learning rate of 60
percent (compared to the learning rate of 80 percent) than
other existing schemes, as shown in Fig. 5a. This demonstrates
the impact of the improved features on the text and video data,
and the contribution of the optimization strategy to tuning
the weights for better training results.
The HC + OLAO scheme attains higher sensitivity (0.98)
(for a learning rate of 80 percent) than other extant schemes
– see Fig. 5b. The proposed HC+ OLAO scheme has shown
a maximum precision value, ensuring better performance than
other conventional models at the learning rate of 80 percent,
as shown in Fig. 5c. This proves the impact of HC which gets
trained with the suitable features. As the weights of LSTM
are tuned optimally, the proposed HC + OLAO technique
paves the way for better detection of the presence of sarcasm
from multimodal inputs.
The metrics of the developed HC+ OLAO scheme that are
worse than those of the traditional approaches, including
FPR, FNR, and FDR, are represented in Fig. 6. Similarly,
the adopted HC+ OLAO model attains the minimum FDR
value for a learning rate of 80 percent, when compared with
the learning rate of 80 percent, as shown in Fig. 6c. The
HC+ OLAO model proves that the lower FPR value offers
better performance for the learning rate of 60 percent than
the conventional models, as shown in Fig. 6b. The lower FNR
(0.2) value of the proposed model means it is less prone to
outcome errors at the learning rate of 70 percent, as depicted
in Fig. 6a. The performance analysis has proven that the HC+
OLAO scheme has converged with the objective (lower error).
Figure 7 represents other metrics analyzed, such as MCC,
NPV, rand index, and F-score. The graph clearly illustrates that
MCC of the HC+OLAO model attains a higher value (0.71)
for learning the learning rate of 70 percent. However, existing
models attain lower values, as shown in Fig. 7c. Similarly, the
proposed model achieves the maximum NPV value (0.8) for
a learning rate of 60 percent, compared to the learning rate
of 80 percent, as shown in Fig. 7a. Likewise, the F-score for
the learning rate of 70 percent is superior to other traditional
schemes (Fig. 7b). The rand index for the learning rate of 60
percent achieves a higher value (0.99). Consequently, it has
been proven that the presented HC+OLAO model surpasses
other solutions in terms of performance.

7.3. Overall Performance Analysis

The overall performance analysis of the developed HC +
OLAO scheme, comparing it with other models, is summa-
rized in Tables 3–5 for learning rates of 60, 70 and 80 percent,
respectively. The learning rate is a tuning parameter in an
optimization algorithm that determines the step size at each
iteration. The proposed scheme achieves maximum accuracy
values (0.86) to the extant approaches at the learning rate of
60 percent, and superior F-measure outcomes for the learn-
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Fig. 4. Representation of: (a) audio preprocessing and (b) image preprocessing.
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Tab. 3. Overall performance analysis for the learning rate of 60 percent.

Metric
Method

HC+
PRO
[50]

HC+
AO
[43]

HC+
SSO
[51]

HC+
CMBO

[52]

HC+
ALO
[53]

CNN
[54]

RNN
[55] RF [56] NB

[54]

Bi-
GRU
[26]

NN
[23]

HC+
OLAO

FDR 0.40 0.41 0.30 0.45 0.47 0.15 0.21 0.45 0.21 0.33 0.49 0.11
Sensitivity 0.74 0.83 0.75 0.75 0.95 0.56 0.38 0.78 0.76 0.80 0.77 0.79
MCC 0.26 0.29 0.43 0.17 0.23 0.57 0.42 0.19 0.68 0.43 0.09 0.70
Precision 0.62 0.62 0.72 0.57 0.56 0.96 0.92 0.58 0.89 0.70 0.55 0.92
FPR 0.48 0.55 0.32 0.59 0.78 0.13 0.13 0.59 0.27 0.37 0.69 0.09
F-measure 0.68 0.71 0.74 0.65 0.71 0.71 0.54 0.66 0.82 0.75 0.64 0.85
Specificity 0.55 0.48 0.71 0.44 0.25 0.99 0.99 0.44 0.91 0.66 0.34 0.94
FNR 0.29 0.40 0.28 0.28 0.25 0.47 0.65 0.25 0.24 0.23 0.26 0.24
NPV 0.68 0.73 0.75 0.63 0.78 0.70 0.63 0.66 0.80 0.77 0.59 0.82
Accuracy 0.61 0.60 0.73 0.59 0.60 0.77 0.69 0.61 0.84 0.73 0.56 0.86
Rand index 0.82 0.82 0.87 0.78 0.78 0.89 0.84 0.79 0.92 0.87 0.76 0.94

Tab. 4. Overall performance analysis for the learning rate of 70 percent.

Metric
Method

HC+
PRO
[50]

HC+
AO
[43]

HC+
SSO
[51]

HC+
CMBO

[52]

HC+
ALO
[53]

CNN
[54]

RNN
[55] RF [56] NB

[54]

Bi-
GRU
[26]

NN
[23]

HC+
OLAO

FDR 0.16 0.19 0.17 0.19 0.13 0.19 0.36 0.22 0.30 0.25 0.54 0.13
Sensitivity 0.96 0.95 0.92 0.27 0.69 0.36 0.72 0.23 0.81 0.86 0.67 0.83
MCC 0.26 0.24 0.23 0.37 0.61 0.49 0.64 0.33 0.70 0.66 0.02 0.72
Precision 0.57 0.56 0.57 0.97 0.90 1.03 0.91 0.96 0.88 0.83 0.49 0.91
FPR 0.77 0.77 0.74 0.15 0.29 0.14 0.28 0.15 0.33 0.21 0.65 0.11
F-measure 0.71 0.71 0.70 0.42 0.78 0.54 0.80 0.37 0.84 0.85 0.57 0.87
Specificity 0.26 0.26 0.29 1.01 0.94 1.03 0.94 1.01 0.89 0.83 0.38 0.92
FNR 0.21 0.25 0.34 0.76 0.34 0.67 0.31 0.80 0.39 0.34 0.36 0.20
NPV 0.81 0.78 0.74 0.59 0.76 0.65 0.78 0.58 0.82 0.86 0.56 0.85
Accuracy 0.61 0.60 0.60 0.64 0.81 0.72 0.83 0.63 0.85 0.84 0.52 0.87
Rand index 0.79 0.79 0.79 0.81 0.92 0.86 0.92 0.80 0.92 0.93 0.73 0.95

Tab. 5. Overall performance analysis for the learning rate of 80 percent.

Metrics
Methods

HC+
PRO
[50]

HC+
AO
[43]

HC+
SSO
[51]

HC+
CMBO

[52]

HC+
ALO
[53]

CNN
[54]

RNN
[55] RF [56] NB

[54]

Bi-
GRU
[26]

NN
[23]

HC+
OLAO

FDR 0.42 0.40 0.22 0.38 0.22 0.33 0.20 0.20 0.36 0.38 0.48 0.19
Sensitivity 0.88 0.91 0.17 0.89 0.17 0.16 0.32 0.26 0.70 0.92 0.56 0.72
MCC 0.30 0.36 0.26 0.38 0.26 0.29 0.40 0.35 0.55 0.42 0.47 0.57
Precision 0.61 0.63 0.92 0.65 0.92 1.03 0.95 0.95 0.82 0.65 0.56 0.84
FPR 0.61 0.59 0.17 0.53 0.17 0.25 0.21 0.17 0.62 0.53 0.56 0.16
F-measure 0.72 0.74 0.29 0.75 0.29 0.28 0.48 0.40 0.76 0.76 0.56 0.78
Specificity 0.42 0.44 1.01 0.50 1.01 1.03 1.00 1.01 0.84 0.50 0.47 0.87
FNR 0.35 0.36 0.86 0.32 0.86 0.87 0.71 0.77 0.67 0.33 0.48 0.31
NPV 0.75 0.80 0.56 0.80 0.56 0.52 0.60 0.58 0.74 0.84 0.47 0.76
Accuracy 0.65 0.68 0.59 0.69 0.59 0.56 0.66 0.63 0.77 0.71 0.52 0.80
Rand index 0.82 0.83 0.78 0.85 0.78 0.76 0.83 0.81 0.88 0.85 0.73 0.91
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Fig. 5. Performance analysis of the adopted scheme to the extant
approaches for: (a) accuracy, (b) sensitivity, (c) precision, and (d)
specificity.

Fig. 6. Performance analysis of the adopted scheme to the traditional
approaches for: (a) FNR, (b) FPR, and (c) FDR.

Tab. 6. Statistical analysis with respect to accuracy.

Metric Std Dev. Mean Median Best Worst

HC+ PRO [50] 0 1.21 1.21 1.21 1.21

HC+ AO [43] 0.01 1.17 1.17 1.19 1.16

HC+ SSO [51] 0.03 1.20 1.19 1.31 1.19

HC+ CMBO [52] 0 1.32 1.32 1.32 1.32

HC+ ALO [53] 0.04 1.18 1.16 1.26 1.16

HC+ OLAO 0.01 1.16 1.15 1.21 1.15
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Fig. 7. Performance analysis of the adopted scheme to the traditional
approaches for: (a) NPV, (b) F-measure, (c) MCC, and (d) rand
index.

ing rate of 70 percent. However, the existing models show the
worst performance, as they suffer from lower convergence
speed for error minimization purposes.

7.4. Statistical Analysis

The statistical analysis of the proposed approach versus the
existing scheme, based on the accuracy metric, is presented in
Table 5. The best-case scenario proves an enhancement of the
accuracy of results achieved by the proposed HC+ OLAO
model (1.21), with the said results surpassing the values ob-
tained with the use of other models. Mean performance shows
better outcomes for accuracy-related metrics. Therefore, the
proposed model has proved to be more effective in multimodal
sarcasm detection, almost in all scenarios.

7.5. Features Analysis

The feature-based analysis of the proposed model, with an
without relevant comparisons, is illustrated in Table 7.
Also in this case the proposed HC+OLAO model offers better
accuracy than the with conventional BoW, without optimiza-
tion, model with conventional SLBT, and without feature level
fusion, respectively. Further, the proposed HC+OLAO model
holds lower FNR (0.24) with better performance. This im-

Tab. 7. Analysis based on features type of proposed model.

Metric
Without

opti-
mization

With
conven-
tional
BoW

With
conven-
tional
SLBT

Without
feature

level
fusion

HC+
OLAO

Accuracy 0.62 0.85 0.75 0.70 0.86
Sensitivity 0.80 0.77 0.82 0.97 0.79
Specificity 0.45 0.92 0.68 0.43 0.94
Precision 0.60 0.90 0.72 0.69 0.92
FNR 0.26 0.24 0.24 0.32 0.24
F-measure 0.68 0.83 0.77 0.81 0.85
MCC 0.20 0.69 0.45 0.12 0.70
FPR 0.61 0.09 0.38 0.87 0.09
NPV 0.67 0.80 0.79 0.74 0.82
FDR 0.46 0.10 0.34 0.61 0.11
Rand 0.81 0.92 0.89 0.96 0.94

Fig. 8. Convergence analysis of the proposed and other approaches.
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plies that the combination proposed in the system is suitable
for multimodal sarcasm detection.

7.6. Convergence Analysis

The convergence of the adopted OLAO model is examined and
compared with that of the traditional schemes by varying the
iteration count between 0, 5, 10, 1, 20, and 25, respectively.
Figure 8 illustrates the convergence analysis of the presented
method, compared with the traditional schemes. The cost
function of the OLAO model is minimized as the count of
iterations increases. In addition, the cost function began to
decrease from 10–12 iterations. The cost function provides
a lower constant value (1.15) for 12–25 iterations than other
existing models, such as PRO, AO, SSO, CMBO, and ALO.
The proposed OLAO approach achieves the minimum cost
function as per the objectives defined in Eq. (27).
Therefore, it is proven that the adopted OLAO approach
returns a lower cost function with superior outcomes.

8. Conclusion

This work has identified a new multimodal sarcasm detec-
tion method that includes four stages: pre-processing, feature
extraction, feature level fusion, and classification. The ex-
tracted features were subjected to feature level fusion. In this
phase, an improved multilevel CCA fusion technique was
applied. The classification was performed using HC solu-
tions, such as LSTM and Bi-GRU. Finally, the outputs of
LSTM and Bi-GRU were averaged to obtain an effective out-
put. In order to render the detection method more accurate
and precise, the weight of LSTM was tuned using the pro-
posed OLAO model. The final result showed whether any
sarcasm was present or not in the analyzed sample. Final-
ly, the results of the adopted technique were compared with
the extant methods, with various metrics, including F-score,
FDR, specificity, FPR, accuracy, FNR, sensitivity, precision,
NPV, rand index, and MCC, taken into consideration. The
mean performance of the adopted HC + OLAO approach
is better in terms of accuracy-related metrics, when com-
pared with traditional schemes, such as HC+PRO, HC+AO,
HC+ SSO, HC+ CMBO, and HC+ ALO.
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