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Abstract 

For many years and since its appearance, Digital Wavelet Transform DWT has been used with great success in a 

wide range of applications especially in image compression and signal de-noising. Combined with several and 

various approaches, this powerful mathematical tool has shown its strength to compress images with high 

compression ratio and good visual quality. This paper attempts to demonstrate that it is needless to follow the 

classical three stages process of compression: pixels transformation, quantization and binary coding when 

compressing images using the baseline method. Indeed, in this work, we propose a new scheme of image 

compression system based on an unsupervised convolutional neural network AutoEncoder (CAE) that will 

reconstruct the approximate sub-band issue from image decomposition by the wavelet transform DWT. In order 

To evaluate the model’s performance we use Kodak dataset containing a set of 24 images never compressed 

with a lossy algorithm technique and applied the approach on every one of them. We compared our achieved 

results with those obtained using standard compression method. We draw this comparison in terms of four 

performance parameters: Structural Similarity Index Metrix SSIM, Peak Signal to Noise Ratio PSNR, Mean 

Square Error MSE and Compression Ratio CR. The proposed scheme offers significate improvement in 

distortion metrics over the traditional image compression method when evaluated for perceptual quality 

moreover it produces better visual quality images with clearer details and textures which demonstrates its 

effectiveness and its robustness. 

Keywords: Wavelet Transform DWT; Unsupervised Neural Network; AutoEncoder; Approximate Image; RGB 

Image; Image Compression. 
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1. Introduction  

Day after day the number of data created and transmitted keep growing due, in the first hand to the huge 

increase of means of communications and computer applications like Internet of Things IoT, and in the second 

hand to the digitalization of every sector in human’s life such medicine, multimedia domains where it is an 

evident need to reduce the size as data at hand can be extremely large. Consequently digital image compression 

has received significant attention from researchers in order to create effective techniques for compression 

algorithms that led to achieve a simplified model using less memory than the original one. Moreover, this last 

years over than 70% of internet traffic is streaming of digital media [1], it’s why it has been challenging for 

classic compression algorithms to adapt to the rising demand and develop complete model compression pipeline 

that combines many approaches in the purpose to take advantages and benefits from every one of them. Among 

these approaches, we have Machine Learning algorithms ML especially Deep Neuronal Networks DNN.  

In recent years, DNN have recently received lots of attention, been applied to different applications and 

achieved great accuracy improvements in many tasks mainly in image processing.  

They are part of ML that works by using deeper convolutional layers. They are especially well suited to 

identification applications such as face recognition [2], text translation [3], voice recognition [4, 5] and 

advanced driver assistance systems including lane classification and traffic sign recognition [6]…. According to 

the architecture of a convolutional neuronal network, the image passes through many layers until the output one. 

During each layer learning, the DNN attempts to detect different features by several filters, which are applied to 

each training image at different resolutions, and the output of each convolved image is used as the input to the 

next layer. The filters can start as very simple features, such as brightness and edges, and increase in complexity 

to features that uniquely define the object as the layers progress [7].  

In this work, we are interested on one of most popular algorithms for deep learning namely convolutional 

autoencoder CAE. In such architecture, the network reproduces its inputs at the output layer by learning 

efficient coding of unlabelled data using an unsupervised learning technique [8]. Moreover, the CAE contains an 

internal ―bottleneck‖ layer, containing fewer nodes than input or output layers, which forces the network to 

develop a compact representation of the input data by ignoring insignificant features thus forces the learned 

representations to assume useful properties [8]. Autoencoders are applied to many problems, from classification 

[9], facial recognition [10], feature detection [11], anomaly detection to acquiring the meaning of words [12,13]. 

Autoencoders are also generative models which means that they can randomly generate new data that is similar 

to the data in its input [14]. 

The main core of the following paper is organized around four sections: section2 summarizes some related 

works in this field. Section3 describes in details the proposed approach including the architecture of the 

autoencoder and the steps followed to achieve this work. Section 4 reports experimental results and compares 

the obtained values of metrics with those of baseline methods. Finally, section5 concludes this paper with 

discuss the remaining challenges and possible directions for future works. 
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2. Literature Review 

Digital image compression is a topical research area in the field of image processing due to its large number of 

applications such as aerial surveillance, recognition, medicine, multimedia… and every day the number of 

images treated is growing rapidly which indicates that there is an evident and urgent need to develop more and 

more efficiency image compression schemes. Moreover, this large amount of images need to be secured and 

easily transmitted. For all those reasons and others, this domain has received significant attention from 

researchers whose major focus is to develop different compression schemes that provide good visual quality 

with fewer bits to represent digital images in order to reduce the memory required for their storage. 

For many years, image compression techniques based on wavelet transform have been considered as a powerful 

tool that compress images at higher compression ratio thanks to their particularity to be a time-frequency 

representation [15]. Every stage of image compression process mainly those based on wavelet transforms has 

received an important attention from scientists and many works have emerged during the last decade proving 

that this algorithms are a valuable tool for image processing [16, 17, 18, 19, 20]. JPEG2000 (Join Photographic 

Experts Group 2000) standard is the most famous compression algorithm based wavelet transform, developed to 

replace its predecessor JPEG discrete cosine transform (DCT)-based method [21, 22, 23, 24, 25, 26]. For many 

years and thanks to several works emerged later, this algorithm have proved its efficiency as a powerful 

compression tool that produce the best quality or performance consequentially it is widely used in various 

domains such Internet, digital photography, remote sensing, mobile, medical imagery, digital libraries/archives, 

and E-commerce [27, 28, 29, 30, 31]. 

The last years and due to the Artificial Intelligence AI advances especially Machine learning ML, different 

image compression techniques combining multi-resolution aspect of wavelets to parallel processing of data and 

training process of neuronal networks emerged and the list is so huge to be listed [32, 33, 34, 35, 36]. In fact, 

neural network implementation in every stage of an image compression system has received an important 

attention from scientists and many works have been developed during last decade supporting combination 

between the two algorithms [37, 38, 39, 40]. Furthermore and since the rise of Deep Learning, networks based 

deep layers have widely been involved in image compression process especially unsupervised called 

autoencoder. In the beginning, Mark A. Kramer [8] developed a Nonlinear Principal Component Analysis 

technique NLPCA to identify and remove correlations among problem variables in the purpose of 

dimensionality reduction. Later, this technique has been considered as the pioneer architecture of the 

autoencoders. Thus, began the ere of compressive autoencoder and many works have emerged with promising 

results surpassing existing lossy image compression algorithms [41, 42, 43, 44, 45, 46, 47]. 

In the field of image compression based wavelet transform and autoencoder algorithms, Y. Chuxi and 

colleagues [48] proposed a deep image compression approach in wavelet transform domain based on high 

frequency sub-band prediction by low-frequency sub-band. In the same time, all sub-bands feed different 

autoencoders which encode them with a conditional probability model for entropy coding moreover, the entire 

training process is unsupervised, and the auto-encoders and the conditional probability model are trained jointly. 

The propose model outputs results that outperform JPEG, JPEG2000, BPG, and some mainstream neural 
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network-based image compression. H. MA and colleagues [49] proposed iWave++ a versatile end-to-end 

optimized image compression scheme based on wavelet transform in which a trained autoencoder converts 

images into coefficients without any information loss after, the coefficients are optionally quantized and 

encoded into bits. Their experimental results obtained using the Kodak dataset demonstrate that lossy iWave++ 

leads to 17.34 percent bits saving over BPG and lossless iWave++ achieves comparable or better performance 

than FLIF. T. Williams and colleagues [50] developed a scheme for image classification that converted data to 

the wavelet domain, consequently important features learning occurred over differing low to high frequencies 

and by processing the fused features mapping led to advance in the detection and classification accuracy. In 

spite of their proposed methods having limitations in their present structure, shown results demonstrate that their 

wavelet-based ensemble network would perform at a greater accuracy and comparable to greater computational 

cost than traditional deep neural network methods. A. Paul and colleagues [51] proposed a denoising method 

composed by dual branch deep neural network based architecture working on wavelet-transformed bands to 

remove multiple frequently encountered noise patterns from hyperspectral images. Experimental results 

demonstrate the superior performance of the proposed network compared to other state-of-the-art denoising 

methods with PSNR 36.74, SSIM 0.97 and overall accuracy 94.03 %. Q. Feng and colleagues [52] developed a 

model based on Haar wavelet transformation that used as feature extraction for data compression and a 

pseudoinverse learning algorithm based autoencoders to identify and recognize images. Experimental results 

show that the proposed model, compared with filters, CNN, and pseudoinverse learning autoencoders, takes less 

training time, at the same time it acquires comparative recognition accuracy. Q. Zho and colleagues [53] 

proposed a wavelet loss function to better generate and reconstruct images. In fact, wavelet transform is applied 

to the reconstructed image loss function of the auto-encoder, and the frequency characteristics of the 

decomposed image are used to constrain it. The authors conducted their comparative experiments on two larger-

size image datasets (FaceSrub, COIL20) and a small-size image dataset (Fashion_MNIST), and proved the 

effectiveness of the wavelet loss function. At the same time, they proposed a new image quality index called 

wavelet high-frequency signal-to-noise ratio (WHF-SNR), which can better measure the quality of the 

reconstructed image of the auto-encoder. H. Luo and colleagues  [54] presented in their paper a novel scheme to 

learn high-level representative features and conduct classification for hyperspectral image (HSI) data in an 

automatic fashion. Experimental results on two real HSI data sets demonstrate that the proposed strategy 

improves classification performance in comparison with other state-of-the-art handcrafted feature extractors and 

their combinations. 

3. Work Methodology 

3.1. Scheme of paper idea 

The aim of this present work is in first hand, to develop an efficient image compression system which combines 

the features of both wavelet transform and convolutional autoencoder and in second hand to design an effective 

loss compression scheme that is suitable to high-dimensional data. In fact, in one side we want take advantages 

from the wavelet decomposition as a multiresolution time-frequency representation that uses both time and the 

frequency of the signal to analyze. In the other side, we exploit the nonlinear dimensionality reduction aspect of 

unsupervised deep neural network autoencoder. Thus, we propose a new approach as a mixture of the two 

techniques illustrated by the scheme in figure 1, where we summarized all the steps followed:  
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Figure 1: Steps illustrating the proposed scheme. 

  To achieve our work we followed the following steps according to the previous scheme: 

 An input Kodak image with initial size 768 × 512 is resized to 512 × 512. 

 The study is divided into two parallel parts: the first one the digital image is decomposed by a DWT 

into sub-band in the horizontal and vertical directions in one level. From this emerge three detailed sub-

images: horizontal high-pass sub-image, vertical high-pass sub-image and diagonal high-pass sub-

image and one approximate low-pass sub-image as indicated in figure 2:  

 

Figure 2: Wavelet image decomposition in Level1. 
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 In this stage of the research, our interest focuses in the approximate image. The idea is to put this image 

as input layer for a CAE to reproduce it at the output layer. In other words, the goal is to reconstruct the 

approximate image by forcing the CAE to determine a compressed version of the image in its input by 

considering only meaningful features and with the lowest amount of loss.  

 To evaluate the compression system performance, we consider the following metrics: 

- CR (Compression Ratio) is defined as [16, 17]: 

    
                      

                        
                                                                                

- MSE ( Mean Square Error): calculates the mean square error between each pixels for the two images to 

compare. It is defined by the following equation [16, 17]: 
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Where C is the number of channel whereas M×N is the size of each image. 

- SSIM (Structural Similarity Index Metric) measures similarities within pixels of two images. This 

measurement involves luminance differences, contrast differences and structural variations and defined 

as [57, 58, 59]: 
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With :     Pixel sample mean of x; 

    Pixel sample mean of y; 

  
   Variance of x; 

  
   Variance of y; 

    Covariance of x and y; 

        
           

   : Two variables to stabilize the division with weak denominator; L the dynamic 

range of the pixel-values  

                    

This structural metric ranges from minus one (opposite contrast) to zero (completely different) to one 

(completely identical) [57, 60]. 
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- PSNR (Peak Signal to Noise Ratio) measures, in decibels, the perceptual quality of the image 

compressed on the ter of distortion. It is commonly used to quantify reconstruction quality for images 

and video subject to lossy compression and defined as [55, 56, 57]: 

            (
    

   
)                                                                                                 

Where MAX is the maximum valid value for a pixel 

 As indicated in the scheme relating to the steps followed to achieve this work, in some cases we need 

to resize the images used. To accomplish this stage we opted for the interpolation algorithms based on 

the use of interpolation kernel that calculates the value of a pixel using a weighted average of 

neighboring pixel values. These algorithms are efficient in increasing image resolution as well as in 

decreasing it [61]. We tried several interpolation algorithms finally, we choose to work with the bi-

cubic algorithm because of the greater number of known pixel values considered while estimating the 

desired value which makes it the slowest algorithm in the terms of processing time whereas it produces 

noticeably sharper image with best quality. In effect, this algorithm takes into account the 16 pixels 

surrounding the considered pixel and use an interpolation kernel 4×4 to calculate the value of the 

desired pixel. Figure 3 demonstrates the two process of increasing or reducing the image: 

 

Figure 3: Resizing the original image by bi-cubic algorithm. 

3.2.  Proposed AutoEncoder Architecture 

As mentioned before, the main idea of this work is to reconstruct the approximate image issue from 

decomposing the original image by wavelet Bior1.1 using an unsupervised deep neural network namely 

autoencoder defined with two dense layers: an encoder, which compresses the images into a latent vector, and a 

decoder that reconstructs the original image from the latent space. The raison of using an autoencoder 

architecture to reconstruct images is because during the training process the CAE network learns different 

features at different depth and as we go deeper and deeper it learns higher features which allows it to be more 

rich in features therefore we propose for this work a CAE with the architecture shown in figure 4. 
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Figure4: Architecture of the autoencoder used to reconctruct the approximate image. 

As indicated on this figure, the encoder part is structured around four convolutional blocks that have the 

following characteristics: 

 The 1st convolutional block contains two layers working successively. The first one performs 

convolutional operations between the input data and 64 filters of 3×3 and generates 64 features maps 

activated by the nonlinear function ReLU (Rectified Linear Unit) defined as [62, 63]:   

              {
            
             

                                                                                    

This activation function performs a nonlinear threshold operation, where any input value less than zero is set to 

zero. The second is a sampling layer obtained after performing maxpooling operation that acts as down-

sampling function by dividing the input to pooling regions and computes the maximum value of each region. All 

these operations are carried out with the stride parameter set to 2. 

 The 2
nd

, 3
th

 and the 4
th

 convolutional blocks have the same architecture as the previous one with the 

difference that the number of filters is increased to 128, 256 and 512 respectively. The output of the 

last convolutional block generates the latent features representation, which preserves only the most 

relevant aspects of the input image. 

The second part of the CAE called decoder has four convolutional blocks aiming to reproduce the input image 

from the latent space. The layers have the following characteristics: 

 The 1st to the 4th convolutional blocks represent the opposite side of the encoder and each block 

contains transpose convolutional layer, with the same number of filters and kernels as the encoder 

blocks in order to upsample the data by 2. Each block is followed by convolutional layer using ReLU 

activation function. 
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 An extra convolutional layer is added at the end of the CAE architecture adopted for this work. Its 

purpose is to output the reconstructed image representing a compressed version of the original image in 

the input of the network. This last layer contains one filter of size 3×3 and a stride of 1 with Sigmoid 

activation  function defined as [62, 63]: 

        
 

     
                                                                                                           

We choose to train our CAE using Adam optimizer [64] and MSE (Mean Square Error) as Loss function. For 

each image in the dataset Kodak, The network training continues for 1000 epochs, which allows us to achieve 

an accuracy between 97% and 99% to reconstruct the approximate image. This accuracy is sufficient to get an 

image quality visually acceptable. Also, the network is trained with the Batch normalization algorithm to get 

normalized data as it is the best mean to regulate the network and to make it more strong [65]. 

3.3. Compression by the baseline algorithm 

It is well known that wavelet based image representation has recently emerged as a powerful tool that in image 

processing and computer vision that investigates many fields such as compression, detection, recognition, image 

retrieval and colleagues Based on our hypothesis, baseline compression based wavelet consists, in the first set, 

in image decomposition in level one using the Bior1.1 wavelet. In fact, wavelet transform decomposes the 

digital image into sub-band in the horizontal and vertical directions. Low and high pass filters banks are applied 

to the image along rows and columns separately from this emerge three detailed sub-images: horizontal high-

pass sub-image, vertical high-pass sub-image and diagonal high-pass sub-image and one approximate low-pass 

sub-image [17,19]. In the second step, quantization technique is applied to the spectral coefficients or the 

approximate image and finally a Huffman binary code is used to convert information under binary shape. The 

process of the compression by the baseline method is illustrated in figure 5. 

 

Figure5: Baseline compression process based Wavelet transform. 
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4. Results and Model Evaluation 

As mentioned above, the core of this work is a convolutional autoencoder used to reconstruct the approximate 

image after decomposing the original image by the wavelet.  

This last process allows us to eliminate some details useless and to keep the low-pass sub-image that we put as 

the input layer for an autoencoder to reconstruct it again. This second step contributes to extract more 

insignificant data in the approximate image.  

The model proposed have been validated through different experimental results that had been carried out on the 

particular Kodak dataset.  

For the experimental purpose, Python 3.10 platform was considered and executed in Pycharm EDI with some 

basic packages taken like Numpy, Pywt, Matplotlib and others. In addition, the data analysis packages like 

Keras, Skimage and Tensorflow was taken in an i7 core processor with 2.8 GHz speed and with 16 Go RAM. 

We choose to configure our autoencoder architecture using convolutional layers and increasing the number of 

filters as we go deeper through the network to make the last one more rich in information and to extract more 

interesting features from the original image.  

During the encoder stage, the information flows through the network from one layer to another extracting 

features and creating maps that output a compressed representation (latent space) used in the decoder stage to 

replicate the image in input.  

As a simple feedforward neural network, the autoencoder training is performed through backpropagation of the 

error which means that it is trained to minimize reconstruction errors, named function Loss, between the input 

image and its reconstruct copy. Furthermore, the weights and biases are initialized randomly and iteratively 

updated during training stage.  

From this work, emerge some results summarized in table1 that lists the four metrics coefficients used to 

evaluate this method. In the first hand, we measure the parameters: MSE, PSNR, CR and SSIM by comparing 

the original image and its reconstructed copy issue from the scheme proposed and in the second hand we 

calculate the same metrics between the original image and its compressed version using the baseline method 

based on wavelet decomposition, quantization and Huffman coding. 
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Table 1: Evaluation Parameters of compression for both methods: our proposed and baseline. 

 MSE PSNR CR% SSIM 

Image 

Kodak 

Proposed 

method 

Baseline 

method 

Proposed 

method 

Baseline 

method 

Proposed 

method 

Baseline 

method 

Proposed 

method 

Baseline 

method 

Kodim01 266.780 364.44 23.869 22.515 15.79 4.27 0.747 0.658 

Kodim02 141.924 266.45 26.61 23.874 19.147 4.42 0.83 0.781 

Kodim03 109.733 147.796 27.727 26.434 12.373 5.16 0.895 0.813 

Kodim04 80.071 124.281 29.096 27.187 16.441 5.79 0.869 0.726 

Kodim05 235.378 2587.46 24.413 14.002 9.878 3.31 0.827 0.326 

Kodim06 258.018 325.599 24.014 23.004 18.242 5.16 0.784 0.709 

Kodim07 102.778 118.073 28.012 27.409 8.549 7.23 0.762 0.839 

Kodim08 443.67 692.38 21.664 19.727 11.062 7.53 0.762 0.636 

Kodim09 111.337 162.71 27.664 26.016 20.798 6.32 0.887 0.814 

Kodim10 163.473 171.623 25.996 24.046 16.199 6.51 0.882 0.791 

Kodim11 135.003 224.096 26.827 24.626 16.165 4.49 0.804 0.647 

Kodim12 198.662 146.228 25.15 26.48 18.998 6.34 0.859 0.768 

Kodim13 424.451 4025.62 21.853 12.082 16.787 3.14 0.722 0.274 

Kodim14 154.041 293.215 26.254 23.459 14.185 4.14 0.831 0.637 

Kodim15 119.109 293.491 27.371 23.455 17.527 6.53 0.853 0.653 

Kodim16 398.825 163.085 22.123 26.006 17.109 5.13 0.801 0.730 

Kodim17 69.611 176.769 29.704 25.657 12.793 4.22 0.898 0.657 

Kodim18 146.91 1712.34 26.46 15.795 14.023 4.22 0.827 15.795 

Kodim19 146.999 196.129 26.458 25.205 18.842 6.34 0.824 0.726 

Kodim20 91.749 180.134 28.505 25.575 20.135 6.56 0.885 0.792 

Kodim21 184.183 195.475 25.478 25.22 21.13 4.93 0.862 0.788 

Kodim22 195.859 216.804 25.211 24.77 16.736 5.04 0.819 0.711 

Kodim23 187.225 194.009 25.407 24.982 11.692 7.50 0.919 0.812 

Kodim24 360.836 2032.22 22.558 15.051 10.902 4.51 0.809 0.393 

As we can see all the metrics results obtained using the proposed approach are greater than those achieved by 

the baseline method. Indeed, let us give some insight on each one:  

 Despite the fact that the PSNR coefficient has been shown to perform poorly, compared to other quality 

metrics, when it comes to evaluate the quality of images after a lossy compression [57]. In this work, 

we believe that the evaluation by this parameter is very conclusive since there is no contradiction 

between the PSNR values obtained and the visual side of the compressed image. In addition, as we can 

see, the PSNR metric achieve in the case of most images, best values by our proposed method.  

 Moreover, the mean square error MSE and the CR parameters between the uncompressed and 

compressed image are much outperformed using the proposed scheme.  

 Another most interest parameter is the structural similarity index SSIM. This coefficient is based on 

perception model that considers image degradation as perceived change in structural information and 

takes advantage from tight inter-dependencies between pixels [57, 59]. According to the SSIM values 

shown in the table1, we can confirm that the measurements achieved by the proposed method greatly 

exceed the results obtained by the standard image compression technique. This prove that the 
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compression system scheme proposed yield high-quality compressed image with best values of the 

SSIM parameter. 

There is an exception for two images kodim12 and kodim16. As we can see, PSNR and MSE values are better 

in the baseline method but in the point of view compressed image visual quality, the result with the proposed 

method is better as indicated by the following figure 6. We assume that the reason is that with 1000 epochs, the 

proposed autoencoder architecture achieves only an accuracy of 97% (the lowest value) to reconstruct the 

approximate image for both kodim12 and kodim16. We suppose that with more epochs we can fix this and 

improve the metrics results. 

 

Figure 6: Kodim12 and Kodim16 compressed by proposed CAE and the baseline method. 

To clarify more the meaning of the results presented in the table above, here (Figure7) some perceptual 

examples from the database Kodak. We can see clearly that the compressed image version obtained using the 

proposed method is very close and similar to the original image. Visually talking, we can confirm that the 

approach proposed in this paper performs in quality and in terms of metrics, the baseline method based in the 

classical scheme of a compressed image system. We choose images from various contains, contrasts … to prove 

the new compression scheme effectiveness. 

 

Figure 7: Comparative representation of compressed images: CAE vs baseline method. 
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5. Conclusions 

In this work, we propose a new scheme for image compression based on two powerful techniques namely digital 

wavelet transform DWT and the unsupervised convolutional autoencoder. The purpose of this combination is to 

develop an efficient image compression system that takes on count advantages of each technique. In fact, in one 

side, we have the wavelets a strong tool recently emerged and supported by several research papers as a 

powerful mean to compress images with a good visual quality and fewer bits. In the other side, we have the 

convolutional autoencoder a neural network based on convolutional layers that captures recently, more and more 

significant attention of researchers. To achieve our work we use the database of Kodak that contains 24 

uncompressed images commonly used to evaluate new image compression approaches and to evaluate the 

performance of the model proposed we consider the four known performance metrics: PSNR, MSE, CR and 

SSIM.  

Basis on our hypothesis, the uncompressed image is decomposed in level 1 using the DWT algorithm in order to 

eliminate the unnecessary details and to keep only the approximate image, process that deletes redundant 

information from virgin version of the image. Next, we configure and implement an autoencoder network to 

reconstruct the approximate image; this second step helps to remove all irrelevant information that remains. To 

accomplish successfully this work, we opted for a deep architecture with four convolutional layers in each part 

and a maxpooling function as pooling process.  From this proposed idea emerged results, which demonstrates 

that the best performances are obtained using the proposed scheme. The purpose of the work presented in this 

paper is to demonstrate that with the same decomposition level using wavelet transform and thanks to the deep 

learning autoencoder, this method can achieve significantly higher visual quality and good compression 

parameters when compared to a classical image compression technique. In fact, in present work we attempt to 

show that with minimal level decomposition we can outperform traditional compression approach based on 

wavelet transform such as JPEG2000. We weren’t preoccupied by the real time running as our goal was to 

create a scheme that allow the storage space reduction in order to save a lot of images. Nevertheless, in areas 

where time is crucial factor to take into account like medicine or aerial surveillance this idea remains to be 

improved. Even in this case, we assume that using parallel computing with the aid of multiple suitable GPU, this 

proposal can undoubtedly succeed. Despite all this, we proved that our compression scheme.  

based on convolutional autoencoder combined to wavelet transform outperforms the traditional image 

compression mainly in terms of similarity, as the compressed version of images is visually indistinguishable 

from uncompressed ones.  Our proposed method have limitations in its present form. Firstly, the proposed 

autoencoder architecture is not suitable for grayscale images. In fact, during experiment process, we tried to 

apply our CAE to images with one channel and the reconstructing accuracy was very low under 34%. Secondly, 

we use only one type of wavelet basis (Bior1.1), when others possibly perform better. 

As future work, we will manage to overcome this limitations and to improve the proposed system performance 

by decomposing original image in high levels trying others wavelets, and configuring deeper autoencoder as 

well as taking into consideration the real running time. 
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