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ERRATA 

(i) Abstract, second page, line 4: for "press" 
read "presses" 

(ii) Page 10 ~. paragraph 3, line 4: for "longer" 
read "shorter" 

(iii) Page 173, paragraph 2, lines 2-S: read "For 
B-1, B-2 and C-3 the overall response rate 
increased as the brief-stimulus conditions 
were changed, whereas ••• " 

(iv) Page 226, paragraph 1, line 8: for "increase" 
read "decrease" 

(v) Page 231, paragraph 3, line 4: for "the other 
3 animals" read "F-3 and F-4" 

(vi) Page 234, paragraph 1, lines 1-2: read "the 
response rate increased on changing to sN, 
while it decrJased in the case of F-1. 
Changing to S decreased the rate of F-1 and 
F-3, an effect which was reversible". 



The science of behaviour is too young and 

unstructured at this point to progress merely 

by the accumulation of facts or by the 

elaboration of great theoretical systems. We 

are at a stage where progress is made by the 

clarification of methodological issues and 

the re-organisation of conceptual issues. An 

understanding of these issues and an appreciation 

of how they change ure critically important 

because it is they rather than the great 

theoretical structures that guide our research 

efforts. 

(Robert C. Bolles, Theory of Motivation, 1967). 
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ABSTRACT 
' I 

Some of the main characteristics of second~order 

schedules were investigated. 

In Section I, the component schedules were (drl 10-

sec) and (drl 20-sec)_. These were held constant and the 

parameters of the overall schedule were varied. In 

several important respects, the component schedul e 

functioned in the same way as a simple operant is known 

to function with regard to the overall schedule . However, 

varying the value of the overall schedule also resulted 

in systematic changes in the response patterning within 

the component. 



Three studies were presented in Section II in 

which the effects of the parameters of the component 

schedule on overall schedule control were investigated. 
es t(<c-l-:'-'"" (\'> 

In one experiment , the lever presst which did not 

count as responses were found to have an important 

function on a DRL 20-sec schedule. The second 

experiment examined the direct effect on fixed~interval 

control of changing the component schedule from 

(drl 10-sec) to (drl 20-sec) and vice versa. The final 

report is of the effect of changing from DRL 5-sec or 

DRL 10-sec to a DRL 30-sec (drl x -sec) schedule. In all 

these cases, the nature of the operant was an important 

factor in determining the overall schedule control , 

In Section III, five experiments into the effects 

of brief paired (Sp) and non - paired (SN) stimuli were 

presented . Typical DRL patterning was evident under 

the tandem schedules, and this was improved on adding 

SN. The temporal distribution was sharpened even further 

on adding SP. More detailed analysis revealed that SN 

and SP acted primarily on different aspects of the 

behaviour. The main effect of adding SN was to sharpen 

the temporal distribution of those responses following 

the completion of a non-reinforced component, whereas 

the effect of changing to Sp was to increase the 

postreinforcement pause. 



These effects are accounted for by a v i ew which 

holds that the controlling effec t of a stimulus event 

is increased by increasing the number of stimulus 

elements preient. 



I N T R O D U C T I O N 



.,. 1 .,. 

CHAPTER 1 / 

INTRODUCTION 

Early investigations of behavioural phenomena. 

were largely concerned with the examination of very 

large units of behaviour, such as the performance 

of rats in escaping from .puzzle boxes (Thorndike, 

1911), or the performance of humans in dealing with 

lists of nonsense syllables (Ebbinghaus, 1885). These 

experiments were importa,nt in establishing the study 

of behaviour as a respectable scientific enterprise, 

but the emphasis soon shifted to the rigorous 

examination of much smaller units of b ehaviour. 

I.P. Pavlov is generally accepted .as the 'father' 

of the experimental analysis of behaviour, influencing 

as he did both J.B. Watson (cf. Watson and Raynor, 

1920) and B.F. Skinner (Skinner, 1972), and it was 

Pavlov who brought the study of small behavioural units 

to the attention of the scientific community (Pavlov, 

1927). Some few years later, Skinner (1935) introduced 



the concept of the operant, a move which was to 

determine the course of development of experimental 

psychology for the next thirty years. 

Two important consequences of the introduction 

of the concept of the operant may be identified. One 

is that nearly all experimental work up to the early 

sixties was concentrated on simple operants such as 

lever presses and key pecks, although there is nothing 

· inherent in the nature of operants that they should be 

simple uni ts. Indeed, ·a large amount of Skinner's own 

writing has been concerned with the analysis of 

complex operant classes (Skinner, 1953; 1957). 

A second consequence is that the rationale 

behind the term has been much discussed and examined 

in relation to both its use as a unit of betaviour 

(cf. Catania, 1973 a), and to its '~irculari~y' in 

definition (cf. Schick, 1971)~ 

It is not within the scope of the present thesis 

to examine the problems of circularity, although the 

ques tion of the us efulness as a unit of behaviour will 

be discussed in later Sections. 



The original formulation of the notion of an 

operant (Skinner, 1935; 1938) centred on its 

usefulness in demonstrating dynamic and functional 

relationships between behaviour and environment, 

and on its convenience of measurement. It follows, 

then, that any segment of behaviour is a member of 

an operant class if it possesses the property upon 

which reinforcement is contingent, and if systematic 

functional relationships between that operant and 

its environment can be demonstrated. 

This is the view taken in the present thesis 

and is in accord with the views of the majority of 

writers on the subject (cf. Catania, 1973 a . , 

Gilbert, 1958; Schick, 1971; Sheldon, 1974; 

Skinner, 1938; 1953; Stadden, 1967). 

A germinal paper by Findley (1962) was partly 

instrumental in changing the previously mentioned 

experimental emphasis away from the study of small 

units, and towards the study of larger, more complex 

units of behaviour, while still remaining within the 

tradition of 'operant psychology'. This movement 

led directly to the study of second-order schedules 



of reinforcement, and it is within this area that 

the experiments reported in this thesis were carried 

out. 

A second-order schedule is: 

"· .. a schedule which treats a pattern of 
behaviour engendered By a schedule contingency 
as a unitary response that is itseJ.f reinforced 
according to some schedule of reinforcement". 
(Kelleher, 1966 b , p.476). 

It can be seen, then, that second-order schedules 

are concerned, by defipition, with complex operants, 

yet in the first few years of their use this fact 

was not emphasised. Instead, these schedules were 

used almost solely to investigate the phenomenon of 

conditioned reinforcement. The present thesis is 

partly an attempt to integrate the fields of 

investigation into complex operants and into 

conditioned reinforcement. This is achieved by 
--

placing much more emphasis than is usual on the 

complex operant aspect of the second-order schedules 

which have been used here. 

The study of second-order schedules, however, 

is not the only area of investigation of complex 

behaviour, and there have arisen important confusions 

in terminology, Some examples will prove useful here. 



On a second-order schedule, a particular 

reinforcement schedule (say fixed-interva l 

30 sec (FI 30-sec))is treated as a unitary response 

and reinforced according to another schedule of 

reinforcement (say fixed-ratio 5 (FR 5)1 The FI 

30-sec schedule is referred to as the component, 

while the FRS schedule is referred to as the 

overall schedule, The second-order schedule may 

thus be denoted as: . 

FRS ('.FI 30-s ec) 

• I 

In thi~ example, each time the subject satisfied 

the FI 30-sec contingency, the FR counter is 

advanced by -one. When it has advanced five times, 

reinforcement is given . This schedule, however, may 

also be called a tandem schedule, which is defined 

by Ferster and Skinner (1957) as a schedule in which 

a single reinforcement is programmed by two or more 

schedules acting in succession without correlated 

stimuli. 

Using the notation common to tandem schedules, 

this example would become: 



tandem FI 30-sec FI 30~sec FI 30-sec FI 30-sec FI 30-sec 

and, consequently, the terrr. 'tandem' has come 

to be a convenient shorthand for describing those 

second-order schedules where the only stimulus presented 

is the reinforcer (cf. Stubbs, 1971). However, not 

all second-order schedules of this basic type are tandem 

schedules in the sense of Ferster and Skinner (1957), 

since the arrangement of schedules acting in succession 

applies only to second-order schedules with overall 

ratio schedules. An example of a second-order schedule 

without correlated stimuli which would not be described 

as a tandem schedule by Ferster and Skinner (1957) is: 

FI 2-min(FR 10) 

The confusion is mentioned here since it is the 

intention of the present writer to use the term 

'tandem' in this thesis in its wider sense, and not as 

strictly defined by Ferster and Skinner (1957). 

Traditionally, of interest in second-order 

schedules has been the effects of brief stimulus 

manipulations on the pattern of responding within the 

component schedule . One of these manipulations · -



has been the presentation of a brief exteroceptive 

stimulus on the completion of each component 

except the one terminated by reinforcement. This 

is referred to as the non-paired (SN) condition, 

and is represented as: 

FRS(FI 30-sec: SN) 

When all components are followed by the brief 

stimulus, then the paired (Sp) condition is in 

effect. It is represented as: 

Having recognised the usefulness of second~ 

order schedules in the study of complex response 

classes, one is then led to consider ~uestions such 

as; do complex operants come under s chedule 

control in the same way as simpler operants?; how 

do the characteristics of the operant change , both 

with changes in the overall schedule, and with brief 

stimulus manipulations?; is there an interaction 

between the control exerted by the overall and the 

component schedules?; and what are the most suitable 

dependent variables to describe any changes? 



The present th.es rs i's parit of an an.swe:;r 

to these questions, It i's hoped to extend the 

area of second-order schedule research to encompas·s• 

the study of complex operants, and thus to help 

towards the establishment of an understanding of 

the control of complex behaviour. 



A REVIEW OF THE LITERATURE OF 

SECOND-ORDER SCHEDULES 



CHAPTER 2 

The literature on second-order schedules has 

been concerned largely with the problem of conditioned 

reinforcement, in a situatioa where the behaviour 

chain is maintained by the presentation of a primary 

reinforcer. 

"Second order schedules permit the study 
of patterns of behaviour controlled by the 
scheduling of a conditioned reinforcer in a 
situation where responding is ultimately 
maintained by the scheduling of a primary 
reinforcer". (Marr, 1969, pp. 37.-38) . 

.. 
Recently, however, the correspondence between 

second-order scheaules and schedules of complex 

operants has been made explicit (cf. Bigelow, 1969, 

1971; Boren, 1973), and the present review will 

concentrate on this aspect of second-order schedules. 



A fully comprehensive review of all aspects of 

second-order schedules would necessarily involve 

the literature on conditioned reinforcement, and 

the literature of complex response classes. The 

former includes, as well as second-order schedules, 

experiments on chaining and similar complex schedules 

(cf. Kelleher, 1966 a . 
7 Kelleher and Gollub, 1962); 

experiments concerned with the efficacy of establishing 

stimuli as conditioned reinforcers by pairing them 

with food (cf, Schuster, 1969; Zimmerman, -1969); 

schedules of token reinforcement (cf. Kelleher, 1966 

Waddell, Leander, W~bbe, and Malagodi, 1972); and 

observing response studies (cf. Hendry, 1969; Jenkins 

and Boakes, 1973), 

The latter seTies of experiments is potentially 

a , 
' 

very large, since even a simple schedule may be considered 

as a unitary response maintained under a fixed-ratio 

schedule with a value of one (cf . footnote in Stadden, 

1967, p.387). The more common complex operants which 

have been studied include matching~to-sample (cf. 

Cumming and Berryman, 1965; Ferster, 1958, 1960); 

verbal behaviour (cf. Salzinger, 1973; Skinner, 1957); 

interresponse times (cf. Reynolds and McCleod, 1970); 



social responses such as co~operation (cf. Hake and 

Vukelich, 1972) and imitation (cf. Peterson, 1968); 

and conditional discrimination (cf. Stubbs and 

Galloway, 1970). 

The present review, then, will be examining the 

second-order schedule literature with the purpose of 

ascertaining the effects of experimental manipulations 

on the patterning and control of the operant classes 

concerned. 

Second-order schedules may conveniently be 

classified in terms of the component schedule used. 

Fixed-interval components 

A fixed-interval (fT) schedule is in effect when 

the first occurrence of a response after a specified 

period of time since some event (usually reinforcement) 

is followed by the presentation of reinforcement. 

All other responses have no scheduled consequence. FI 

components have been used more extensively than any 

other schedule, and this group of experiments has 

provided a very large proportion of our present 

information about second-order schedules. 



Stuobs (1971), in an extensive series of 

experiments, reinforced FI components according to 

fixed-ratio (FR), variable-ratio (VR), FI, and 

variable-interval (VI) schedules, and reached the 

following conclusions: 

(i) brief stimulus presentations engendered 

patterns of responding similar to those 

engendered by food . 

(ii) there were no differences apparent in 

performance when the brief stimulus was 

paired with food, and when it was not. 

(iii) this effect was not changed by making 

the brief stimulus presentations response.,. 

independent. 

(iv) the parameters of the brief stimulus were 

important in dete rmining the patterning of 

responses. 

There are two important aspects of this experiment. 

Firstly, he found that no difference existed between 

the effects of paired (SP) and non-paired (SN) stimulus 

presentations. This conclusion was contrary to all 

of the previous literature, which had shown that the 

Sp condition maintained response patterning, whereas the 

SN condition either did not, or maintained poor 



patterning (see below). Secondly, Stubbi pointed 

to some important methodological faults in previous 

experiments which might account for this discrepancy. 

1 

In those sections of Stubbs (1971) experiments 

with FI components, he used FI values of 40-sec, 

60-sec, and 64~sec: reinforced according to VI 360~sec, 

FI 300-sec, Fl 600-sec, VRZ, VR4, FRZ, and FR4. His 

subjects were pigeons, and reinforcement was 4-sec access 

to mixed grain. The dependent variables he chose to 

analyse were response r~tes and the patterfiing of 

responses within components. The latter measures were 

the Index of Curvature (Fry, Kelleher, and Cook, 1960) ~ 

which is a statistic estimating the rate of change of 

response rate within a component~ and the response rate 

over each quarter of the interval. Brief stimulus 

presentations consisted of a change in keylizht colour 

from red to white lasting 0.75 sec, plus illumination 

of the houselight for the same period of time. He 

presented tandem, SN, and Sp conditions in different orders 

for different birds. 

Stubbs found that there was little or no patterning 

evident when the tandem condition was in operation. 

When either the SN or Sp condit ion was in effect , 



,.. 14 ~ 

patterning was evident within the component. The 

patterning was an increase in response rates across 

quarters of each FI component. 

In the case of FR (FI) and VR (FI), he presented 

the rates in each quarter for the components 

immediatGly following food separately, Here, he 

showed that there was within-component patterning 

regardless of brief stimulus conditions, although the 

rates were higher in the initial component of FR (FI) 

under brief stimulus c0nditions than under comparc1ble 

tandem conditions. Index of Curvature measures, for 

those components not immediately following food, 

showed little patterning under tandem conditions, but 

considerable yatterning under Brief stimulus conditions. 

Although there were considerable differences in Index 

of Curvature between SN and SP, they were not systematic 

(Fig. 5). There were also non-systematic differences 

in t _otal response rates between SN and Sp in the 

FR (FI) and VR (FI) experiments (Fig. 4), (It might 
N . 

be worth pointing out that rate under S was higher 

than that under Sp for 3 of Stubbs' 4 birds, and 

these differences were of the same magnitude as the 

differences he reported between the tandem and brief 

stimulus conditions), 



Stubbs considered these results not to be affected 

by variables such as: 

(i) the prior histoTy of the bird 

(ii) indirect pairing of the brief stimulus and 

food (many other : experimenters have used a 

flash of the magazine light as Sp) 

(iii) the particular class of stimuli 

(iv) the experimental 1·hardware • 

(v) the overall schedule of reinforcement or rate 

of reinforcement 

The methodologr of Stubbs" experiments may be 

criticised on points such as the very short exposure 

he gave under each condition (often as little as 10 

sessions), but he controlled one important variable 

which very few other experiments have. The same 

physical stimulus was used as SN and SP. 

Malagodi, De Weese, and Johnston (1973) submitted 

their paper to the Journal of the Experimental Analysis 

of Behaviour before the publication of Stubbs (1971). 

One part of their series of experiments was concerned 

with a comparison of SN and Sp under FR (FI) and FI (F!). 



They reported little patterning under the SN condition 

as opposed to the Sp condition, They used a tone 

and change in key colour both lasting 0,25 sec as 

SN, but a feeder fl as h of 0,25 sec duration as SP, 

and ccnsequently they revised their Discussion to 

include Stubbs' criticism of this type of procedure, 

which might be presenting a more 'salient' SP, 

Stubbs and Cohen (1972) have added to Stubbs' 

(1971) finding by demonstrating no difference in 

patterning within FI components ; this was regardl ess of the 

method of scheduling SN and SP, They varied the 

temporal relat ion between the brief stimulus and the 

reinforcer on VI (FI) schedules, and f ound little 

difference between the different conditions. They 

did . report, howeveT, that a blackout as a brief 

stimulus maintained less patterning than other stimuli, 

which provides additional support fo r a •stimulus 

salien~y' effect, at least with pigeons as subjects. 

The term 'second-order schedule~ was first used 

by Kelleher (1966 b ). His original experiment was 

a comparison of SN and SP on a FR (FI) schedule. The 

fate of reinforcement was unusually low in these 



experiments - a maximum of one reinforcerr..ent each 

hour~ but very clear differences were reported 
N p 

between S and S • The schedules he used were 

FR 15 (FI 4-min) and FR 30(FI 2~min), N When S 

was a brief darkening of the response key, there 

was a very clear difference in r~sponse patterning 

from the pattern maintained by Sp (which was a white 

keylight flash). When SN was a red keylight flash, 

there was much less of a difference, This ties in 

with the findings of Stubbs (1971) and Stubbs and 

Cohen (1972) reviewed above. 

The method of analysis used by Kelleher 

(1966 b. . ) is interesting, since he presented the 

mean response r ate for each quarter of the FI 

components. These means ; wer~ compiled in the 

case of FR 30 (FI 2-min), for example, by obtaining 

the Tate in the first 30 sec of the first con~onent, 

the rate in the first 30 sec of the second component, 

and so on for 30 components. Then, the rates were 

obtained for the second 30~s e c of each of the 30 

components, and so on until there were 4 rates, which 

were the means for 30 intervals. This procedure 

ignored the poss i bi li ty of lawful ch3nges in behaviou.r 



as reinforcement is approached, although our knowledge 

of FR schedules indicates that this would be so 

(cf. Section I below) . It is unlike l y that the 

mean response rate of the first quarter of the 

FI woul d be representative of either the rate in the 

first quarter of the component directly following 

reinforcement , or the one directly preceeding 

reinforcement. 

Marr and de Lorge (1966], reported in Marr (1969) , 

compared SN and Sp using a within-session design . 

They used a multiple schedule, which consisted of two 

or more alternating schedules of reinforcement, with 

different stimuli present during each. In the 

presence of a cross on the key, FR 10('.FI 2-min: _SP) 

was in effect . When there was a circle on the key , 

FR lO(FI 2-min: SN) in effect. N a brief was S was 

tone, while sP was a brief flash of li ght, and they 

found little or no patterning under the s N condition 

Marr (1969) did not give many details, but the differ ent 
N p 

stimuli used as S and S , and the analysis in terms of 

overall response rates and presentation of cumulative 

records, makes interpretation difficult. 



de Lorge (1967) used a FI 18-min (FI · 3-min) 

schedule, with SN as a 0.5 s e c flash of green keylight, 

and Sp as a 0,5 sec flash of yellow keylight. Patterning 

was produced by SP, but was a lso evident in some cases 

under the SN condition. A complication with this 

experiment was that his single bird had previously 

been exposed for 130 days to VI 90-sec in a red- green 

discrimination task. It might have been the case, 
N therefore, that the S was a powerful discriminative 

stimulus before the commencement of the second-order 

schedule study. (Stubbs (1971) specifically argued 

against this type of · 'history' effect, and de Lorge 

(1971) demonstrated that previous history of 

conditioning was unimportant, at least with some types 

of second-order schedules (see below)). Colour preferences 

may have p l ayed a r ole (Morgan , Lea , and Ni chol as 1975) • 

In a iater experiment, de Lorge (1969) used a 

multiple schedule with VR 10 (FI) components to 
p 

demonstrate that S (hopper light) produced more 

patterning than did SN (a red keylight flash). SP 

also controlled higher overall r e sponse rates than 

did SN. 

Byrd and Marr (1969) reported a series of 

· t . SN and SP. Th . t exper1men s comparing ese exper1men s 



involved VR (FI) schedules, but additional stimuli 

were involved because the experimenteTs were concerned 

to examine the effect of changing or not changing the 

stimulus present on the key during successive components, 

as well as the effect of brief stimulus presentations. 

They found that Sp maint~ined patterning, but SN didn't. 

In all cases, the tandem schedule maintained the highest 

overall response rates, but when the key~stimulus was 

unchanged during successive components (a normal 

second-order schedule), then SN rnaintajned highe~ rates 

than did SP, for all btrds. This finding is the same 

as that reported by Stubbs (19 71) for 3 of his 4 birds .. 

Although Spms a 1-sec feeder flash, and SN was a 

1-sec change in the keylight colour to red in the 

Byrd and Marr (1969) study , the rate differences were 

consistent enough to warrant further investigation. 

The differnces in overall response rate be t ween 

SN and SP mentioned by Byrd and Marr (1969) and by 

Stubbs (1971) might possibly conceal differences in 

response patterning which would not be shown by 

'crude~ methods of analysis . Dukich and Lee (1973) 

compared the measures of response patterning normally 

used in FI schedul es, and concluded that 



.,. 21 ,.. 

" . •. no single measure adequately described 
or specified all the changes in FI patterning .. • 
variability from interval to interval . .. is an 
important factor in considering the adequacy 
of a measure" . (p, 289) 

They recommended that (i) post-stimulus pause 

and (ii) running rate were the two measures tha t most 

adequately described FI behaviour, but none of the 

second- order schedules with FI components reviewed 

here have used these measures. 

With the exception of Stubbs (1971) and Stubbs 

and Cohen (1972), all experiments concerned with a 

comparison of SN and Sp h&ve reported little or no 

patterning in the SN condition. There are, however, 

several studies where the concern has been with 

matters other than a comparison of SN and SP, but 

h · · h SN d" . h were response pattern~ng 1n t e ccn 1t1on as 

been reported, Among these are the reinforcement 

omission procedures of Neuringer and Chung (1967) and 

St addon and Innis (1969) . 

Interpretation of the Neuringer and Chung (1967) 

experiment is difficul t due to the unusually small 

FI component - FI 5- sec - and due also to the fact 



that the Fl had to be initiated by a response, In 

this VI 1-min (tand FRl FI s~sec: SN) schedule 

p a tterning was maintained within the component. 

SN was a bTief blackout, which Kelleher (1966 lb) ) 

reported to be much less effective than other stimuli 

in maintaining response p a tterning, 

Staddon and Innis (1969) ran an even more 

complicated schedule, with odd-numbered FI components 

having the probability of 0,5 of being followed by a 

brief blackout, They report patterning in all components, 

including those fol lowed by the non-paired blackout, 

Zeiler (1972) used a VR (FI) schedule in a 

reinforcement omission experiment, with a 4~sec blackout 

as SN, and he obtained patterning in all components, 

From these experiments, it seems, ther efore , that 

patterning may b e maintained by SN, in at least some 

cases, with FI components, Furthermore , the nature of 

the brief stimulus may be a relevant variable. Stubbs 

and Silverman (1972), for example, used a brief shock 

as the st imulus on VI 240-sec (FI 60-sec) and obtained 

the same effect as Stubbs (1971), There was, however, 

a lot of variability in their data, 



Cohen, Hughes and Stubbs (1973) reinforced the 

responses of pigeons on VI 240-sec (FI 48-sec); 

and varied the duration of a preceding, non-

1 ~ Sp over app1ng They claimed improved patterning 

within components, as shown by Index of Curvature 

measures, as th8 duration of the brief stimulus 

was increased from 0,5 sec to 2.0 sec to 8,0 sec. 

From the data shown in this paper, however, although 

there was an increase in Index of Curvature as SP 

was increased in duration from 0,5 sec to 2 .0 sec , 

the difference between 2.0 sec and 8.0 sec was _very 

small for one bird, and non-existant for the other. 

These results corroborated those of Stadden and Innis 

(1969), who manipulated blackout duration~ but not 

those of Neuringer and Chung (1967), who obtained no 

effect of stimulus duration on VI (FI: SN). Cohen 

et al . (1973) explain this disagreement as the result 

of different methods of analysis . 

An important point to arise from examination of 

second-order schedules with FI components has been 

the relevance of a detailed analysis of component 

behaviour to the question of possible differences in 

effect between SN and SP. Very few other general 
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conclusions are possible because the contradictions 

within the literature are exacerbated by lack of 

such detailed analyses. 

Fixed-ratio components 

A fixed-ratio (FR) schedule requires a 

specified number of responses to be emitted for a 

single reinforcement. No time-limit is placed on the 

completion of these respor.ses, 

Studl~s in which FR components have been used to 
N p 

compare S and S are few, which is surprising since 

FR behaviour is generally thought of as stable and 

easily quantifiable (cf. Felton and Lyon, 1966; 

Ferster and Skinner, 1957). 

Stubbs (1971) used pigeons as subjects on a 

multiple ~R 4 (FR 40: SN) -1 [ FR 4 (FR 4.0) J , which 

was changed after 20 sessions to multiple l_FR 4(FR 40: Sp~ 

·-[ FR 4 (FR 401 . ·The brief stimulus in both cases was 

a change in the keylight colour and a houselight flash, 

both 1 sec in duration. A further group of 3 birds 

were ran on FR 4(FR 20: sNj for 20 sessions~ 

for 10· sessions, changed back · to FR 4(FR 20: SN) for a 
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further 10 sessions, and finally onto FR 4(FR 20) 

for 20 sessions. 

To detect patterning, Stubbs examined Tesponse rates 

in each eighth of the components. For 1 of the 3 biTds 

on the multiple =chedule , there was a clear difference, 

shown by this measure, between the tandem and the 

brief stimulus conditions. One bird showed no 

difference at all, while for the remaining subject there 

was a small effect . For the 2 birds who showed the 

effect, total Tates were higher under the brief stimulus 

conditions than under the tandem condition. This effect 

was reversed with the other bird, 

In the case of the second group of pigeons, only 

one showed patterning of the break-and-run type. 

Whether or not patterning occurred , there were few 

differences between the brief stimulus and tandem 

d . . d b h SN . d Sp d .. con 1t1ons, an etween t e an con itfons. 

In these two experiments, there was little evidence 

of any difference between the brief stimulus conditions 

mainly because there was little patterning anyway. 

Stubbs (1971) pointed to this we akness, and suggested 

that more detailed Tecording and analysis might reveal 

some effect s. This is a suggestion put forward elsewhere 



in this thesis foT second- order schedules as a whole. 

Moreover, these two experiments are the only 

b 1 . h d 1 · . 1 ' SN d Sp • h ones pu 1s e exp rcrt y comparing an wit 

FR components. 

Thomas and Stubbs (1966) incTeased overall response 

rates above those of a comparable tandem schedule by 

the imposition of Sp onto a FR (FR) schedule. They 

also found 'typical' FR patterning, as did Findley and 

Brady (1965) who used chimpanzee subjects on FR 10 

(rR 400: Sp). These workers used a mixed schedule, 

which is the alternation of two or more schedules of 

reinforcement, without the accompaniment of correlated 

stimuli. They alternated FR 4000 with FR 10 (FR 400: SP), . 

and found shorter pauses and working times, and a strong 

preference for second-order schedul es . 

Both of the schedules, however, required the completion 

of 4000 responses for reinforcement, 

Second-order FR performance was analysed in 

detail and compared with simple FR behaviour by Davison 

(1969). His experiment was unique in two respects. 

First, he used rats as subjec ts, whereas most workers 

have used pigeons. Second, his method of analysis 

included a detailed examination, in terms of interresponse 



times (IRTs), of the component behaviour. The 
p p~ 

schedules he used were FR 6: S ; FR 6 (FR 6: S); and 

FI 1-min (FR 6: SP). The brief stimulus was a time

out of minimum duration s~sec. Any responses made 

during this period re-started the time-out. 

p 
The pattern of responding under FR 6: S was an 

initially long IRT followed by five shorter IRTs, 

the last one occasionally being longer than the others 

due to the rat investigating the food area. Under 

FI 1-min (FR 6: SP), the latencies of components 

decreasing during the interval, a finding also reported 

by Kell eher (1966 ·a . ). A similar result was obtained 

for the FR 6(FR6 :sp) schedule, with a decreasing 

latency for successive components. On both second

order schedules, Davison (1969) reported a decrease 

in IRTs withi~ components as reinforcement was 

approached. 

For the purposes of the pres ent r eview, these 

analyses seem important in two respects. First they 

demonstrate 'typical' control by the overall schedule, 

and 'typical ' FR behaviour within components, Second, 

the mode of analysis is very similar to that used in 

this thesis, and is one which the present author 

considers desirable in any analysis of second-order 

schedules. 



Blackman, Thomas, and Bond (1970) used a 

procedure related to that of Davison (1969) in comparing 

the behaviour of pigeons under FR l(FR 10: Sp) and 

FR l(FR 10). They were concerned with demonstrating 

the comparability of simple units of behaviour, such 

as key-pecks, with the sequences of schedule-controlled 

behaviour treated as unitary responses in second-order 

schedules. 

Shull, Guilkey, and Witty (1972) reinforced the 

responding of , pigeons according to a FI(FR: -SP), varying 
p 

both the FI and FR paiameters, S was a 0.7 sec key 

darkening, and maintained patterned FR behaviour 

consisting of a pause after reinforcement followed by 

a response 'run' to the next Sp or to reinforcement. 

For a particular FI value, the pauses increased slightly 

on changing the FR value from 10 to 20. The post• 

reinforcement pause was a function of the FI parameters 

for all FR values , 

Lee and Gollub (1971) had pigeons responding on 

different values of a FR(FR: Sp) schedule, with the 

overall number of responses needed for reinforcement held 

constant, and they also found that a brief stimulus 

occasionally paired with reinforcement maintained 

within-component FR behaviour, 



As in the case of second-order schedules with FI 

components, it has apparently been possible to 

maintain FR components using SN Kelleher, Fry, and 

Cook (1964) reinforced the responding of squirrel 

monkeys according to a DRL(FR 200: SN). The overall 

schedule in this case specified the minimum time to 

be taken to complete the 200 responses. If less 

time was taken, then there followed a 0.5 sec blackout 

(SN). For DRL 1-min and DRL 2-min the subjects were 

responding appropriately within a very short training 

time. 

?erster and Skinner (1957) reported an experiment 

where they occasionally omitted rei11forcernent and 

substituted a brief time-out on FR 40, using pigeons as 

subjects. The analysis of this experiment, and that of 

other reinforce~ent omission experiments using FR 

schedules (Davenport and Thompson, 1965; McMillan, 1971)> 

is,however, difficult to incorporate meaningfully into 

the sphere of second-order schedule research. 

The main conclusion to be drawn from those studies 

reviewed here with FR components is that there is not 

sufficient data to compare the effects of SN and SP, 

although it is clear that FR behaviour may be brought 

under schedule control in second-order schedules. 



Variable-interval components 

A variable-interval (VI) schedule specifies that 

reinforcement will be provided for the first response 

to occur after n sec from the preceding reinforcement. 

There are several values of n and the average value 

of n is the schedule parameter. 

There is only one published second-order schedule 

with VI comp8nents, de Lorge (1971) used pigeons in 

a within-session design in a comparison of SN and SP. 

A two-unit multiple schedule was 

as mult [fR S(VI 1-min: Sp)] ~R 

in operation, represented 

S(VI 1-min: SN)l . The 
,,J 

brief stimuli were red and whj' t e il lumiua tions of the 

food hopper, but since these were reversed in one stage 

of the experiment, obtaining · a reversal in effect, the 

criticism of Stubbs (1971) concerning the 's aliency' 

of the hopper ;_light and its use as SP, does not seem to 

apply. 

de Lorge (1971) examined postreinforcement pause and 

running rates, and found that Sp maintained higher running 

rates and shorter postreinforcement pauses than did SN. 

He also used a mult UR S(VI 1-min)] [FR 5 (VI 1-rnin: Sp~] 

schedule , and showed that the postreinforcement pause 

was longer under the tandem condition, and that the 

running rate was higher under Sp than under the tandem 

condition . Also given in this paper was the response 

rate in each successive VI component - an analysis ~kin 



to that of Davidson (1969). This analysis s howed 

that the rate in each component was always higher 

under Sp than SN, and the rate increased with 

successive components . This last result showed 

that the overall FR schedule was exerting control . 

Reversing the stimulus pa irings l ed to a r eversal 

of the relative response rates and patterns of 

responding for each stimulus - a finding which 

demons trates that the effect was not due to a previous 

his tory of r e inforcemeD t in the presence of the 

particular stimulus. · The postre inforcement pause 

findj_ngs aTe the clearest reported, and demonstrate 

that the brief stimuli not only had an effect on the 

component behaviour, but also on the overall s chedule 

control - a point rarely made, 

Differential-reinforcement- of- low-rate components 

A differen tial-reinforcement-of-low- r ate (DRL) 

schedule requires spacing of responses; the time 

interval bet ween response n and response n + 1 (the 

!RT) must equal or exceed some specified value if 

response n + 1 is to be reinforced . 



Ttlere have been few studies using the DRL 

schedule as a component, arid all the second-order 

schedules described later in this thesis have been 

investigated partly to rectify this omission. 

Thomas and Stubbs (.1967) compared the performance 

of 3 pigeons under tandem , chain, and Sp schedules, 

the section of major interest here being their 

comparison of FR 3(drl) and FR 3(drl : SP). They 

found that Sp engendered higher response rates in 

the early components than did the tandem schedule . 

Of major interest here, however, is the distribution 

of the responses in time (cf. Kramer and Rilling> 

1970; Wilson and Keller~ 1953), 

DRL 12-sec was used for 1 bird, and DRL 8-sec 

for 2 birds. 
p 

S was a magazine light flash of 0.3 sec 

duration. The major difference between the tandem and 

Sp condition was in the first component, where Sp 

engendered a larger percentage of short IRTs and a 

smaller percentage of long IRTs than the tandem 

condition. The second and third components were very 

similar in both schedules. For the tandem schedule, 

the amount of time spent in each component was least 



in the first, and most in the last component. This 

shows that the animal was making more 'mistakes' 

in the later components, whereas the I RTs made just 

after reinforcement were long enough to satisfy the 

DRL criterion. This effect was not so marked under 

SP, but was still present. 

Trumbule, Switalski, and Gilbard (1968) obtained 

results in accord with those of Thomas and Stubbs 

(1967)~ They used a chain DRL 9-sec DRL 9-sec 

DRL 9-sec and found a ~ecrease in long IRTs as 

reinforcement approached . 

Trumbule et al (1968) used rats as subjects, as 

did Bigelow (1971) who also found that the mean IRT 

decreased through success ive compo~ents under three 

different FR (drl 4.5-sec: Sp) schedules, The 

experiment to be reported in Chapter 3 of this thesis 

is concerned with the detailed analysis of FR(drl) 

behaviour, and Bigelow's (1971) experiment is 

reviewed in greater detail there, 

Bigelow (1969) compared the performance of rats 
p 

under FR(drl 10-sec) and FR(drl 10-sec: S) schedules, · 

The SP was 0,5 sec of houselight with a light over the 
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lever turned on at the same time. The FR values 

used were 2, 4, and 5. He found that Sp maintained 

a higher rate of ~correct' responses, i.e. IRTs 

which satisfied the DRL requirement, than did the 
p 

tandem co~dition. When S was removed, the total 

response rate declined. He also found that there 

weremore very short IRTs under the Sp condition, a 

finding also reported by Thomas and Stubbs (1967). 

de Lorge (1969) has reported the only study to 

compare ~andem, SN, and Sp conditions. He used a 

multiple schedule with FR(drl) components and compared 
p N p p 

tandem and S , S and S , S and reinforcement, in 

different phases of the experiment. Sp was illumination 

of the hopper light for 0.5 sec, and SN was illumination 

of the hopper by a red light foT 0.5 sec. He showed 

that Sp was more effective than SN in producing high 

response rates, and also that sP produced higher rates 

than did the tandem condition. When Sp was compared 

with the reinforcer, the food maintained higher rates, 

although this portion of the schedule tended to last 

longer, so it might have been the case that food 
p 

actually exerted l ess control than & • Cumulative 

records ·suggested longer postreinforcement pauses under 

the tandem conditi~n. As in the experiments of Bigelow 

, . 



(1971), Thomas and Stubbs (1967), and Trumbule et al. 

(1968), response rates increased as the terminal 

component approached. 

de Lorge's (1969) data were nresented in terms 

of response rates. In general, analyses of DRL 

schedules in terms of the relative frequency 

distributions of IRTs yields information not readily 

available in rate data. The experiments presented 

in later chapters of this thesis show that de Lorge's 

(1969) conclusion that DRL is insensitiv0 to brief 

stimulus manipulations is erroneous, based as it is 

on a study of overall response rates. 

There exists a field of study in the experimental 

analysis of behaviour described as IRT reinforcement 

(cf. Anger, 1956; 1973; Mallott and Cumming, 1964; 

R6ynolds and McCleod, 1970; Wilkie and Pear, 1972). 

Anger (1956), for example, has reinforced IRTs 

greater than 40 sec according to a VI 2.5-min schedule, 

i.e. VI 2.5-min(drl 40-sec). These experiments are 

interesting since they demonstrate quite clearly that 

temporal control of responding is possible when only 

a small percentage of the spaced responses are 

reinforced. They also show that temporally spaced 
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responses may be treated as unitary responses and 

reinforced accordin~to some other schedule of 

reinforcement. However, these schedules are not 

generally studied in order to answer the type of 

question posed in this thesis, and the manipulations 

made and methods of analysis used are such that 

there is no advantage to be gained by including 

them in this review. 

Explanations for brief stimulus effects 

The literature availaole at present does not 

provide enough evidence to determine the necessary 

and sufficient conditions under which a brief 

stimulus will influence behaviour under a second~ 

order schedule, nor what that effect will be. A 

summary of the main findings of studies reviewed 

here include: 

Sp . . h' h d ma1nta1ns 1g er response rates, an 
N better patterning, than does S (cf. Byrd 

and Marr, 1969; de Lorge, 1967; 1969; 

1971; Kelleher (1966 b); Malagodi 

et al. 1973; Marr, 1969; Stubbs, 1969) 

(ii) Sp maintains similar behaviour to that 

maintained by SN (cf. Stubbs, 1971; Stubbs 

and Cohen, .1972) . 
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(iii) Brief stimuli maintain higher overall 

response rates than do comparable tandem 

situations (cf. de Lorge, 1967; 1969; 1971; 

.' Findley an<l Brady, 1965; Marr, 1969; 

Neuringer, 1968; Neuringer and Chung, 1967; 

Stubbs, 1969; Thomas and Stubb~, 1966; 

1967). 

(iv) Tandem schedules maintain higher rates than 

do brief stimulus schedules (cf. Byrd and 

Marr, 1969; Stubbs, 1971). 

(v) Brief stimulus conditions engender shorter 

postreinforcement pauses and higher initial 

component rates than do comparable tandem 

schedules (cf. Byrd and Marr, 1969; de Lorge, 

1971; Findley and Brady, 1965; Kelleher, 

1966 b . 
' 

Malagodi et al. 1973; Stubbs, 

1969; 1971; Thomas and Stubbs, 1967; 1969). 

These inconsistencies point clearly to the 

necessity of a detailed functional analysis of second

order schedules, with the aim of (a) identifying the 

effects of stimulus interventions in particular classes 

of second-order schedules, and (b) determining the 

necessary and sufficient conditions for these effects. 
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The discussion of stimulus effects in second

order schedules has so far been under the head of 

1. Conditioned reinforcement, and 

2. Discriminative stimulus effects 

1. Conditioned reinforcement 

A conditioned reinforcer is a stimulus 

which has acquired reinforcing properties by virtue 

of close temporal pairing with a primary reinforcer, 

such as food (cf. Kelleher and Gollub, 1962).. At a 

simple level, this concept has served wel~ to 

explain brief stimulus effects in those second-order 

schedules where Sp maintains patterning, but SN and 

tandem conditions do not. N 
However, where S may be 

shown to maintain component behaviour (cf. Neuringer 

and Chung, 19 6 7; Stubbs, 1971), in order to use the . 

notion of conditioned reinforcement one has to suppose 

there is 'indirect 1 pairing, mediated, ~erhaps, by 

the behaviour in the final component. 

It is commonly assumed, however, that any stimulus 

which can be shown to increase the likelihood of the 

behaviour upon which it is contingent is by definition, 

a reinforcer (cf. Kelleher and Morse, 1968; Nevin, 1973). 
N It follows, then, that if any S maintains behaviour, we 



may speak of tQat stimulus as a reinforcer, We may 

still use the term "conditioned reinforcer" if we 

wish to make a distinction between those stimuli 

which acquire reinforcing properties through 

association in particular contingency arrangements, 

and those stimuli which appear to always possess 

that property, but, as Schoenfeld (1969) has suggested , 

even this distinction may be of no real use. 

One of the advantages of this type of explanation 

is that it allows us to fit the brief stimulus effects 

into a neat framework of reinfoycers and punishers, 

positive and negative, which is formulated entirely 

in terms of the change in behaviour brought about by 

particular stimulus manipulations (cf. Michael, 1973; 

Nevin, 1973). One of the disadvantages of this way 

of speaking, however, is that the ' explanation' is 

always retrospective , Many critics cf behaviourism 

have pointed to this apparent paradox in definition of 

reinforcement (cf, Chomsky, 1959), and many experimental 

analysts of behaviour are examining also the possibilities 

of interpretations in terms of the discriminative effects 

of stimuli . 

2. Discriminative effects 

While reinforcement refers to the antecedent effect 

of a stimulus, an effect many psychologists do not 



easily accept (cf. Dews, 1966), the discriminativ~ 

properties of a stimulus refers to the consequent 

effects, more consonant with cause and effect notions 

necessary to any deterministic account of behaviour. 

The original definitions of 'discriminative' 

referred to stimuli ":i_n the presence of which" 

responding was reinforced (Skinner, 1953), but more 

recent definitions simply use the term for any 

function which affects consequent bahaviour (Stubbs, 

1971). Stubbs' description of the discriminative 

function of stimuli stresses the fact that, with 

temporally regular components (for example FI and PR) 

there is always a fixed relation between the 

presentation of the brie f stimulus 2nd the presentation 

of food. In these cases, other things being equal, 

both Sp and SN have similar 'predictive' power, and 

both should therefore maintain similar behaviour. 

(There is still, in this view, room here for a 

conditioned reinforcing function. See below). 

A related view is that which conceptualises the 

component behaviour as a complex operant (Bigelow, 

1971; Neuringer and Chung, 1967), the brief stimulus 

serving to maintain the integrity of this complex 

operant. This view, however, emphasises the importance 



of the component schedules being similar, whereas 

the discriminative view does not have this 

restriction - all that is necessary is for the brief 

stimulus to have a fixed temporal relation to some 

event, and therefore to have some 'predictive' power. 

Stubbs (1971) considers that the discriminative 

view explains more easily de Lorge's (1971) finding of 

a difference between SN and Sp using VI components. 

With irregular components there should be no 

discriminative effect, fherefore allowing any conditioned 

reinfo~cing effect to be paramount. This effect 

presumably would be much stronger in the case of Sp 

than SN. Further experiments utilizing VI and VR 

components would demonstrate the correctness, or 

otherwise, of Stubbs' (J..971) analysis. 

'Many, th.eor:ts-ts- nave J.ong e-een conceTned wi'tli the 

problem of the 'backward' effect of reinforcers, and 

some alternative formulations have been suggested. 

Hendry (1969)> in his concluding comments, suggested 

that the term 'maintaining stimulus' be used in those 

cases where the probability of emission of an operant 

is effected by its consequences, and the term 'controlling 
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stimulus' be used in those cases where the 

probability of an operant varies with the presence 

or absence of a stimulus. Conditioned reinforcers 

are examples of the former; discriminative stimuli 

are examples of the latter. He wryly added: 

"I have placed this note on terminology 
at the end of the book, where some readers 
may never find it. This will minimise the 
risk of confusion from defining a term that 
is never used, If it has any merit, it 
will presumably survive''. (p. 402). 

Up to the present" time, the terms have 

apparently not survived, out that the idea, at 

l eas t, has merit is evidenced by the growing concern 

over this problem of ''how do reinforcers work" 

(cf. Bolles and Moot, 1972, footnote Pp.56-57 

and Stadden, 1972 for related reasoning). 

Past analyses of second-order schedules have 

not been framed to provide information of the sort 

needed to elucidate issues of this kind, but the 

controversy between conditioned reinforcing, and 

discriminative stimulus, explanations show that the 

problem has not gone unnoticed. 



INTRODUCTION TO THE EXPERIMENTS 
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INTRODUCTION TO THE EXPERIMENTS 

Tl'l..:.e experrmental work is presented in three 

sections. Tn Section I, two experiments are 

presented which investigate the nature of the 

schedule control of (drl) operants, by rnanipulating 

the overall schedule contingencies. In the 

experiments described in Section II, response 

requirements were manipulated, and the effects of 

such manipulations on response patterning were 

ana lysed. In Section III, a series of experiments 

is described ·concerned with the effects of brief 

stimulus changes on the response patterning 

maintained by second-order schedules. 

Apparatus 

Three identical experimental chambers were 

used. For all of the rats except E-1 and E-2, the 

same chamber was used throughout the experiment. Tn 

the case of E-1 and E-2, the fixed- ratio manipulations 



were made in one chamber (see Chapter 6), while 

the brief stimulus changes were made in the same 

chamber as for E-3 and E-4 (see Chapter 9). 

Each operant conditioning chamber measured 

18.5 cm f~om grid to ceiling, 24.0 cm from the 

back to the front panel, and was 20.0 cm wide. 

The sides were of sanded, plate aluminium . On 

the front panel was mounted a lever, 5.0 cm wide, 

1.0 cm thick, protruding 2,0 cm from the panel. 

A force of 0.1 N was n~eded to depress the -lever, 

and thus to make an electrical contact and record 

a response, A new response could not be recorded 

until the lever had returned torest, The centre of 

this lever was 2.5 cm from the left hand wall, 

A recess, 4.0 cm wide, 5.0 cm high, and 5.0 cm 

deep was located centrally in the panel, its base 
-

being 1.0 c1n from the grid. The reinforcer was a 

solution containing 33.3% Nestle 1 s full cream milk 

in 66.7% water. The solution was delivered in 

0,05 ml portions to the floor of the recess by a 

motor-operated dipper mechanism, the rest position 

being up. The dipper cup was located 2.0 cm from the 

front of the recess. 
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Each chamber was housed in a sound- attenuating 

box, lined with polystyrene, and with an extractor 

fan mounted on the side of the larger chamber 

providing an ambient noise level of 60 + 2 db. No 

illumination was present at any time during any of 

the experiments. These chambers were housed in a room 

used solely for this purpose, in which there was 

very little activity, and no noise permitted. 

Programming and recording equipment were housed in 

a separate room. 

Solid-state logic units were used to programme 

the experiments . Responses , reinforcements and 

completed components were recorded on electro

mechanical counters. Responses and reinforcements 

were also recorded on & cumulative recorder, generally 

Gerbrand's,but occasionally one made in our laboratory. 

Interresponse times were recorde d on Sodeco print-out 

counters, or, as in the early stages of the experiment 

reported in Chapter 7, on a Kienzle print- out counter. 

All brief stimuli were of 100 Hz frequency, obtained 

by feeding the output from a frequency generator 

through an amplifier to the speaker. 



The random-ratio schedules were programmed by 

pre-punched tapes, made up using random number 

tables. Each input resulted in one step of the 

tape, and an output resulted when a punched hole 

passed a light sensor, Reinforcement was then 

available for the next completed component. 

The · vari ab le-interval tapes were made up from 

the calculations of Fleshler and Hoff man (1962), and 

were therefore constant-probabili ty variable-interval 

(cf. Catania and Reynolds, 1968). The tape moved 

continually at a set speed, and a punched hole 

passing a microswi tch halted the tape and gave an 

output which set-up reinforcement for the next 

completed component. 

Housing arrangements 

Animal;were housed individually in wire cages , 

mounted in racks, to enable speedy and efficient 

daily cleaning. Water was available at a ll times 

by means of a tube attached to the door of the cage. 

For the duration of the experiments, each animal was 

wetghed in the morning, and after taking part in the 

experiment, was given that amount of food necessary to 

maintain him at 80% ad libitum body weight, A twelve 

• All the animals were obt ained from Anima l 
Supplies (London) Ltd. 



hour day-night cycle, controlled by an automatic 

clock, was in effect . 

Method of data analysis 

All the data presented in this thesis has been 

calculated from the records taken from the final 

session under each condition, 

The dependent variables were calculated in 

the following ways, Rates were obtained by dividing 

the number of instances by the time spent emitting 

those instances. The time used to calculate running 

rates was the total session time minus the time 

spent in pcstreinforcement pauses. 

The interresponse time distributions were calculated 

in one-second categories for those schedules involving 

(drl 10-sec) components, and in two-second categories 

in the case of schedules with (drl 20-sec) components. 

The conditional prob ability distributions, . where 

presented, were calculated from the interresponse time 

distributions using the method given by Anger (1956) , 

Also calculated from the recorded interresponse 

times was the duration of each component as a function 

of its ordinal position from reinforcement, the number 



of errors in each component, the postreinforcement 

pauses, and the total amount of time spent in the 

'work state' (cf. Schneider, 1969). 

Initial training 

A method of reinforcing successive approximations 

to lever-pressing has been used in some of the 

experiments to be reported in this thesis. This is 

a commonly used technique, and detailed discussions 

may be found in most s~andard l aboratory texts. 

Criteria of stability 

In all cases, a change in the experimental 

conditions was carried out only when two criteria 

of response stability were met. These criteria were: 

(i) that a minimum period of time - usually 

twenty hours - had been spent in that 

condition 

(ii) that in any three consecut i ve days, the 

overall operant rate should not vary by 

more than 5% from the mean for those three 

days. 

These two criteria were chosen to take into account 

the suggestions of Schoenfeld and Cole (1972), who 

observed that: 
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"The system will undergo a transition 
from its initial level to the steady state 
resulting from the new set of conditions . 
The transition may be slow or rapid, simple 
or complex, but, whatever the case, the 
notion of stability is embodied in two 
questions: first, is the transition over? 
second, how similar aTe successive measurements 
at any stage? Such questions would not arise 
if there were no variation in the measurements, 
but because physical measures are variable, all 
ways of deaiing with the stability problem arc 
necessarily ways of dealing with variability" 
(p.141). 



S E C T I O N I 

MANIPULATION OF THE PARAMETERS 

OF THE OVERALL SCHEDULE 
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In. tfi±s- Section, th.e parameters of the overall 

schedule have been manipulated in order to determine 

the effect on the component behaviour, and on the 

nature of control by the overall schedule , The 

results of these changes have been compared with 

the results of similar changes made by other 

experimenters using comparable scheuules involving 

simple operants . 

The importance of this type of comparison 

between the schedule control of simple and complex 

operants lies in the assertions of certa in ~heorists 

(cf . Skinner , 1953 ; 1972) that the control of complex 

behaviour may be understood by first analy~ing the 

factors which determine simple behaviour patterns, 

Many critics have argued that there exist differences 

in kind between the simple and complex behaviours 

(cf. Chomsky , 1959), and that a detailed analysis of 

the controlling factors in simple situations will no t 



help us to understand complex ones. Although this 

arguement has often been countered on 'logical' 

grounds (cf. McCorquodale, 1970), there have been 

few direct empirical tests of the hypothesis that 

complex behaviour may be controlled in the same 

way as simple behaviour. 

The two experiments presented in this Section 

form part of an attempt to test this hypothesis. 



CHAPTER 3 

Fixed-ratio control of spaced responding 

There a~e several published reports of the 

maintenance of complex operants under FR schedules 

(cf. Bigelow, 1971; Boren, 1973; Davidson and 

Osborne, 1974; Ferster, 1958; 1960; Mintz , 

Mourer, and Weinberg, 1966; Nevin, Cumming, and 

Berryman, 1963). ~he present experiment is an 

attempt to extend the generality, if any, of the 

findings of these studies to the FR control of DRL 

behaviour. 

METHOD 

Subjects 

Four naive male albino rats were maintained at 

c:.pproxirnately 80% ad lib body weight by supplementary 

feeding c:.fter each session. Water was freely available 
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at ~all times in ~he home cage . At the start cf 

the experiment , all the animals were 130 ~ 10 days 

old. 

Apparatus 

The standard experimental chamber was used. 

Procedure 

Lever press responses were shaped, followed 

by continuous reinforcement for 50 responses . Two 

of the subjects (E-1 and E-2) were then placed on 

DRL 10-sec (nominally FR l(drl 10-sec)), and the 

other 2 subjects (E-3 and E-4) under DRL LO-sec 

(nominally FR l(drl 20-sec~. FR values of 1, 2, 4 

and 6 were used, the animals being exposed to each 

value in ascending order. Behaviour stability was 

obtained under each FR value before proceeding to 

the next value (seep, 48 ), the proviso having been 

made that each subject should have been exposed to 

each FR value for at least 20 sessions. Table 3:1 

gives the number of hourly sessions in each condition 

for each subject, 
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TABLE 3:1 

Experimental Conditions 

SUBJECT SCHEDULE 

E-1 FRl(drl 10-sec) 
FR2(drl 10-sec) 
FR4(drl 10-sec) 
FR6(dr l 10-sec) 

E-2 FRl(drl 10-sec ) 
FR2(drl 10-scc) 
FR4(drl 10-sec) 
FR6 (drl 10-sec) 

E-3 FRl (drl 20-sec) 

FR2 (drl 20-sec) 
FR4(drl 20-sec) 
FR6(drl 20--sec) 

E-4 FRl(drl 20-sec) 

FR2 (dr l 20- sec) 
FR4(drl 20 - sec) 
FR6 (drl 20- sec) 

NUMBER OF TRAINING 
SESSIONS 

53 
- 20 

21 
92 

49 
14 
22 
97 

54 

18 
25 
43 

68 
23 
33 

29 



RESULTS 

Figure 3:1 shows the median and interquartile 

range of the duration of the postreinforcement 

pause. Three of the subjects showed an increase 

in the pause, together with an increase in variance, 

as the FR was increased, In the case of E-3, 

however, there was a longer pause under FR 2(drl ZO~sec) 

than under FR 4(drl 20-sec). Apart from this exception, 

however, there was a trend of increas ing postreinforcement 

pause with increas ing FR value. 

The relative frequency distributions of IRTs are 

shown in Fig. 3:2. Both of the rats with (drl 20-sec) 

components showed a shift in the distribution to the 

right, i.e. a tendency to emit longer IRTs as the FR 

value was increased. The effect was not evident, 

however, for the 2 rats with (drl 10-sec}components 

except on transition from FR 1 to FR 2. 

The overall response rate undeT each condition is 

shown in Fig. 3:3. In the case of 3 of · the rats, response 

rate decreas ed as the FR value was increased, while the 
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response rate of E- 2 increased on changing frorr. 

FR 2 up to FR 6. For all of the rats, however , the 

number per unit of time of IRTs which met the DRL 

criterion (the component rate) decreased as a 

function of the FR value. This is shown in Fig. 

3 : 4 , a long with the running rate of components, or 

' correct responses' . The decrease in this variable 

as a function of increasing the ratio was particularly 

marked. 

Figure 3:5 shows the mean value of s uccessive 

(drl) components within the ratio. This was calcula ted 

by taking an average of the IRTs which satisfied each 

of the (drl) components within the interval. The 

first component happened to be the postreinforcement 

pause, while the last con~onent was always followed 

by r einforcement. Component duration was found to 

be a decreasing function of relative 'distance' from 

the preceding reinforcement. The IRTs which satisifed 

the DRL criterion got shorter (nearer to the criterion 

value) as reinforcement approached. There was also an 

increase in the duration of each component as the 

FR was increas ed . For example, the third component was 

always longer under FR 6(drl) than under FR 4(drl) . 

The interquartile ranges of the durations of each 

component are shown for FR 6(drl) in Fig. 3:6 . The 
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effect was the same for the other FR value, bu~ in 

the interests of clarity they are not shown. The 

obtained effect was of decreasing variability as 

r e inforcement was approached. There was a wide 

range of IRTs emitted to satisfy the first 

component, but ~11 of the IRTs which satisifed the 

fina l component were very near to the required value. 

Table 3:2 and Fig. 3:7 show the •errors' made 

in each component, both as a function of FR value, 

and as a function of ordinal position from reinforcement. 

There was an increase in the frequency of IRTs not 

satisfying the DRL criteria as reinforcement approached, 

and a decrease in the frequency of •errors' in most 

cases in any particular component as the ratio was 

increased. There was a l so a decrease in the total 

number of terrors• as tfie FR value was increased. These 

effects were most marked under the FR 2and FR 4 

conditions. In the case of E-3, whei~ there was a 

downward trend in the FR 6 function, very few 'errors' 

were made at all in any component. 

Sample cumulative 1·ecords a.re show_n in Fig. 3: 8. 

One set is from a rat with (drl 10-sec) components, 

the other set from a rat under (drl 20-sec) components. 

The formation of a Jscallop~ may be clearly seen, being 

shallower under (drl zo~sec). 



TABLE 3:2 

Mean Number of Errors Made in Each Co~ponent 

. .SUBJECT . SCHEDULE 

E- 1 FR2 (drl 10- sec) 

FR4 (drl 10-sec) 
FR6(drl 10-sec) 

E-2 FR2(drl 10-s ec) 

FR4(drl 10-sec) 

FR6(drl 10-sec) 

E-3 FR2(drl 20- sec) 
FR4(drl 20-sec) 

FR6 (drl 20-sec) 

E-4 FR2(drl 20-s ec) 

FR4(drl 20- sec) 

FR6(drl 20- sec) 

ORDINAL POSITION OF THE COMPONENT 
FROM REINFORCEMENT 

. . . . . 1 . . 2 . . 3 .. 4 . s .. 6 

0.14 1. 20 

0.30 0 . 75 1.00 
0.03 0.17 0. 17 1.76 1. 52 

0 . 18 

0.02 0 . 20 0.55 0.7 5 

0.75 0 . 63 0 . 25 0 . . 37 0 . 79 . 

0.15 0. 55 

0 . 63 0 . 41 0 . 59 
- O . 46. 0 . 23 0 .08 0.15 

0 . 25 0.52 

0 . 09 a .so 0.73 0 . 86 

0.2 1 0.28 0 . 71 0.93 0 . 93 
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DISCUSSION 

Typically; under FR schedules, reinforcement is 

followed by a pause, which leads to a steady rate 

of responding until the next reinforcement (cf. 

Ferster and Skinner, 1957). The effect on this 

behaviour of manipulating the ratio are, however, 

less clear, · 

It has been consistently reported that post~ 

reinforcement pause duration is an increasi~g function 

of ratio size (cf. Felton and Lyon, 1966; Fers ter and 

Skinner, 1957; Powell, 1968; 1969), but a change in 

running rate has se ldom been reported. In most studies , 

this measure has not been used, although it has been 

shown to be especi&lly sensitive to experimenta l 

manipulations under FI schedules (cf. Elsmore, 1971; 

Schneider, 1969). As FR and FI are often considered 

to be similar in many respects (cf. Nevin, 1973; 

Schoenfeld and Cole, 1972), it seems likely than an 

analysis in terms of running rate on FR schedul es might 

prove useful. 

Felton and Lyon (1966) and Powell (1968; 1969) 

suggested that running rate may have been a decreasing 

function of ratio size for some of their animals , but 

concluded that there was no real systematic relationship. 



Jwaideh (1973) suggested that running Tate is 

insensitive to changes in ratio size , while Epling 

and Lloyd (1973), using a conjunctive FR FI, showed 

a decrease in running rate with increasing ratio 

size for all of their pigeons , 

With regard to the overall rate of responding, 

some studies have shown it to be an increasing function 

of ratio value (cf, Boren, 1961; Premack, Schaeffer, 

and Hunt, 1964; Weissman and Crossman, 1966), or that 

it increases to a maxi~um, then decreases (cf. 

Barofsky and Hurwitz; 1968; Lee and Gollub, 1971). 

The rats used in the present experiment showed 

an increase in postreinforcement pause with increasing 

ratio size (Fig. 3:1). Powell (1968) reported also 

an increase in the variability of postrcinforcement 

pause duration with increasing iatio, a finding 

replicated by this experiment, 

The overall rate of lever pressing decreased with 

increasing ratio value for 3 animals, but increased 

on changing from FR 2 to ·FR 6 for E-2 (Fig . 3:3). 

The relevance of overall response rate measures for 

studies of complex operants has been questioned by other 



authors (cf. Bigelow) 1971; Stubbs, 1971), an~ the 

results of the present study also case doubt on the 

usefulness of this particular dependent variable. 

The rate of emission of components, however, was 

comparable to the rate of lever pressing observed 

under simple FR schedules . Both the overall and 

running rate of components was a decreasing function 

of ratio value (Fig, 3:4) . Both Barofsky and 

Hurwitz (1968) and Lee and Gollub (1971) reported 

decreasing response rate with increasing ratio v~lue , 

They obtained this effect with high FR values, and a 

factor which might connect these two studies with 

the present experiment is the relatively long 

interreinforcement times involvad . It is well 

documented that decreasing reinforcement frequency 

decreases rate of responding (cf. Hernstein, 1970) . 

This, however, is a molar explanation and the emphasis 

in the present thesis is on molecular · analysis. This 

point is discussed at greater length later . 

Furthermore, the account in terms of rei~forcement 

frequency does not apply to the results of Bigelow 

(1971). He reinforced an operant of (drl 4.5-sec) 

under FR values of 20, 8, and 3, and found an increase 

in the overa l l component rate with increasing ratio 

value, There are certain procedural differences between 
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the Bige low (1971) study and the present experiient. 

In addition to presenting an Sp af t e r each component, 

Bigelow used a very short (drl) value. The present 

study involved a tandem schedule, and used much 

lon ger (drl) values. ~any experimenters have 

reported considerable rate differences between tandem 

and SP conditions (cf. Stubos, 1971), but whether or 

not this is an absolute effect, acting between 

differen t experiments, is quite unclear). Whereas 

Bigelow (1971) decreased his ratio values, those in 

the present study were increased. 

Three of Bigelow's 4 rats, however , decreased 

their component running rates as the FR value increased, 

which is the same effect as reported h ere . Epling and 

Lloyd (1973) also reported a decrease in running rate 

with increasing ratio value under a conjunctive FR FI. 

These three experiments are the only ones to report 

this effect. 

Several authors have suggested that schedules of 

time-consuming operants may reveal aspects of schedule 

control not apparent with more instantaneous operants 

(cf. Bigelow, 1969; 1971; de Lorge, 1969; Marr, 

1969). If this were true, then this discrepancy might 

be explained. Felton and Lyon (1966) and Powell (1968) 



reported occasional decreases in running rate for 

some animals with a simple operant . Bigelow (1971) 

reported a decreasing function for 3 of his 4 rats 

with a (drl 4,5-sec) operant. The present study 

showed a substantial decreasing eff6ct for all 

animals with operants of (drl 10-sec) and (drl 20-sec). 

This hypothesis will be discussed at the end of 

Section 'I, but there is another aspect of the situation 

wI1ich might elucidate the finding of a decreasing 

running rate. 

Figure 3:8 shows the formation of a clear scallop 

as the FR values increases, Bigelow (1971) also 

observed this effect when a cumulative recording was 

obtained in which the pen was stepped only by 'correct ' 

responses. This scallop is similar to that obtained 

under FI schedule~ of reinforcement (cf. Ferster and 

Skinner, 1957). Response rate is known to decrease 

with increasing interreinforcement interval under FI 

schedules (cf. Nevin, 1973; Skinner, 1938), It may 

be the case, therefor~, that behaviour under FR (drl) 

is controlled by similar variables to those controlling 

FI behaviour . Some authors have cast doubt on the 



traditional separation of FI and PR schedules 

(cf. Nevin, 1973; Schoenfeld and Cole, 1972), and 

the work of Schoenfeld and his collaborators has 

shown that there is an easily obtained transition 

between ratio and inteTval type behaviour (cf. 

Hearst, 1958). 

Usually, the characteristics of the component 

are maintained und0r second-order schedules , at 

least in the Sp condition. The present experiment 

shows that the characteristics of responding with 

reference to the component schedule were affected 

to some extent by the overall schedule , For example, 

none of the animals was as precise in temporal 

discTimination at higher ratios as at FR l(drl). 

Also, for both of the subjects under (drl 20- sec), 

there was a clear tendency to emit longer IRTs as 

the ratio was increased, 

Figures .3:5 and 3:6 provide a more detailed 

account of the p e rformance in each component, and 

it can be seen that component behaviour changed 

systematically both between and within ratios. The 

main effect was of a decrease in the mean IRT to 

satisfy the component criterion as reinforcement on 

the overall schedule approached . These functions are 
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very similar in form to those obtained by Davison 

(1969). He examined successive IRTs in simple FR 

and s econd·~order ·_FR ('.FR) , and found that the aura tion 

of IRTs decreased as reinforcement approached . 

Related to the decreasing component duration 

was the finding that more errors occurred in the 

latter half of the ratio than in the first half 

(Fig. 3:7, Table 3:2). Bigelow (1971) reported that 

his subjects made more errors in the first half of 

the ratio. Other studies usiug complex operants 

under FR control also report more errors in the first 

half of the ratio than in the second half (cf. 

Davidson and Osborne, 1974; Mintz et al . 1966; 

Nevin, 1967; Nevin et al . 1963). 

Two possibilities may be considered with regard 

to the error findings, Although Bigelow has stated 

that there is: 

" ... a clear tendency for errors to occur 
during the earlier part of the fixed-ratio " 
(1971, p.27). 

an analysis of his data by the present writer has 

shown that these differences were not statistically 

significant. 
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Secondly, it may be considered that 'errors' 

in other complex operants are controlled by 

totally different variables than those controlling 

'errors' in the present study, and that of Bigelow 

(1971). 

There are very few reports of behaviour under 

DRL control without 'errors' (cf. Kramer and Rilling, 

1970) and it has often been suggested that these 

uon-criterion IRTs play an important role in DRL 

behaviour, in that they ''set the occasion for longer, 

criterion IRTs" (cf. ·Angle, 19 70; Ferraro, Schoenfeld, 

and Snapper, 1965; Kramer and Rilling, 1970). On 

the other hand, 'mistakes' made in other complex 

operant studies, such as matching-to-san~le, play 

no important part in the maintenance of the behaviour. 

There are many studies where these tasks have bP-en 

taught without errors (_cf. Lambert, i9 7 4; Terrace, 

1966). It appears to be the case, then, that 'errors' 

in a DRL situation are an integral part of the behaviour 

whereas 'errors' in other situations may be merely 

incidental to the behaviour. 

The reinforcing stimulus has two functions. One 

is to maintain the behaviour upon which it is contingent, 
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and the other is to control the behaviour which 

follows it (cf. Hendry, 1969; Reid, 1958; Stadden, 

1972)~ In the present experiments, the maintained 

behaviour would be typical DRL behaviour (with 'errors), 

and the controlled behaviour would take the form of 

long pauses, as on most schedules with long inter

reinforcement times. In the present experiment, then, 

there should be few 'errors' in the first half of the 

r at io and more in the second half . This was exactly 

the case. (cf. also Thomas and Stubbs , 1966). 

When a matching-to-sample task is reinfo-rced 

according to a FR schedule, the maintained behaviour 

should be matching-to-sample with few ' errors ' 

(since they are incidental to the behavio ur), and this 

has been shown to be true. The control l ed behaviour 

would not be specified by the schedule contingencies, 

and so could take the form of responding inappropriately, 

and therefore making 'errors•. This also is the case. 

It seems likely that aay behaviour other than matching..

to-sample would constitute an 'error' in this situation 

and it is well documented that reinforcement causes 

an immediate decrease in the frequency of the behavior 

it usually maintains (cf. Catania, 1973 c ), thus 

allowing the opportunity for 'errors ' to occur in this 

type of matching-to-sample situation. 



This explanation is ex post facto but has the 

advantage of appealing only to generally acknowledged 

controlling variables. The hypothesis is, that as 

reinforcement is approached on a temporally regular 

schedule, the component behaviour becomes more 

similar to that normally obtained under the component 

schedule, and this transition is due to a transition 

from the controlling to the maintaining function of 

the reinforcing stimulus. This hypothesis, however, 

would need rigorous empirical validation before it 

could be accepted as a principle of the control of 

behaviour. 

There are ~everal aspects of the present 

experiment which suggest that FR schedules exert 

similar control over both simple and complex operants . 

The comparison, however, is made very difficult by 

lack of a detailed understanding of the FR control of 

simple operants, a deficit which th~ expertmental an~lysis 

of behaviour should rectify as soon as po~sible. 
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CHAPTER 4 

Rando~-ratio control of space~ responding 

A random-ratio (.RR) schedule is one which 

specifies that each response has an equal probability 

of being followed by reinforcement (Brandauer, 1958). 

For example, a RR 8 schedule specifies that each 

response has the probability of 0 . 125 of being 

reinforced. The present experiment was an investigation 

into the effect on behaviour main tained by two DRL 

schedules of manipulating the parameters of an overall 

RR schedule , 

METHOD 

Subjects 

Three naive, male hooded rats, and one naive, 

male, albino rat served, Each was maintained at 

approximately 80% ad lib body weight by supplementary 



feeding af te'l' each. s es-sion. W'a t er was freely

available at all t i-mes· in the home cage, At the 

start of the experiment , two of the subjects (B-1 and 

B-2) were 120 + 10 days old, while the other two 

(C-3 and E~S) were 200 + 20 days old. 

Apparatus 

The standard experimen.tal chamber was used. 

Procedure 

After lever training, each anima l was given SO 

reinforcements on a continuous reihforcement schedule. 

Subjects B-1 and B-2 were then reinforced under 

DRL 10 .... sec (nominally RR l(drl 10-sec)), and subjects 

C- 3 and E- S under DRL zo.,..s ec (nominally RR l (drl 20-s ec)). 

Aft er th e r a ts had been on each condi tion for a minimum 

of 20 hourly sessions, and having satisfied the 

stabi lity criteria mentioned above (p.48), then the 

RR values were changed . For 3 of the 4 rats , the 

requirement was raised from RR 1 to RR 2 to RR 4 to 

RR 8. For subject C-3, the requirement was changed 

directly to RR 4 from RR 1. The reason for this wa~ 

that C-3 was a late replacement for an animal that died, 
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and consequently there was less time available in 

which to complete the experiment. 

Table 4:1 gives the number of sessions under 

each condition for each subject. 

RESULTS 

Figure 4:1 shows that the duration of the 

postre inforcement pause increased with RR value for 

each subject. For both of the animals on RR 1 (drl 10-sec), 

these data were not available, although it may be t~ken 

that the pause was about 10 sec in duration in both 

cases, due t c the length of time undeT this condition. 

The relative frequency dis tribution of IRTs is 

shown in Fig. 4:2, and a tendency to emit longer IRTs 

as the RR value was increased is eviden t for all of 

the subjects. 

Figure 4:3 shows that there was no systematic 

effect on the overall rate of lever pressing of 

changing the ratio requirements, The overall component 

rate was insensitive to the changes in ratio r equirement, 



TABLE 4:1 

Experimental Condition~ 

SUBJECT . .SCHEDULE . 

B-1 RRl (_drl 1O-='-sec} 

RR2 (drl 1O<"SCC ). 

RR4 (drl lOi:-s-ec} 

RR8 (drl 1O-sec) 

B-2 RRl (drl 1O,-.sec) 

RR2 (drl lO i:-sec} 

RR4 (drl lO""sec} 

RR8(drl lO""sec) 

C-3 RRl (drl 2O-:,sec) 

;-,R4 (drl 2O-sec} 

RR8 (.drl 2Oi:--secl 

E-5 RRl (.drl 2O,...sec) 

RR2 (drl 2O.-s ec) 

RR4(drl 2O,-sec} 

RR8 (drl 2O.,.sec} 

NUMBER OF TRAINING 

-SESSION,& 

33 

25 

_63 

50 

.36 

25 

62 

52 

102 

· 39. · 

· 34 

75 

25 

25 

40 
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while the component running rate decTeased as the RR 

requirernent •increased (Fig. 4:4). An exception to 

this, however, was B-2, whose running rate increased 

on changing from RR 4 to RR 8. This is also the 

animal who showed most variability in the other 

rate measures. 

The mean duration of the IRTs satisfying each 

component as a function of RR value and ordinal position 

from reinforcement is shown in Fig. 4:5, For both 

of the . rats with (drl lO~sec) components, after the 

first two, the duration of the r emaining components 

remained constant to reinforcement For the (drl 20-sec) 

rats, there was no appreciable diffeTence in duration 

of the components at each RR value, although the 

functions are more variable than for the (drl 10-sec) 

rats. In the case of 3 of the subjects, the RR 8 function 

was higher than the RR 4 f unction, which in turn was 

higher than the RR2 function. In the case of B-2, the 

RR8 function was below the RR4 function for 4 components. 

Tables 4:2 and 4:3, and Fig. 4:6 show the ' errors' 

made in each component as a function of RR value, and 

ordinal position from reinforcement. Because of the 

inequality in the number of instances of each ordinal 

component, the ordinate of Fig. 4:6 r e.p r esents the number 
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SUBJECT 

B- 1 

B-2 

C-3 

E-5 

., 

-Table 4:2 

Total Number of Errors Made in Each Component 

SCHEDULE 1 . 2 3 

RR2(drl 10-sec) 47 45 21 

RR4(drl 10- sec) 3 24 33 

RR8(4,rl 10-sec) - - 7 

RR2(drl J.0-sec) 59 28 18 

RR4 ( drl 10- sec) · 9 58 57 

RR8(drl 10-sec) 6 12 21 

RR4(drl 20-sec) 8 34 16 
I 

RR8(drl 20-sec) ' 4 6 ') 
I., 

RR2(drl 20-sec) 33 14 17 

RR4(drl 20- sec) 10 10 4 

RR8(drl 20-sec) 18 13 10 

ORDINAL POSITION OF THE COMPONENT 
FROM REINFORCEMENT 

4 5 6 7. 8 . 9 10 11 12 . 13 14 . 15 16 . . 

9 7 

12 15 13 6 3 2 l - 1 2 1 - 1 

5 2 ·. 1 1 2 3 2 1 2 - 1 1 -

8 3 

57 33 34 16 12 3 

14 2 2 3 1 1 1 1 3 2 . 3 2 3 

5 3 7 2 1 1 

1 5 4 6 7 1 5 2 - 3 - - 5 

~6 

9 3 4 1 4 

13 9 9 7 
,., 4 3 2 3 4 -- 7 4 I.., ~ 

., 
00 
-..J 

·J 



TABLE 4:3 

Mean Number of Errors Made in Each Component 

ORDINAL POSITION OF THE COMPONENT 
FROM REINFORCEMENT 

SUBJECT SCHEDULE 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

. 
,·J 

B-1 RR2(drl 10-sec) 0 .39 0 . 66 0.57 0.82 1 . 00 
00 

RR4(drl 10-sec) 0.05 0.53 0.94 0.48 0 . 71 0.65 0 . 46 1.00 1.00 0 . 50 - 1. 00 0 . so 1.00 - 1.00 00 

RR8(drl 10-sec) - - 0.30 0 . 24 0 .17 0 .09 0 . 09 0.18 0.30 0.28 0.14 0 . 28 - 0 .14 0.25 - -1 

B-2 RRZ(drl 10-sec) 0.47 0.38 0.47 0 . 67 o.so 
RR4(drl J.0- sec.) 0.16 1.14 1.46 1.90 1.65 1.79 1.45 2.00 0.75 

RR8(drl 10-sec) 0.19 0 . 44 0.78 0.64 0 . 12 0.17 0.25 0 . 08 0 . 08 0.11 0 .11 0~37 0 .25 0.37 0.33 1.00 
·-

C-3 RR4(drl 20-sec) 0.27 1.36 0.89 0.38 0.30 0.78 0.40 0.33 1 . 00 

RR8(drl 20- sec) 0.36 ·0.67 0 . 22 0.11 0.62 0.57 0 . 86 1.00 0.17 1.00 0.50 - 1.00 - - 1. 67 

E-5 RRZ(drl 20-sec) 0.57 0 . 40 1.00 1.20 

RR4(drl 20- sec) 0.30 0 . 42 0 . 23 0.75 0.25 0 . 40 0.17 0 . 80 

RR8(drl 20-sec) 1.50 1. 30 1 . 00 1.30 1.12 1 .12 1.17 0 . 40 1.80 1.33 0.67 1,50 2.00 - 3. so 2 . 00 
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of errors made per ordinal component. For each ratio 

value, the least number of errors was usually made 

during the first 1 or 2 components, but after this 

there was no systematic relationship. For both of 

the animals with (drl 10-sec) components, the function 

for RR8 was the lowest, but this was not the case for 

either of the rats with (drl 20-sec) components. 

Figure 4:7 shows sample cumulative records from 

one animal with (drl 10-sec) components, and from one 

with (drl 20-sec)components , There was no patterning 

evident, nor any rate differences,between any of the 

conditions. 

DISCUSSION 

The finding that the duration of the post.

reinforcement pause was an increasing £unction of RR 

value extends the generality of the reports of 

Brandauer (1958), Farmer and Schoenfeld (1967), and 

Sidley and Schoenfeld (1964). The insensitivity of 

the overall rate of components to changes in the 

probability of reinforcement corroborates the findings _ 

of Brandauer (1958) and Sidley and Schoenfeld (1964). 

These two results suggest that the (drl) component 
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Cumulative records taken during the 

£ina1 session Under each ratio va lue, 
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behaved in much th~ same war as simple leveT-pressing 

or key-pecking operants. How~ver, the finding that 

the running rate of components was a decreasing 

function of RR value is discordant with the report of 

Farmer and Schoenfled (1967), who said that running 

rate is insensitive to changes in the probability of 

reinforcement. 

Examination of the IRT distributions (Fig. 4:2) 

shows that there was a clear tendency to emit longer 

IRTs as the RR was increased, and this was apparently 

not caused by any selective effects on particular 

ordinal components. Indeed, except for the longer 

postreinforcement pauses in the case of the subjects 

with (drl 10-sec) components, there was no systematic 

change in the duration of components as time from 

reinforcement increased (fig. 4:5). FoT the animals 

with (drl 20-sec) components, there was no increase 

over the remai11ing component durations in the post

reinforcement pause. These findings are very similar 

to those reported by Kintsch (1965) who showed that 

IRTs on VR schedules show little difference after the 

postreinforcement pause. This is another point of 

contact between the schedule control of simple and 

complex operants. 



Brandauer (1958), and Sidley and Schoenfeld 

(1964) reported that they obtained the lowest 

operant rate under RRl, although this was not the 

case in the present experiments. However, as 

Schoenfeld and Cole (1972, p.146) have pointed out, 

under RRl (with a simple operant) there arc only 

postreinforcement pauses, and this would complicate 

any consideration of response rate. Due to the 

nature of the operant this was not the case in the 

present experiment. 

The distribution of 'errors' showed no systematic 

effect other th~n a tendency to make fewer 'errors' 

in the first two components, Davidson and Osborne 

(1974) also found no systematic 'error' pattern on 

a matching-to-sample task maintained by a VR schedule 

using children as subjects. As in the case of the 

FR (drl) experiment reported in Ch~pter 3, this has 

implications for a view of the role of the reinforcing 

stimulus in. maintaining and controlling behaviour. 

In the present experiment, the controlling function 

of the reinforcer (the consequence effect) is small with 

respect to the maintaining function (the antecedent 

effect), and there is not the gradual transition between 



the two that characterised the FR (drl) experiment. 

There seems to be maintenance of the (drl) behaviour 

throughout the whole of the interreinforcemcnt 

interval, (after th~ short postreinforcement pause), 

and the change from controlling to maintaining 

function appears to be sudden. 

The maintained component behaviour was not 

immutable, however, since decreasing the probability 

of reinforcement increased component duration . This 

is a clear demonstration of an interaction between 

the overall and component schedules, an effect 

occasionally mentioned (cf. Marr, 1969) but r are ly 

demonstrated, 

The absence of brief stimulus conditions makes 

difficult a comparison of this schedule with other 

second-oTder schedules, but despite several reports 

to the contrary, the present experiment s hows q~ite 

clearly the possibility of ~aintaining 'typical' 

component behaviour without SN or SP. In fact, 

behaviour under RR8(drl), where as many as 20 

consecutive components were emitted for a single 

reinforcement, was more akin to typ ical DRL behaviour 

(cf, Kramer and Rilling, 1970) than some studies 

using a simple DRL schedule (cf. Krame r and Rodriguez, 

1971). 
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In many respects , changing the prob ability of 

r e inforcement affected the complex operant in this 

experiment as it affects ~mpler operants, but again 

there is a scarcity of detailed information as to 

the control of simple operants under RR schedules of 

reinforcement, 



GENERAL DISCUSSION 

An explanation offered in both chapters fer the 

effects on component behaviour of manipulating the 

ratio value was in terms of the two functions of 

the reinforcing stimulus. One function, it was 

suggested, is to ~intain the behaviour upon which 

the stimulus is contingent, This is the usual effect 

inherent in the definition of a reinforcer as a 

stimulus which increases the future probability of 

preceding behaviour. The second function is to 

control the behaviour which follows it. This 

controlling effect is less well understood, although 

recognition of its importance is inherent i~ 

discussions of the reinforcer as a discriminative 

stimulus (cf. Reid, 1958), and in the distinction 

made between 'temporal' and •situational' control by 

Stadden (1972; 1974). · 

Since Staddon's use of the term "temporal control" 

is mentioned often in this thesis, it is defined here: 
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'' . .. if Event A (a stimulus) occurs at a 
certain point in ti~e and canoe shown to 
determine the time of o~currence of Event B 
(a response) which occurs at a later point 
in time, the label temporal control is 
proposed for the relationship - no matter what 
the events A and B, no matter how long or 
short the time separating them, and no matter 
what other contextual dependencies may exist'' 
(Stadden, 1972, p.213). 

The terms 'maintaining' and 'controlling' arc 

those used by Hendry (1969), and are preferred by 

the present author since their use does not assume 

any underlying processes, nor are they tied to 

particular theoretical frameworks. 

It is not assumed here that the pairs of terms 

controJ.ling-maintainlng; discriminative-reinforcing; 

and temporal-situational are exactly synoncmous but 

that, broadly speaking, they each make the same 

functional distinctions. 

The proposal here is that the two effects work 

in the present situation as follows . The behaviour 

'maintained' is DRL behaviour, which is generally 

characterised by a bi-modal IRT distribution, 

therefore generally incorporating 'errors'. What is 

'controlled' is the postreinforcernent pause . Some 

recent work by W.N. Schoenfeld and his co-workers 

(Schoenfeld and Farmer, 1970) has addressed itself 

to the problem of the topography of behaviour during 

the postreinforcement pause. (see also Terrace, 1974). 



On a s-:tmpl,e :FI schedule, for example, the 

reinforcing stimulus maintains lever~pressing, but 

it also controls pausing, and there is a gradual 

transition between the two effects which is seen 

as a 'scallope<lt pattern of responding. The 

controlling function is apparently determined mostly 

by the temporal characteristics of the schedule 

(cf. Stadden , 1972; 1974). With a fairly constant 

interreinforcement interval, the duration of the 

controlled behaviour becomes relatively constant , 

and the transition from controlling to maintaining 

functions is more marked, resulting j_n break~and-run 

behaviour (cf, Schneider, 1969) . 

The maintaining function of the reinforcer is 

also determined, at least in part, by temporal 

characteristics of the schedule, since decreasing 

the reinforcement frequency also decreases the rate 

of responding . 

Staddon and Simmelhag (1971) have made the same 

point in a rather different way. They showed that there 

are two types of behaviour which can be identified in 

the steady state condition . One is the interim 

behaviour which occupies the time not spent emitting 

the terminal response, upon which reinforcement is 
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made contingent by the experimenter . By detailed 

observation of FI, fixed~time (FT), and VI 

schedules, they showed that the interim behaviours 

vary greatly between s~bjects, but for each subject 

they occur in a fixed sequence before transition 

to the terminal response. FurtheTmcre, they found 

that the variability of these interim behaviours 

decreased as time since food increased -there was 

a transition to the fixed and unvarying terminal 

response. This seems to mirror the transition 

between maintaining and controlling effects hypothesised 

in the present situation . 

The formulation of controlling and maintaining 

effects appears to be simple, but consideration of 

other experimental data reveals factors in the 

situation which pose problems. For example, what 

exactly is maintained on simple schedui es? In a 

typical FI schedule, the force with whi~h the lever : i~ 

pressed increases as the availabiiity of reinforcement 

approaches (Gollub and Lee, 1964; Haney, 1972), 

although the contingencies specify only that a response 

with a certain ~inimum force be emitted. The same 

effect is obtained under FR schedules (Mintz, 1961). 

One theory holds that there is a high running response 

rate on FR schedules due to the selective reinforcement 
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of short IRTs (Ferster and Skinner, 1957), although 

the schedule contingencie~ do not specify any 
(cf. Reynolds and McLeod, 1970) . 

particular ,IRT duration." Davison (1969) has 

shown that IRTs get shorter during the interreinforcement 

time on a simple FR schedule and under FR (FR) schedules . 

This effect is not so pronounced on FI schedules (Shull 

and Brownstein, 1971). Moreover, there appear to te 

impo~tant species differences in this area (Davey, 1975). 

These few examples illustrate some of the complexity 

involved in a ''simple~' ~ched'l:lle, where a single 

behavioural characteristic is chosen as the operant 

requirement, yet other aspects of thG behaviour also 

vary functionally. The problem of specifying the 

maintained and controlled behaviour in many instances, 

then , is intimately tied in -~ith questions about the 

nature of the operant. Section II of this thesis deals 

more fully with these questions, and attempts to 

clarify the notions of ma intaining and controlling 

with respect to the issue of the nature of the operant. 

Notterman and Mintz (19 65) have also emphasised 

the necessity of examining ma ny more facets of 

b ehaviour than psychologists generally consider. 



"Measures of behavioural variability and 
the relationship between the criteria for 
reinforcement and the response populations 
that they generate are among the data that 
may be no l~ss fundamental to the dynamic 
laws of the operant than rate of response. 
We mnst not only ask "what rate?" ~ but also 
"rate of what?" 1Yi thin the opera tionally 
defined generic class of the "occurrencen 
type of response, readily identifiable 
dimensi-::mal subclasses exist". (pp.3-4) . 

The two experiments reported in this Section 

indicate that exami:ia tion of the "sub classes'' 

advances our understanding of the schedule control 

of complex operants in the same way that Notterman 

and Mintz (196 5) advanced our unders tnading ~- of 

the schedule contrul of simple operants. 

tErrors' have frequently been mentioned in 

the preceding pages, and the question was raised of 

the comparability of 'errors~ on DRL schedules, and 

'errors' in other situatiolls. It was suggested 

that non-criterion responses constitute a 'normal' 

part of DRL behaviour, whereas organisms may be 

trained to emit other complex operants without errors 

(cf. Terrace, 1966). Interresponse times less than 

2 sec duration (burs ts), £or exa;np le, are 'errors ' but 

are commonly found on DRL schedules and have been 

implicated in the timing process (cf. Ferraro et al. 1965). 



Bigelow (1969} has suggested that time-consuming 

operants might magnify certain characteristics of 

schedule control not apparent with more instantaneous 

operants . He suggested that the 'scalloped' pattern 

of complex operants under FR may be a ttributable to 

such nagnification, ratheT than, as suggested in this 

thesis, to the interaction between maintaining and 

controlling functions brought about by the temporal 

characteristics of the schedule. Both cf these 

accounts are theoretical, and there is no evidence 

on which to decide betw~en them, but it seems that 

Bigelow's explanation . appeals to more unknown factors 

than does the view presented here , 

The major behaviour changes found in both 

experiments were not reflected in measures of the 

overall rate of lever pressing. That this should be 

so was not unexpected, since the operant was not a 

simple lever press but a (drl) component . Response 

rate was examined, howiver, since it might occa~ionally 

give information about the 'subclasses 1 discussed by 

Notterman and Mintz (1965), and, as shown in the 

review of the literature on second-order schedules 

(Chapter 2), previous experimenters have reported 

systematic response rate changes with changAs in 

second-order schedules . With a DRL operant~ however, 
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the bursts• of responding complicate the rate measure. 

This also contributed to the irrelevance of response 

rate measures in the present studies, 

It appears that responding maintained on a 

DRL schedule in t1trn behaves in many ways similar to 

commonly studied simple operants when reinforced 

according to FR and RR. The (drl) component was 

free to vary in many ways, this variability being 

affected by changing the parameters of the overall 

schedule. However, there are also aspects of simple 

operants which vary w{th changes in the parameters 

of the schedule (Notterman and Min t z, 1965), and 

when these effects have been fully investigated, 

there may be e'1en more correspondence between the 

schedule control of simple and complex operants than 

is at present obvious, 



S E C T I O N I I 

ON THE NATURE OF THE OPERANT 



In this, Section, thTee experiments ···aye 

rep6rted, the results of which appeaT to bear 

on questions concerning the nature of the operant, 

and the effect on schedule control of tn0 

characteristics of the operant. 

The first experiment (Chapter 5) was dn 

investigation into the nature of lever presses 

which are not recorded as responses since 

they are emitted with insufficient force. In 

Chapter 6, the value of the operant requirement 

was changed on a second-order YI (drl) schedule, 

and the effects of this manipulation were examined. 

Chapter 7 concerns a detailed examination of the 

behaviour pattern maintained by a DRL (dr~) schedule. 



CHAPTER 5 

On the nature of sub- criterion responses 

In many experimental situations, some 0£ the 

depressions of the lever do not SQtisfy the force 

requirement, and are consequently net recorded as 

responses . Nevertheless, the animal has " pressed'·' 

the lever~ and it may be important to ask 

" . . . are the r e s ignifi cant experimental 
or theore tica l questions best answered by 
examination of the dimensional characteristics 
of the response itself rather than by the 
study of the time interval between respons es?" 
(Notterman and Mintz, 1965, p.3). 

Notterman and Mintz are not sugges ting that the 

time interva l between respon~es is not a useful datum, 

but that it may not be the most important in all 

circumstances. 

" ... it does not follow that measurement of 
force per se uniformly provides the scientis-t 
with the most useful source of information i n 
any g iven experimentu (p . 5), 



METHOD 

Subjects 

Two naive, male, hooded Tats (C-3 and C.- 4) served . 

They were 200 + 20 days old at the start of the 

experiment. They were ma.inta:i:ned at 80% ad lib body 

weight by supplementary feeding after each session. 

Water was freely available in the home cage, 

Apparatus 

A standard expe rimenta l chamber was used, The 
• 

lever was modified by the addition of a hair-spr:i:ng, 

and by increasing the gap between upper and lower 

contacts from0.3 cm to O.G cm (see Fi gure 5_:_1), 

The spring was positioned 0,1 cm above the lever, 

so that even very slight movements of the lever were 

recorded. The same force (O,lN) as on a conventional 

lever was needed to depress th:i:s modified lever~ 

since the friction at the bearings was negligible~ 

although the work needed (in the physical sense, 

cf . Notterman and Mintz, 1965, p . 5) was gTeater • 

• 
A spring was chosen a s the contact since it 

r e turned to the same position after each 

lever press . 
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Procedure 

Lever training was followed by exposure to 

DRL 20-sec for both subjects. Subject C-3 

performed for 102 sessions, C-4 for 71 sessions. 

Sessions were conducted six days each week, and 

were of one hour duration. 

RESULTS 

The data presented. is taken from the final 

two sessions. Different records ware taken on 

alternate days. One day, the times between each 

lever press, including those which were not recorded 

us responses, were collected, and the next day, only 

the times between those presses which were recorded 

as responses were collected. Partial presses will 

be der1oted as ,....., R, so the times betw-cen instances 

of R, and between instances of (R+ ......., R) have been 

analysed. 

Figure 5:2 shows a comparison of the frequency 

distributions and conditional probability distributions 

of the IRTs and I(R+~ R)Tts. The distribution of IRTs · , .. \ 
.!, !, O'fte { [_{rC,-r.'''" ~ I 

was skewed towards much longer IRTs than were specified 
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by the DRL contingency, The I(R+-R)T distributions, 

however, were centred around the required response 

criterion. There were also more 'bursts• when 

(R+"-'R) were considered. 

The distTibutions of R's and (R+,,...___,R) ts following 

a reinforcement and following a non-reinforced R or 

(R+ ---.., R) are compared in Fig, 5:3, For both subjects , 

after reinforcement there was a long IRT or I (R+ .__., R) T, 

but the distribution was more closely centred around 

the DRL 20-sec requirement when all lever presses 

were corisidered . Similarly, after. a non-reinforced 

response> the next response was likely to be just 

short of the DRL requirement, whereas af ter a non~ 

reinforced lever-press, the next lever-press was 

likely to be either a •burst ' or one satisfying the 

DRL criterion, 

DISCUSSION 

The results show quite c l early that the 

distribution of behaviour was more similar to that 

normally found under DRL contingencies (cf. Kramer 

and Rilling, 1970) when all lever presses were 
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considered, There is an apparent anomaly here, 

since there were no scheduled cons equences for 

many of the lever presses, yet the pattern of 

behaviour was very similar to that obtained under 

DRL schedules where every lever press has a 

scheduled consequence. The parauox is res0lved, 

however, by an examination of the formal and 

historical characteristics of the concept of the 

operant, 

Both Staddon (1967) and Catania (1973 a) have 

pointed out that the origin of the concept of the 

operant lies in Skinner's early papers dealing with 

the reflex (Skinner, 1931; 1935). Thes e papers 

are in~ortant because they suggested a re-definition 

of the reflex - a ierm which had been in use for 

centuries - in terms of the relationship oetween 

behaviour and environment. 

"The essence of the description. of behaviour 
is held to be the de termination of functional 
l aws describing the relationship between the 
forces acting upon, and the movement of, a 
given system. The r eflex is: by de~inition, the 
precise instrument for this description", 
(Skinner, 1931, reprinted in Skinner, 1972, p,457; 
emphasis added), 

Skinner (1972} has admitted that this statement 

was far too rigid to be of much use in discussing 

physiological reflexes, but in later works, the essence 



of this statement was retained in defining the 

operant. 

"An op~rant is a class of which a response 
is an instance or member ... it is alwavs a 
response upon which a given reinforcement is 
contingent, but it is contingent upon 
properties which define membership in an 
operant. Th'Js a set of con tinge11cies defines 
an operant". (Skinner, 1969, p.131), 

As Stad<lon (1967) has pointed out 

'' ... examination of the historical antecedents 
and formal char~ct~ristics of the concept of 
t~e •.. operant indicates that its only essential 
proper_!y is the embodyment of a causal relation 
between en'rircnment and behaviour" (p. 382; 
emphasis added) • 

Catania (1973 a) suggested that, although the 

original definition of the operant was relatively 

clear, psychologists today seem to have two 1istinct 

uses of the term, One is the descriptiv~ operant, 

which is usually to be found in the methodological 

section of experimental reports. It specifies the 

characteristics of behaviour which will produce 

reinforcement. The other type of operant is a 

functional operant. This is more akin to Skinner's 

original definition, and describes the response class 

which actually has been modified by its consequences, 
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Herein lies the solution to the paradox mentioned 

at the start of this Discussion. 

The descriptive operant, specified by the 

experimenter beforehand, may not be identical to 

the functional operant, which is necessarily inferred 

from the behaviour maintained by a particular set of 

contingencies. Where the difference is very noticable , 

there is said to be a breakdown in schedule control. 

As Staddon (1967) pointed out; the recognition of a 

functional operant depe~ds 

" ... upon the insight of the e:;<:perimenter" 
since"·· . a defining property cannot be 
operationally defined in advance". '_ (p.379) 

One further point remains to be clarified before 

these concepts may be applied to the experiment 

r eported he re. The definition of the operant mentions 

the identification of "dynamic 'iaws 1
·
1 arid "orderliness'' 

in behaviour. Both Schick (1971) and Staddon (1967) 

h ave pointed out that Skinner has failed to specify 

exactly what is meant by "order liness", and this is 

often conside red to be a failing. However, 

'' .. . such a specification is unfeasj_ble since 
the us efulness of any construct is usually 
judged in relation to the theoretical system of 
which i t is a part and net according to a priori 
notions of smoothness of curves ... By leaving 



'orderly' undefined, Skinner evaded the trap 
of specifying the laws of behaviour in 
advance of their discovery . .. At best the 
'orderliness 1 criterion can be considered a 
fruitful heuristic which is frequently helpful 
in enabling us to make sense of data; at 
worst it has obscured invariances which do not 
conform to a preconceived form. The general 
problem of finding 'the natural lines of 
fracture along which behaviour and environment 
actu~lly break' (Skinner, 1938, p.33) still 
remains" . (Stadden, 19 6 7, p. 3 79) . 

In the context of the present experiment, 

"orderliness" may be assumed when the obtained 

pattern of behaviour is similar in many respects 

to the pattern generally obtained under those 

contingencies . (This point is elaborated in the 

General Discussion to Section II). 

Kramer and Rilling (1970), in an extensive 

review of DRL schedules, showed that the typical 

frequency distribution obtained under DRL is bi-modal, 

with one mode at very short (0-2 sec) IRTs, and the 

other at the IRT value specified by the schedule. I n 

the present experiraent, the frequency distribution of 

all lever presses fits this pattern more closely than 

the frequency distribution of responses . It follows, 

then, that although responses were members of the 

descriptive operant class, lever presses (R+~R) were 



members of the functional operant class, and it 

was they, rather than responses, which were under 

the control of the contingency, 

Hemmes (1970) has shown that DRL efficiency 

depends on the nature of the operant, and 30 it 

seems to be the case in the present experiment. H~r 

subjects were pigeons, who are known to perform 

poorly on DRL schedules (cf . Staddon, 1965). She 

showed that when a topographically different operant 
·-

was chosen (treadle pressing), then the pigeons were 

much more efficient than with a key•pecking operant. 

Similar differences in performance with different 

operants have been observed with the res ponses of 

rats on free-operant avoidance (Reiss, 1971); the 

phenomenon of behavioural contrast in pigeons (Hemmes, 

1973); and the behaviour of rats under conditions of 

both signalled and unsignalle d avoidan~e (Ayres, 

Benedict, Glackenmeyer and Matthews, 1974). 

These studies place emphasis on !_OpographicaT_l>: 

different r esponses, whereas the finding of the 

present study is that DRL efficiency can also depend 

on the dimension of the operant. In the present 

experiment, the topograph ies of Rand (R+~R) were 

very similar, but 



'' ... the topographical charac teristics of 
the response class have no necessary relevance 
to the opera nt'·' (Staddon, 1967, p.383), 

It seems that a case may be made for the assertion 

that the science 0f behaviour should be concerned 

mainly with the se~rch for and an under s tanding of 

functiona l as opposed to descriptive operants. 

There were two other influences in the present 

situation which might have had an effect on the 

patterning and n ature of the behaviour. 

The only behaviour to be followed immediately 

by reinforcement was a response (R). · It was quite 

possible, however, £or a non-response lever press 

to have just occurred (~R), therefore reinforcing 

a short I(R +"' R) T. Also, a~ R could be emi tted which 

was more than 20 sec after the previous R, and it would 

not be followed by reinforcement . These two factors 

would presumably have some effect, but exactly what 

that effect might b e it is not possible to tell within 

the limits of the design of the pres ent experiment. 

Presumably, however, these effects could be acting in 

any schedule situation involving operant sub-classes·. 

Those studies that have examined related dimensions 

of the response (cf, Davis and Burton, 1974; Haney, 



1972; Mintz, 1962; Notterman and Mintz, 1965) have 

found that these, generally unrecorded aspects of 

the response are members of a functional operant, 

and are thus worthy cf study . The results of the 

present experiment are very much in accord with 

this concl~sion. 



CHAPTER, 6 

Changing the (dr,l) r,eq~i_rement_ ,under, FI' ~(d_r,1,1 

Both of the experi~ents reported in Section r 
demonstrated that the characteristics of the control 

exerted by the overall schedule could be modified 

by the characteristics of the operant , but no 

conclusion could be reached regarding the effect of 

different· operants on Rn unchanging overall 

schedule. This experiment is an investigation of 

this problem . 

METHOD 

Subjects 

Three albino rats and one hooded rat served . One 

of the albino rats (C-4) had an extensive history of 
. 

responding under DRL 2O-sec (Chapter S). TI\ e hooded 
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rat (A- 1) had a history of responding on FI (drl) 

in a series of experiments which terminated nine 

months before the start of the present experiment. 

The two remainiri.g albino rats (D·· l and D-2) were 

naive at the start of the experiment. 

The two naive animals were 120 ! 20 days old 

a t the start of the experiment, C-4 Has 300 + 30 days 

old, and A-1 was in excess of 18 months old, All 

rats were maintained at 80% ad lib body weight by 

supplementary feeding after each session . Water was 

freely available at all times in the home cage. 

Apparatus 

The standard experimental chamber was used, 

Procedure 

Subjects D-1 and D- 2 were first trained to lever

press, and then given 50 reinforcements under a 

continuous reinforcement schedule. All subjects were 

then exposed to a second-order schedule; FI 2.,.min(drl 2o~sec) 

for A- 1 and D-1, and FI 2-min (drl 10-sec) for D-2 and c.,.4 , 



After a minimum of 30 sessions, when the 

stability criteria had been satisfied, subjects 

A-1 and D-1 were exposed to FI 2-min (drl 10-sec), 

and subjects D-2 and Cp4 to Fl 2-min (drl 20-sec). 

The number of sessions for each subject is shown in 

Table 6:1, 

RESULTS 

Figure 6:1 shows the frequency distrib~tion of 

IRTs, with the conditional probability distTibution, 

for each subject, wider both conditions. Both of 

the animals with (drl 10-sec) components showed 

temporal discrimination, to the extent that most of 

their IRTs were greater than 10 sac d11ration. The 

distribution had a ryeak at 10 sec in both cases, although 

for D-2 the highestpr0bability occurred at 12 sec. 

The high proportion of very long IRTs for these subjects 

indicates the long postreinforcement pauses made under 

this schedule. D-2 had very few IRTs in the 0-2 sec 

range (bursts). When the operant was changed to 

(drl 20-sec), both rats adjusted the spacing of their 

responses to suit the new requirement, although D-2 

was not as efficient as C~4 - the modal IRT occurred 

between 16 sec and 18 sec as opposed to between 
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TABLE 6:1 

Experimental Conditions 

SUBJECT SCHEDULE 

A- 1 FI2-min(drl 20-·s ec) 

FI2-rnin(drl 10-sec) 

D- 1 FI2-min(drl 20- sec) 

FI2 -min(drl 10·-sec) 

D-2 FI2-min(drl 10-sei:) 

FI2 -min(drl 20-sec) 

C-4 FI2-min(dr l 10-sec) 

FI2 - min(dr l 20 - sec) 

NUMBER OF TRAINING 

SESSIONS 

81 

40 

76 

38 

71 

46 

43 

52 
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20 sec and 22 sec . The condjtiona l probab ility 

distributions in each case r eflected the IRT 

frequency distributions, a lthough the r e was a 

further increase in the probab ility after the 

decrease just late r than 20 sec . The numb er of 

'burs ts ' made by D~2 increased under thi s condit ion, 

and the proportion of very long IRTs decreased 

for both animals. 

Bo th of the rats started on FI 2- min(drl 20 - sec ) 

s howee les s differential responding than did their 

counterparts . That A-1 was responding acco rding to 

the (drl) requiremen t is evident from the condition~l 

probability dis tr ibution , which has a mode around 

20 sec> follow ed by anothe r mode between 28 sec and 

30 sec, The probability of making a r espons~ also 

rose after 20 sec foy D-1, reaching a peak between 

26 sec and 28 sec. For both subjects , howe~ er, 

temporal discrimination wj_th respect to the (drl) 

requirement was poor, with a hi gh frequency of bursts 

in both cases . On decreasing the operant requirement 

from (drl 20- sec) to (drl 10-s ec), A-1 showed a 

g r ea t improvement in effici ency , with a mode of both 

the IRT distribution and the conditional probability 

distribution occurring at 11 sec. D- 1, however, 

s howed no improvement and did not demonstrate any 
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temporal discrimination . Both subjects showed an 

increase in the nunilier of very long IRTs . 

Table 6:2 shows the mean and median post

reinforcement pause for each subject, along with the 

mean and median of the duration of the interreinforcement 

interval . Also shown is the interquartile range for 

each median. On changing the operant from (drl 2O-sec) 

to (drl 1O-sec), th~ postreinforcement pause increased, 

and the intcrreinforcement interval decreased. On 

changing from (drl 1O-sec) to (drl 2O-sec), . the 

postreinforcement pause detreased, while the interr :e.~2nc 

reinforcement · int~rval increased . 

Figure 6:2 shows the effect of n1anipulating the 

value of the operant en the mean duration of each (drl) 

component within the interreinfcrcement interval . One 

noticeable effect was a decrease in the number o f 

components emitted on changing from (drl 1O-sec) to 

(drl 2O- sec), and an increase bn changing from (drl 2O - sec) 

to (drl 1O-sec) . With the exception of D-1 under 

FI 2- min(drl 2O-sec), al l animals under all conditions 

showed a decrease i n the mean durat i on of the components 

as tjme from the last reinforcement increased. I n the 

case of D- 1 under FI 2- min (drl. 2O-sec), after the first 

component, each subsequent component was of approximately 

t he same duration . 



TABLE 6:2 

Mean and Median Pos t reinforcement Pause and Interre±nforce~ent Int erval Durations . Interquartile Ranges 
Shown in Parentheses. 

POSTREINFORCEMENT INTERREINFORCEMENT 
PAUSE . DURAT~ON . . . . . ... . . . XNTE~YAL . DURATION 

. ·- - ---.. - . ·- --·-----·· - · --· -- · -c ) . . , . . . (sec") sec 

SUBJECT SCHEDULE MEAN .. MEDIAN .. . . . ... - . ... . . MEAN . MEDIAN . 

A-1 FI2 - min(drl 20- sec) so 5 S (26- 7 3°) 165 · 135(127-200) 

FI2 - min (drl 10- sec) 60 61(40- 74) 135 126 (120- 130) 

D-1 FI 2- mi n(drl 20- sec) 30 30(22 - 33) 150 139(128 - 165) 
FI2-mi n(drl 10-sec) 45 46(28-58) ·132 129(124- 132) 

I 

D- 2 FI2 - rnin(drl 10- sec) I 65 66 (48-76) 125 124 (121--127) 
FI 2-min(drl 20-sec) 59 62(29-75) 201 164(131 - 207) 

C- 4 FI2-rnin (drl 10- sec) 72 71(49 - 92) 128 125(121-130) 

FI 2- min (dr l 20-sec) 63 66(37 - 80) 138 137(127-143) 

/J 
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Three rate measures are presented in Fig. 

6:3. On changing from (drl 2O-setj to (drl 1O-sec), 

the overall response rate decreased for one rat, 

and increased for the other. The same inconsistentcy 

was evidenced on changing from (drl 1O- sec) to 

(drl 2O-sec), with one rat making more responses, 

and the other rat making fewer. The changes in rate 

of emission of operants, was, however, more systematic. 

The overall operant rate increased as the (drl) value 

decreased, and decreased as the (drl) value increased. 

The same relationship h~ld for operant running rate, 

but the function was even more marked. 

Sample cumulative records are shown in Fig. 6:4. 

A 'scalloped' pattern of responding was evident for 

all subjects, being more pronounced when the operant 

was (drl 1O-sec), 

DISCUSSION 

As in the experiments reported in Section 1, the 

overall response rate has been shown to be an 

inappropriate measure for studies of complex operants. 

The operant rate s, however, showed consistent effects 

on changing the value of the operant, but this could 
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the final session under each condition. 



easily have been due to the doubling or halving of 

the number of opportunities to emit the operant in 

a session, as a result of changing the operant 

requirement. 

The frequency distributions and conditional 

probability distributions of IRTs showed that, in 

most cases, the rats were discriminating the required 

duration of the operant. Put another way, they were 

responding differentially with respect to the time 

since the last response. It appears that temporal 

discrimination and response differentiation are two 

ways of describing the same behaviour, and the only 

difference between them is a verbal one (cf. Catania, 

1970). This issue is discussed at greater length 

at the end of Section II . 

The accuracy of the behaviour was ~bviously 

much better for the two subjects who started with 

(drl 10-sec) components . A high percentage of their 

responses conformed to the temporal requirements of 

the operant class, whereas the IRTs of those subjects 

starting with (drl 20-sec) components were spread 

widely around the criterion. Only for one rat on 

FI 2-min (drl 20-sec) was there any evidence of an 

increase in response probabil.ity at or around the 

(drl) value. On changing the requirements, the two 



who were efficient on (drl 10-sec) became reaso~ably 

accurate on (drl 20-sec), although one rat had 

the highest response probability just before the 

criterion. 

For one of the rats showing poor temporal 

discrimination with a (drl 20-s ec) component, 

changing the requirement simply decreased the amount 

of differentiation. The other animal (A-1) improved 

slightly in efficiency. Since it is clear that 

animals can respond accurate ly under FI 2-min (drl 20-sec) 

an explanation of the poor b~haviour of A-1 and D~l 

may lie in the order in which the conditions were 

presented . It might be easier to emit a "hard" 

response (such as (drl 20-sec)) if there is first 

training with an "easier" one (say, (drl 10-sec)) • 

This may have been the case with D-2 and C-4 . 

Furthermore, if a rat is first given a nhard" task, 

this may jeopardize his chances cf later coming under 

the control of an ;'easier" one. This may have been 

the case with A-1 and D-1. 

This speculative and anthropomorphic use of the 

terms "easy" and 1'hard" is connected with the 

distinction made in Chapter S, and by Catania (1973, a 

and b), between functional and descriptive operants . 
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Catania (1973 b) gave an example of a rat who had 

to emit a behaviour which was too "hard" - placing 

its nose in a vertical slot which was too high for 

it to reach easily. Faced with this problem, the 

rat actually emitted a response which was only an 

approximation of the required behaviour; the 

descriptive and functional operant classes did not 

correspond perfectly. 

In the present experiment, in most cases (for 

D-2 and C-4) the degree of correspondence was very 

high, but for A-1 and D-1, there was much less 

correspondenc0 . A further set of experimental 

manipulations should be made in order to increase 

this degree of correspondence . One such set is 

reported in Chapter 10. 

Typical FI behaviour is usually described as 

'scalloped' (Ferster and Skinner, 1957) or break-and

run (Schneider, 1969). Cumulative records (Fig. 6:4) 

showed that the behaviour in the present experiment 

may be described as 'scalloped'. On FT schedules, 

however, the overall rate of responding apparently 

obscures a series of relationships between behaviours 

in different parts of the interval. One school of 



thought (cf. Schneider, 1969; Schneider and 

Neuringer, 1972) holds that a two-state model suffices 

to describe FI behaviour. Reinforcement is followed 

by a pause, and then there is a constant rate of 

responding to the next reinforcement, these two aspects 

of behaviour being separa tely determined. The post~ 

reinforcement pause is a more-or-less constant 

fraction of the interroinforcement interval, That this 

theory i s too simplistic is evident fyom the findings 

of large variations between intervals in both post

reinforcement pause and number of responses (cf, Dews, 

1970), and by studies dewonstrating the dependence 

of the runaing rate on the preceding postreinforcement 

pause (Davey , 1975; Harzem, personal communication, 

November, 1974). 

This theory also does not account for the effects 

on postreinforcement pause of changing the operant in 

the present study, since Table 6:2 shows clearly that 

the postreinforcement pause was not a constant fractton 

of the interreinforcement interval, Furthermore, in 

the present study, the postreinforcement pause actually 

decrease d with an increase in interreinforcement interval, 

and vice versa. Unless completely diffeTent variables 

affect the behaviour of simple and complex operants 

under FI schedules, the relationships uncovered in the 



present study cast doubt on any simple model of FI 

behaviour (also cf. Crossman, Heaps, Nunes, and 

Alferink, 1974; Dews, 1970). 

The behaviour engendered by the FI(drl) schedule 

should be demonstrated to be similar to simple FI 

schedules. Figure 6:2 shows that 1 as r e inforcement 

is approathed, the mean duration of each component 

decreased, so that the reinforced component was very 

close in duration to the required value. In Chapter 

3, a similar pattern of responding was described as 

a tra11sition from the controlling to the maintaining 

f11nction of the reinforcer. Within the framework 

of the present Discussion, there s eems to be a gradual 

change towards the descriptive operant. This was 

the case even for D-2 under FI 2-min(drl 20-sec), where 

the IRT distribution sugg~sted nc temporal discrimination. 

The comparison between maintaining and controlling 

stimuli, and functional and descriptive operants is 

explored further in the Discussion to Section II . 

Another comparison between the present schedule and 

simple FI exists in the finding that other dimensions of 

the lever-press change during the interre inforcement 

interval in a way which seems very similar to the 

changes in duration of the component in this study. The 
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mcst obvious examples are foTce of responding 

(Haney , 19 7 2 ), latency of response in discrete- trials 

FI (Heinz and Eckerman, 1974; Wall, 1965), and 

rate of response (Dews, 1970). 

The point must be made, however, that there is 

no restricted set of defining conditions which classify 

any given sample of behaviour as FI. Although one may 

point out correspondences between behaviour under the 

present schedule and behaviour under sim,le FI, it is 

difficult to be able to. say with complete confidence 

that any piece of behaviour is "typical" FI behaviour . 

This matter is discussed further at the end of Section II . 

One of the main conclusions of the present report, 

is that it seems doubtful that any simple account of Fr 

will suffice, certainly not for the presAnt data. 

Schneider and Neuringer (1972) have even hinted at this 

while postulating the simple model, since they pointed 

out that, although the pattern of responding under 

discrete- trials FI is similar to that under free.,. 

operant FI, 

'' . . . there were greater differences between 
subjects under the free-operant than under the 
discrete tria l s procedure" (p . 19'7}. 

It is possible that the discrete tTials situation 

is somewhat "artificial" in that there are constraints 



such that some factors cannot operate . Thts ts aot 

the case in a free~operant PI situation. Because 

of this, a very good 'fit~ to the two-state model 

of responding under discrete trials fI should Be 

interpreted cautiously, 

The nature of the operant was c e rtainly an 

important factor in the present experiment , Interaction~ 

between the overall and the component schedules were 

apparently so ~omplex that o~e can 5~t surmise possible 

relationships. 



CHAPTER 7 

On respondi~ntrol~e<l By DF,L (dr,JJ 

The schedules discussed i n th.is chapter h.ave 

the advantages of being comp letely nove l, while 

adding to the discuss ion co ncerning the nature of 

the operant . I n these DRL(drl) schedules, the 

overall and component schedules both specified 

spaced responding for reinforcement, and it is one 

of the purposes of this chap t e r to assess the 

"strategies " used by the anima l in dealing with this 

r equi rement, 

METHOD 

Subjects 

Four naive , ma le albino rats serve d. Each was 

maintained at 801 ad lib body weight by supplementary 

f eeding after each session. Water was freely available 



at all times in the home cage. At the start of 

the experiment, ea~h of the animals was 250 + 

20 days old. 

Apparatus 

1be standard experimental chamber was used. 

Procedure 

After lever-trai ning and 50 reinforc0ments under 

a continuous reinforcement schedule, G-1 and G-2 were 

place d on a DRL 10-sec s chedule, while G-3 and G-4 

W6re placed on DRL 5-sec. When behaviour was stable 

(seep. 48), the11 G-1 and G-2 were exposed to 

DRL 30-sec (drl 10-sec), and G-3 and G~4 to 

DRL 30-sec (drl 5-sec) schedules . 

The second-order schedule was programmed in 

exactly the same way as any conventional second-order 

schedule. Once the rat had made a lever press which 

satisfied the component schedule , then an output was 

given which served as an input for the overall schedule. 

If this input satisfied the criterion cf the overall 

schedule, reinforcement was presented . If it did not, 

then the overall schedule timing clock was reset . 



Similarly, if a lever press did not satisfy the 

criteria for the component schedule, then the 

component schedule timing clock was reset, a lthough 

this, of course, had no effect on the overall 

schedule. • 

The numb e r of hours under each condition is 

shown in Table 7:1. G-3 and G-4 were run on 

DRL 5-sec with sessions lasting 30 min. 

RESULTS 

Figure 7:1 compares the fr equency distributions 

of IRTs, and the associated conditional probabilities , 

from the final sessions under both DRL and sec:on<l

order DRL(drl). When the schedule conditions were 

changed, there was a marked shift in the distrjbutions 

towards longer IRTs. In the case of G- 2, there was 

also a very big increase in the proportion of 'bursts', 

This biased the distribution in such a way that there 

were an insufficient number of IRTs to show a mode 

at around 30 sec, although there is a s ha rp rise in 

the conditional probability around this are a. The 

distribution of IRTs for G~l 1 howeve r, show3 a mode 

around 30 sec . 

• It was , of course , poss i b l e fo r t he first 
l ever-press aft er rei nforcement s imu ltaneou s l y 
t o meet bo th overall and component requ i rements , 
and thus be r e i nforced . 
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TABLE 7: 1 

Experimental Conditions 

NUMBER OF TRAINING 
SUBJECT SCHEDULE SESSIONS 

G-1 DRL lO-s0c 39 
DRL 30-sec(drl 10-sec) 49 

G-2 DRL 10-sec 36 
DRL 30-sec(drl 10-sec) 46 

G- 3 DRL 5-sec 11 
DRL 30-sec(drl 5-sec) 54 

G-4 DRL 5-sec 13 
DRL 30-sec(<lrl 5-sec) 60 
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The distributions for G-3 and G-4 are much 

less clear, although there was a rise in conditional 

probability towards the long IRTs in the case of G-3, 

and G-4 made 25% of his IRTs longer than 25 secs. 

By treating the tomponent as an operant, it was 

possible also to record iuterco~ponent time durations, 

and these are presented in Fig. 7:2. For both of the 

rats with (drl 10-sec) components, there was good 

correspondence between the DRL 30-sec requirement, and 

the actual intercomponent time distTib11tion~, G~l 

made most of his components at least 30 secs apart, 

while in the case of G-2, there was a marked incTease 

in the conditional probability distribution after 

30-sec. 

The temporal distribution of components , fell 

shoTt of the 30 sec specified by the overall schedule 

in the case of both of the Tats with (drl s~sec) 

operants. 

. .._ 

Since there are t wo distinct response consequences 

under DRL (reinf orce1nent and resetting the clock), then 

one may examine separately, the distribution of 

components following each of thes e events. Table 7:2 

shows the median intercomponent time, with its inter-
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TABLE 7: 2 

the Duration of the Component following a 
and Following a Nonreinforcement. Figures 
Interquartile Ranges shown in Parentheses 

AFTER AFTER 
SCHEDULE REINFORCEMENT NONREINFORCEMEN1 

G-1 

G-2 

G-3 

G-4 

DRL 30-sec(drl 10-sec) 37(33-40) 26(22-32) 

DRL 30- sec(drl 10-sec) 33(28-37) 22(16 - 28 ) 

DRL 30- sec (drl. 5-sec) 21(17 - 24) 12( 6-18) 

DRL 30-sec(drl 5-sec) 2~(21-30) 18(12-22) 
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quartile range, following a reinforcement and 

following a non- reinforced component. For all rats, 

reinforcement was followed by a longer intercomponent 

time than was non-reinforcement, and for G-1 and G- 2 , 

this was generally long enough to satisfy the 

overall schedule requirement. This was not often the 

case for G-3 and G-4. 

DISCUSSION 

Consideration of the temporal distribution of 

components (Fig. 7:2) shows that the rats with 

(drl 10-sec) operants were more under the control of 

the DRL 30-sec contingency than were the subjects 

with (drl 5- sec) components. This conclusion is 

also supported by the analysis presented in Table 7:2. 

It is also clear, however, that the behaviour of G-3 

and G-4 was to some extent under the control of the 

overall schedule, since there was an increasing 

probability of emitting a component between 20 sec 

and 30 sec, and there was a distinct differenca 

between the inte rcomponent times following a reinforced 

component and a non-reinforced component. It seems 

pertinent to consider the factor s which may be responsiBle 
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for the poor temporal control of the overall schedule 

with (drl 5-sec) as opposed to (drl lOrsec) components. 

One possible factor may have been the control 

exerted by the component schedule, In the case of 

(drl S-sec), the control may be thought of as very 

'powerful', since the time interval involved is very 

small. It is well documented that efficiency under 

DRL decreases as the time requirement is increased 

(cf. Richardson and Lcugh~ad, 1974), On the other 

h and, the control exerted by the (drl l0-3ec) 

schedule may have been less rigid. On changing to 

the second-order schedule, the less -rigid control may 

have been much easier to change, and consequently 

the DRL 30-sec schedule could come to control the 

behaviour. 

Although this explanation is intuitively 

plausible, it relies for some of its value on such 

ill-defined terms as "rigid control'', and is thus 

scientifically valueless without more emp irical 

evidence and clear, operationally-defined terms. Such 

evidence might take the form~ for example, of 

experiments attempting to show that (drl 20-sec) 

components come under b etter control than do 



(drl 10-sec) components within this paradigm. Until 

such evidence is forthcoming, then the mechanisms of 

schedule control will remain obscure, although this 

matter has interested several writers (cf. Ferster 

an<l Skinner, 1957; Schoenfeld, 1970; Stadden, 1972). 

The two conditions of the present experiment may 

be discussed with relevance to the distinction drawn 

previously in this Sectio11 between functional and 

descriptive operant3. The de scriptive operant may be 

considered to be a comp l eted component occurring at least 

30 sec afteT the last such component, rather than 

simply (drl 5--sec) or (drl 10-sec ). This is analogous 

to the consideration of the operant in simple DRL 

schedules as a lever press occurring at least x seconds 

after the last l ever press, rather than simply any 

l ever press (cf. Catania, 1970; 1973 b). 

Following this line, G-1 and G-2 showed a good deal 

of correspondence b etween the functional and descriptive 

operants, whereas G-3 and G-4 showed very imperfect 

matches. Having formulated the problem in this way, 

the question of achieving the best form of control by 

the DRL (drl) schedule becomes one of i ncreasing the 

correspondence between the functional and descriptive 

operants. One way of doing this is discussed in 
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Chapter 12 of this _thesis. 

No rate data have been presented in this 

chapter, because it is now widely acknowledged 

that rate of responding is not a good dependent 

variable for an evaluation of DRL behaviour (cf, 

Kramer ~nd Rllling, 1970, p,230). Of interest in 

the DRL situation is the pattern, rather than the 

rate of responding. It has often been suggested 

that the term "differential-reinforcement-of-low

rate" is unsuitaLle sin~e it places the emphasis 

on rate rather than patterning (cf, Kramer and 

Rillingt 1970; Morse, 1966). 

The present schedule, as well as illuminating 

the distinction between functional and descriptive 

operants, also showed the usefulness of treating 

second-order schedules as schedules of complex 

operants. Within traditional se~ond-order thinking, 

one is often tempted to guess at what the animal 

will do i.n any particular situation in order to, say, 

maximise reinforcement, or to minimise response effort. 

If the situation is considered as the reinforcement of 

a complex operant, one is brought 1 back', so as to 

speak, to the situation of merely considering the 

data carefully, and then thinking of ways in which to 



bring the behaviour under better schedule control. 

It ieems clear that a logical framework for the 

description of behaviour, and for the classification 

of environmental events, is a necessity for the 

study of complex behaviour. 



GENERAL DISCUSSION 

A recurrent problem in the three chapters of 

this Section h as been one of establishing the 

behaviour gen erated by a p~rt icular schedule as an 

instance of 'typical schedule control '. In Chapter 

6 , for ins tance, j_n order to demonstrate the l ack 

of value in a simple two-s tate model of FI 

responding , it was necessary to show tha t the 

FI(drl) schedule could , indeed , be classified as a 

FI sch edule. The prob l em seems to be one of the 

i dentification of the necessary and sufficient 

conditions which would enable one t o call a 

par ticular behaviour pattern by a specific s chedule 

name. The same i ssu e arose in Section I when 

deciding whe ther or not FR(drl ) and RR(drl) 

constituted typica l FR and RR b ehaviour. 

Lo gica lly, to resolve this matter , there seem 

to be two pre-conditions. First , one must have an 

accurate characterisation of 1 typical 1 schedule 
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behaviour, and second, cne must then be able to 

show that behaviour under the complex schedule 

in question may also be characterised in the same 

way, The situa tion is complicated , however, 

because rarely do we have an accurate description 

of the 'simple' schedule , A demonstration of this 

is that prediction of changes in respons e rate and 

running rate on - manipulating the FR parameters 

is not possible because of a dearth of basic 

experimentation. 

The concept of " s chedule control'' seems to be 

a disjunctive one, in the terminology of Bruner, 

Goodnow, and Austin (1956). The presence of a 

combination of a number of different attributes 

serve s to classify any particular. instance as a 

member of that concept. For example, behaviour 

might be said to be under FI control if a scal loped 

pattern is evident (Ferster and Skinnei, 1957), or 

if "break-and-run" is E:vident (Schneider, 1~69), or 

if there is a constant relationship between post

reinforcement pause and interreinforcement time 

(Schneider and Neuringer, 1972). This list is not 

exhaustive, but there clearly is a lack of such a list 

of defining attributes for any specific example of 

scheJule control. 
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Another line of reasoning regarding schedule 

control has also been followed tn the past. Any 

sample of behaviour is an example of FI behaviour if 

the contingencies of Teinforcement are so arranged 

that the iirst response after a certain period of 

time from the last reinforcement is followed by 

reinf orcement. This view concentrates on the 

descriptive operant, and diverts attention from 

what the organism actually dces in a given situation. 

The emphasis in the pr~sent account is o~ the 

functional operant, and. how it differs from the 

descriptive operant, and so is a synthesis rif thi s latter 

view and the 'disjunctive concept ' appro3ch . 

In Section I, a distinction was made between 

the controlling and ma intaining functions of the 

reinforcer (cf, Hendry, 1969) . The behavio~r maintained 

by the reinforcer is also that upon which the r einforcer 

is contingent and so is often the descriptive operant. 

This point of correspondence b etween the two verbal 

distinctions serves to illustrate the contention of 

Findley (1962) that: 

" . . ,the problems in establishing and 
analysing multi-operant behavours are.,. 
largely ones of definition, conceptualisation 
( and) description. , . " (p. 114) 



Catania (1969; 1970; 1973, a, b) has often 

pointed to the inaccuracies and inadequacies in 

our verbal behaviour when we discuss our 

experimental results, For example , in this Section 

the (drl) schedules have been described as showing 

temporal control or temporal. dis C'rimina tion, 

Catania (1970) suggested that the term "temporal 

discrimination" is one which is difficult to define, 

since it does not refer to the same manneT of things 

as does "stimulus discrimination". We use the 

term when we are concentrating on temporal aspects 

of the experimental situation - the organism is 

said to be ab l e to discriminate the time interval 

requirement, say, under DRL schedules , 

Talking in this way often leads to suggestions, 

for example, that pigeons are inefficient on temporal 

discrimination tasks (cf, Stadden, 1965), which is 

not true as a general fact, but which i s true in a 

particular experimental situation (the DRL schedule) 

with a particular response requirement (the key peckJ 

(cf. Hemmes, 1970). Stubbs (1968) has shown that 

pigeons can discriminate quite accurately between 

different time intervals, and the very long post

reinforcement pauses on some FI schedules indicate 

that they often do come under very powerful temporal 

control (Dews, 1970), 
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There is also an alternative way of describing 

behaviour under DRL schedules. The time between 

responses may be considered as one of t he defining 

characteristics of the operan t class (cf . Morse, 

1966 ; Reynolds and McCleod, 1970 ; Shimp, 1968; 

19 71). In this case, DRL behaviour may be described 

in terms of Te5ponse differentiation . 

Catania (1973 b) has made the point as follows: 

11
, • • if a pigeon 1 s key-pecks are re inforced 

only when they follow a S sec period of no 
pecking (DRL 5- sec), the pigeon may come to 
space its pecks about 5 sec apart . This 
performance may be spoken of as the 
differentiation of a complex operant consisting 
of a pause plus a peck . On the other hand , 
the duration of the pause may be treated as 
a stimulus property, and the performance may 
then be spoken of as discrimination with respect 
to the duration of the preceding pause . 

. . . The distinction here involves the 
vocabulary with which we describe behavJ. •JUT, and 
not the characteristics of behavioural orocesses. 
The operation of differential reinforce~ent 
underlies each of these cases . 

. . . The fundamental issue . . . concerns the 
correspondence between the dimensions on which 
differential reinforcement is based , and the 
dimensions of the resulti ng behaviour". (pp. 59 ,. 60) , 

I t seems reasonable to '. suggest, then, that we 

should examine careful l y the conditions under which 

we use terms such as 11schedule control 11
• If schedules 
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of complex operants can be shown to correspond in 

several ways with the behaviour of simple operants , 

then the complex schedule ought to be taken into 

account when formulating theories of schedule 

control. The simple two-state FI model failed 

in this respect b ~cause it cannot handle cases 

such as the differences in behaviour of rats and 

pigeons under FI (Davey , 1975), nor the maintenance 

of complex operants uncer FI (cf. Chapter 6). 

Section II has also . emphasised the importance 

of measuring dimens ions of behaviour other tltan tli_e 

rate of lever-pressing. This is real ly another 

facet of the perennial problem in science of 

coucentra ting on ·too few dr:;pendan t variables·, and. 

consequently missing other important relationships. 

Banesh Hoffman (1947) gave an example of this in 

the physical sciences. Discussing the par t pliyed 

by Hertz in the discovery of the quantum, he 

pointed out that Hertz was working within the 

classica l model, and he was interested mainly in 

establishing the 1correctness 1 of Maxwell's theory. 

However, using that particular apparatus, if he 

had examined certain phenomena in great e r detail, 

he could h ave pointed the way to an earlier transition 

to quantum theory. 
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"In 1887 Hertz had noticed the curious 
fact that when ultraviolet light shone on 
his apparatus the sparks came more readily. 

Little could he realise that here within 
his grasp lay what still remains one of the 
clearest and most direct evidences we have 
for the existence of the quantum ... The 
recognition of the quantum had to await the 
turn of the century, and when lt came it 
was from a quite different quarter". (p.25) 

This example is somewhat dramatic, but the 

principle is worth remembering. (For an example 

closer to psychology see Weisberg (1971)1 

In the present experiments, it was necessary 

to monitor several aspects of the behaviour· in 

order to obtain adequat e functional r e lationships. 

It is quite poss ible that other, po~sibly more 

important, relationships exist which have not 

been identified because r elevant dimensions of 

the behaviour - for example, response forc:e - have 

not b een examined. 

The FI(drl) and the DRL(drl) shed some light 

on the effec t on present behaviour of prior training. 

In the latter case it was suggested that the temporal 

control exerted by the (drl 5-sec) schedule is more 

resistant to change than that involved in (drl 10-sec) 

In the former experiment, it was suggested that 
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responding with an operant of (drl 20-sec) is 

"easier" if the subject has first been trained 

on (drl 10-sec). Both of these hypotheses, 

while intuitively plausible, rely for proof of 

"correctr1ess" on further experimentation. 

This general area is involved, however, 

whenever one changes schedule contingencies, but 

the question is generally ignored unless the 

previous behaviour is found to be unobtainable 

on reversing the change, or, as in the present 

examples, animals with different operants reinforced 

according to the same overall schedule display 

different behaviours. The former case - that of 

irreversible changes - has been termed 'metastability' 

(Staddon 1 1965). A recent experiment by Alleman and 

Zeiler . (1974), in 'Which the behaviour pattern under 

fixed-time schedules depended on the schedule to 

which the animal had previously been exposed , also 

demonstrates the importance of an understanding of 

these "history effects" for the analysis of behaviour. 

That psychologists are becoming increasingly 

critical of some of the basic tenets of operant 

psychology i s a relatively new phenomenon. This 

type of critical evaluat ion may be necessary, 
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however, if we are to achieve a greater understanding 

of complex behaviour. Signorelli (1974) has 

compared modern psychology to Aristotelian physics, 

and has commented that 

"Considering the futility of experimentation 
that evolved from the Aristotelian philosophy ... 
it would behoove psychologists to re-examine the 
influence of their procedures on the underlying 
philosophy of their science". (p.777) 

Some of the procedures he criticised must include 

those which ignore aspects of behaviour other than 

rate. One of the conclusions to be drawn from this 

Section is that there are many more charact~ristics 

of the operant which influence behaviour than generally 

have been acknowledged. 



S E C T I O N I I I 

THE EFFECT OF SCHEDULING 

BRIEF-STIMULI ON SECOND-ORDER 

SCHEDULES 
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"One important question is whether 
the intermittent pairing of (a) brief 
stimulus and food is necessary for 
appropriate schedule performance to 
occur. Perha ps the presentation of any 
stimulus accowpa nying component 
completion would produce similar 
effects . .. Do similar effects on response 
rate and response pattern occur under 
second - order schedules involving a 
paired stimulus and a non-paired sti!:1ulus? 11 

(Stubbs, 1971, p.290) . 

Since the early recognition that some events 

could acquire properties they did not previously 

have by association with events having those 

properties, scient ists have been concerned with 

establishing the necessary and sufficient conditions 

under which these phenomena occur . This has been 

a long- standing problem in science. Consider, for 

example, early experiments concerned with t he 

transmission of ' magnetism'. 

For the experimental analysis of behaviour, one 

problem of t his sort has been the problem of 

conditioned reinforcement . It was known that food, 
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given after a required response, would increase the 

future probability of occurrence of that response 

(cfi Thorndike, 1911). At t he same time, Pavlov 

and his co-workers were finding that they could 

e licit si~ilaT responses with both a bell and food, 

provided the be11 had been presented previously 

in the pre~ence of food (Pavlov, 1927) . If the 

presentations of food and bell together ceased, 

the bell gradually lost its eliciting properties, 

although the food did not. Furthermore , different 

methods of presenting the food and the 'neutral' 

stimulus resulted in different degrees of 

effectiv0ncss of the bell as an elicitor . 

Compiling these results, it soon became clear 

that previously '1teutral' stimuli should acquire 

similar properties to food - in that they toe should 

be able to increase the probahility of responses 

upon which they are contingent - if they are 

presented with food in an appropriate way. Much 

of the early history of psychology was concerned 

with investigating this phenomenon of conditioned 

or secondary reinforcement (cf. Hilgard and Marquis, 

1940). 
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The procedures used in these early studies 

were either extinction or cha ining procedures , 

and have been extensively reviewed by Kel l eher 

and Gollub (1962), and by Wike (1966). A major 

experimental problem was the maintenance and 

establishment of durable conditioned rei~f0rcers , 

and second-order schedules b e came a ~seful research 

tool in this respect (Kelleher, 1966 a; b). 

It was necessary to establish conditions where 

the behaviour mainta ined by the 'neutral' stimulus 

coul~ be compared with behaviour maint a ined by the 

primary reinforcer, but where the e ffects of the 

conditioned reinforcer were not waning due to lack 

of pairing with the primary r e inforcer. 

The first two Sections of this thes is h ave been 

directed at demonstrating that second-order schedules 

may be used for other, possibly mere basic, aims 

in the a~alysis of b e haviour. This Section is 

intended to show that this approach of treating second

order schedules as schedul es of complex operants is 

also valuable to the study of conditioned reinforcement . 

Five experiments are presented , but all have the 

same basic paradigm. The nomenclature and terms 

used in this Section were described in the Introduction. 



Once responding on the baseline second-order 

schedule had stabilised, each completed component, 

except the one terminated by reinforcement, 

produced a brief tone, i.e. the non-paired 

condition (SN) was in effect. After stability was 

achieved under this schedule, the final component 

in each interreinforcement interva l also produced 

the tone, i.e. the paired condition (Sp) was in 

effect . After reaching stability under this 

schedule, the SN -condition carae back into effect, and 

then finally the animal was placed onto the baseline 

DRL schedule, in order to assess any effect on the 

component behaviour of the extensive experimental 

history. 

The apparatus was described in the Introduction 

to the experiments. The duration of the brief tone 

was always 0.75 sec. The i ntensity (loudness) of 

the tone was different for different experiments - details 

are given in the appropriate Chapter. Tones were 

produced by passing a 0.75 sec pulse of 100 Hz 

square-wave tone through an amplifier , and then into 

an 8 inch, 3 ohm speaker mounted on the inside door 

of the sound-attenuating chamber. 



CHAPTER 8 

Brief-stlmul~s manipulations on RR(drl) 

Th~ experiment reported here is an extension 

of that reported in Chapter 4 . The final condition 

of that experiment was RR8(drl), and it is onto 

this baseline that the ~rief-stimulus manipulations 

were made. 

METHOD 

Subjects 

Three male hooded, and one male albino rat 

served, each having had a prior history of responding 

under second-order schedules, as detailed in Chapter 4 . 

None of them had previously been exposed to the stimulus. 

They were maintained at 80% ad lib body w~ight by 

supplementary feeding after each session. Water 

was freely available at all times in the home c~ge . 



At the start of the experiment, two of them 

(B-1 and B- 2) were 240 + 10 days old, while the 

other two (C - 3 and E-5) were 330 + 20 days old. 

Apparatus 

Each subject was run in the same standard 

experimental chamber in the same order each day . 

The brief stimulus used was 0 . 75 sec in duration, 

100 Hz, and 80 ! 2 db in intensity. To a human 

observer, it was clearly audible above the noise 

(60 ! 2 db) of an exhaust fan . . 

Procedure 

Sessions were one hour in duration, and were 

conducted 6 days each weex. Each subject was run 

under each condition until the behaviour wa~ stable . 

Each condition was in effect for at least 20 sessions, 

the number for each subject is shown in Table 8:1. 

The order of conditions was tandem, SN, SP, and 

N S , although for B-1 and B-2 there was no ret11rn to 

SN after SP. 

After the final second-order schedule, each 

subject was run on a simple DRL schedule, corresponding 



TABLE 8:1 

Experimental Conditions 

------------------------------

SUBJECT SCHEDULE 

B-1 RR8(drl 10-sec) 

RR8(drl 10-·sec: 

RR8(drl 10- sec: 

B-2 RR8(drl 10-sec) 

RR8(drl 10-sec: 

RR8(drl 10-sec: 

C-3 RR8(drl 20-sec) 

RR8(drl 20-sec: 

RR8(drl 20 - sec: 

RR8(drl 20- sec: 

E- 5 RR8(drl 20 - sec) 
RR8(drl 20-sec: 

RR8(drl 20-sec: 

RR8(drl 20-sec: 

SN) 

Sp) 

SN) 
Sp) 

SN) 
Sp) 

SN) 

SN) 
SP) 
SN) 

NUMBER OF TRAINING 
sEss·roNs 

so 
27 

33 

52 

28 

36 

34 

25 

30 

36 

40 

24 

27 

26 
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to the value of the component to which the subject 

had been exposed . 

RESULTS 

Figure 8:1 shows the distribut ion of IRTs 

and conditional probabilities f or each condition. 

There was little change evident on transi tion 

from tandem to SN, but a considerable " sharpening"

of the distribution on . transition from SN to SP. 

This effect was most obvious in the case of the 

animals with (drl 10-sec) components, and l eas t 

obvious for E-5 . The effec t ~as r eversed for C-3 on 
N p 

changing hack to S from S . 

In this situation, there were three possible -· 

r esponse consequences: (i) reinforcer.ient, (ii) a· · 

completed component, followed by a brief stimulus .

in the SN and Sp condition, and (iii) nc feed back : 

for an error (a response not sat isfying the (drl)

requirement) . 

Figures 8:2, 8:3, and 8:4 show the distribution 

of behaviour following each of these consequences. 

Figure 8 : 2 shows that for 3 of the 4 rats , the 
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The median value, and interquartile 

range, of the duration of the postrein£orcement 

pause under each condition. 
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postreinforcement pause duration was lower und~r 

the SN than under either the SP or the tandem 

condition , and this effect was reversible for 

E- 5 when changing back to the SN condition . For 

C-3 , the postr e inforcement pause was l onger under 

N . d l . ff S , an t1 J.S e -ect a l so was a reversible .one. 

There was no systematic dlfference between the 
p 

postreinforcement pause under the tandem and S 

conditj_ons. 

Considering the distribution of responses 

fo llowing the completi on of a non - reinforced 

component (Fig. 8:3), there was a shift to the 

left in the medal IRT, and a steepening of t he 

gradient of the distribution, as the conditions 

were changed from tandem to SN to SP . This effec t 

was not evident for E-5, but on transition from 

SN to Sp the modal IRY changed from 18 sec to 

20 sec . E-5 did not show any effect of changing 

back to SN , but C-3 showed a spreading of the 

distribution. 

Figure 8:4 shows the distribution of responses . 

fo l lowing an .error. B-1 showed a marked sharp ening 

of the distribution as the conditions were changed 
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N p 
from tandem to S to S , whereas this effec t 

occurred for B- 2 only on transition from SN to 
p 

s· - there was no discernable difference here 

betwe~n the tandem and SN conditions. Subjec t 

E- 5 showed a greater spread of IRTs 011 transition 

N p 
from tandem to S , and a change to S shifted the 

peak to the right, and sharpene d it. On changing 

back to SN , the peak moved slightly to the left 

but sharpened even more. The behaviour of C-3 

following an error was unaffected by the stimulus 

changes , although the distribut i on was least sharp 

under the t&ndem condition . 

The rate measures shown ln Fig. 8:5 were 

somewhat equivocal. For B-1 and C-3, the overall 

response rate increased as the conditions were 

changed. For B-2, the lowest response rata occurred 

under the SN condition, whereas there was no effect 

at all on the rate of r e sponding of E-5 of 

changing the stimulus conditions . The component 

rate remained constant over the conditions for 

B-1, and wa s highest u~der SN for B-2. For C-3 

there was no effect on component rate until the 

· . f Sp SN h ·t d d Th trans 1 t1on rom to , w en 1 ecrease . e 
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component rate of E-S decreased from tandem to 

SN, increased on changing to SP, then decreased 

on transition to SN. 

The running rate of components·decreased with 

changes in condition for both D-1 and B-2. It 

increased slightly on changing from tandem to SN 

in the case of C-3, was unchanged in SP, then 

decreased slightly on changing back to SN . The 

running rate of compon6nts mirroY e d the changes in 

overall component rate for E-S, with a decrease on 
. N p 

changing from tandem to S , then an increase at S , 

d f . 11 d h . · k SN an 1na ya ecrease on c ang1ng oac to . 

Less equivocal , however, were the functions 

relating the mean duration of each component within 

the interreinfurcement interval as a function of 

the stimulus conditions. Figure 8:6 shows that in 

3 out of 4 cases, afte r the first 3 components, the 

tandem function was higher than the SN function , 

which was higher than the Sp function . After the 

tenth component, there was a tendency for the 

functions to come closer together, occasionally 

crossing. In the case of E-S, however, there was 

such variability that no systematic differe11ces were 
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observed. 
p N 

On transition from S to S , however, 

the function was at its lowest and did not revert 

N to its previous S level . 

DISCUSSION 

From the data presente d in the Re sults s e ction, 

the exact effect of the brief stimulus procedures 

appear to be equivocal, since any v e ry positive 

effects (such a s on postr einforcement pause and me an 

component duration) apply to only 3 out of the 4 rats, 

and other measures (such as the r a tes) vary 

unsyst8matically . There is, howe ver~ one very important 

point to be conside red i~ relation, not only to this 

experiment, but to all the experiments pres ented in 

this Section, and that is that there is within-

component p a tterning under all conditions, and one is 

trying really to assess any diffe rences in patterning 

between conditions . In second- order schedule literature, 

the brief stimulus is considered to be effective if it 

engenders "typical component behaviour" when compared 

with the tandem condition, which is held to b e one in 

which there is no patterning (cf . Marr, 1969; Malagodi 

et al. 1973; Stubbs, 1971). In the present experiment , 

patterning appropriate to the (drl) contingency was 
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evtdent even in the tandem condition. This makes 

a comparison of the present experiment with other 

second-order schedules difficult. 

It might be argued in the present context that 

the effect of adding SN to the tandem condition 

was to 'improve' the component behaviour, and 

that there was a furthe~ 'improvement' on pairing 

the stimulus with reinforcement. This is borne 

out in part by the overall distribution of IRTs 

(Fig. 8:1), and by the decrease 1n mean component 

duration, for 3 animals, within the inter reinforcement 

interval {Fig. 8:6) . The frequency distribution, 

however, shows no discernable difference between 

the tandem and SN conditions, but a sharpening 

on changing to SP. This might b8 interpreted as 

evidence in favour of the traditional view that 

there is an effect only when the brief stimulus 

is paired with reinforcement (cf. Kelleher, 1966 b; 

Malagodi et al . 1973; Marr, 1969). Th~ function 

showing a decrease in mean comvonent duration 

(Fig . 8:6), however, might be interpreted as evidence 

for the proposition that SN has more eff ect than no 

stimulus , but less effect than SP. 
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A more detailed analysis of behaviour is 

available, however, since there were 3 discrete 

events initiating behaviour . O_ne was reinforcement, 

and for 3 of the 4 rats the postreinforcement pause 

was shortest under the SN condition, there being no 

systematic difference between the tandem and Sp 

conditions. For the remaining subject, the pause 

was longer in the SN condition than in the tandem 

or SP conditicns. de Lorge (1971) observed a very 

clear effect on postreinforcement pause duration 

of manipulating stimulus conditions on a multiple 

schedule with FR(VI) components, the second-order 

schedule components termina ted by either Sp or 

SN (in one experiment), and Sp and no stimulus (in 

the other experiment). He found that the SN 

condition engcridered longer postreinforcement pauses 

than did the Sp condition (an effect observed for 

only one rat in the present study), and that the 

longest postreinforcement p a use occurred in the tandem 

condition. Both Findley and Brady (1965), and Thomas 

and Stubbs (1966) obtained similar effects, although 

they did not include the SN condition. The most 

obvious difference between the present study and 

these experiments is that they all utilised overall FR 

schedules, whereas a RR schedule was used here. 



M 180 ~ 

Further discussion of this point, then, will be 

deferred to Chapter 9 where overall FR schedules 

were used. 

Figure 8:3, which is the distribution of IRTs 

following a non-~einforced componcn~ shows 

differences between the stimulus conditions in the 

form of a sharpening or improvement in component 

b ehaviour . These distributions are interesting 

because, intuitively, they might show systematic 

differences since they show what the animal does 

after he makes a 'correct' response and receives 
N p 

nothing, S , or S . There was evident here much 

less of an effect between the tandem and SN 

conditions than between the SN and Sp conditions 

for all subjects, but notably for rat E-5. 

The IRTs following an error, however , (Fig. 8:4) 

show less of a difference between the stimulus 

conditions, although one is still evident on 

transition from SN to sP for the two rats with 

(drl 10-sec) components. This equivocal effect is, 

perhaps, what one might expect, since under all 

conditions an error has the same consequence - it 

resets the component timing clock. 



A within-subject analysis is possible, taking 

Figs . 8:3 and R:4 together. How does behaviour 

following an error compare with that following 

a correct response? For 3 of the animals, under the 

tandem condition there was more accurate (drl) 

behaviour followi::i.g an error than following a 

cor:rect response, while for the rernainir.g subject 

(E ·-5), there was no difference. Both of the rats 

with (drl 20-sec) components emitted more accurate 

behaviour after SN than af~er an error, B-1 showed 

nn dj_fference, while B- 2 was more accurate after an 

error than after SN. The same effects held for each 

anirna: on comparing the behaviour following Sp and 

following an error. 

This latter point, that SN and Sp behaved the 

same way for each animal, is important because it 

suggests that the stimuli have similar functions, 

but the differences between the SN and Sp conditions 

discussed above suggest differing degrees of effect . 

A point of general interest is that the component 

behaviour has been said to be "accurate": " sharpened", 

"patterned", etc . , and it could be ar.gued that these 
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terms have little use in a 5cientific thesis. What 

is meant by these terms here is simply a change 

in the distribution of IRTs towards the distribution 

demanded by the schedule condit ions. In the terminology 

of Catania (1973 a) wha~ is meant is a change towards 

the descriptive operant (cf . Section I and II). There 

is, however~ a further problem. There remains an 

e lement of subjectivity since there is no accurate 

quantitative measure to describe the Li-modal 

distributions obtained under DRL sche dules . This 

point is discussed furt4er at the end of Section III. 

Several authors have reported higher overall 

response rates under Sp as compared with SN conditions 

(cf. Byrd and Marr, 1969; de Lorge , 1969; Ke ll eher, 

1966 h; Malagodi et al . 1973) and t h at brief stimulus 

procedures maintain higher rates than comparab le t and em 

schedules (cf. de Lorge, 1967, 1969, 1971; Marr, 1969; 

Stubbs, 1969; Thomas a nd Stubbs , 1966, 1967). Two of 

the rats in the present experi~ent (B-1 and C-3) showed 

both of these effects (Fig. 8 :_6). Other workers 

have reported lower rates under brief stimulus than 

under tandem conditions (cf. Byrd and Marr , 1969; 

Stubbs, 1971). Subjects B-2 and E- 5 showed these 

effects . The l esson to be drawn from these anoma lies 

is simply that rate measures do not seem to be a 
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useful depende n~ variable in this type of situation . 

Even the comnonent running r a tes, which proved 

us eful in Sections I and II showed equivocal results . 

One must agree with Stubbs (1971) that 

''the lack of consistent findings across 
p as t experime~ts and within the p r esent 
series of experiments raises some questions 
concerning the utility of . .. rate measures" 
(p.310). 

Both of the rats with (drl 20-sec ) components 

experienced a reversal to SN after the Sp condition . 

Examination of the ove r a ll distribution of IRTs 

suggests a reversal of t he effect , but examination 

of the component durat i0n functions show no reversal 

with the J.owes t function occurring in the second SN 

condition. The postrcinforcement pause effect, 

although different for each subject , was reversible. 

It is clear, then , that some d ependent v a riables show 

that the behav iour controlled by SN i s retrievable , 

whereas others s how tha t it is not. This latter 

irrev ersibility has been termed "metastab jlity" by 

Staddon (1965), and h as been reported in a second

order schedule situation by Stubbs and Cohen (1972). 

In conclusion , there has bee n obtainec;. a c h an g e 

in component behaviour towards that normally engendered 
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by the component schedule as the hTief st:mul us 

conditions have been changed . The functiona l 

and descriptive operants were most similar under the 

Sp d" . con 11:1on . There often appeared to be li.ttle 

difference be tween the tandem and SN conditions, but 

the degree of diff~rence depended large ly on the 

dependent variable examined. For each subject, the 

different effects of the brief s timuli were seen 

c learly when the behaviour followiI1g a correct IRT 

was examined . It also was the case that any difference 
N R · 

on ch;:_i_nging fr om S1 to S · was at least partly reversible , 

~ut here again choice of dependent variables was 

important. 

A t enta tive conclus ion of the present report is 

that statements about the absolute effects of brief 

stimulus manipulations on second-order schedules are 

not possible. It seems reasonable tc expect there to 

be degrees of stimulus effects, depend ing on the ways in 

which the stimuli are programmed to occur, the nature 

of the component and overall schedules, the interac tions 

between the schedules , and the par ticular aspect of 

behaviour chosen for study. 



CHAPTER 9 

Brief-stiri1ulus manipula tions on FR(drl) 

Approximately one half of all the published 

studies of second-order schedules have used overall 

FR schedules, and these include the only reported 

experiments with (drl) components . Not all of these 

N studies have compared the effectiveness of S versus 

SP d . . 1 1 h h h . con 1 tions, a t 1oug. some ave, so t e exper11P.ent 

reported in this Chapter may be more comparabla 

with other second-order schedules than was the 

experiment reported ia Chapter 8. 

METHOD 

Subjects 

Four albino rats served, each having been subjects 

on the experiment reported in Chapter 3. None of the 

su.bjects had previously been exposed to the brief 

stimuli. All were maintained at approximately 80% au 



lib body weight by supplementary feeding after each 

session. Water was freely available at all times 

in the home cage. At the start of the experiment, 

each of the rats was 230 ~ 20 days old. 

Apparatus 

The standard experimental chamber was used. The 

brief stimuli were 0.75 sec in duration, 100 Hz 

freqt1ency, and 80 + 2 db intensity. To a human 

observer, this tone was clearly audible above the 

noise (60 + 2 db) of an exhaust fan. 

Procedure 

There were few procedural differences from the 

experiment reported in the previous CJ1apter. Sessions 

lasted for 1 hour, and were run 6 days each week. 

The number of hours under each conditiori is shown in 

Table 9:1. 

After a minimum cf 20 sessions under the tandem · 

condi tion, and when behaviour was stable , SN was 

introduced. 
p 

In the next phase, S was introduced, 

and then finally SN was re-introduced. At the end of 

the experiment, each animal was put onto the appropria~e 

simple DRL schedule for a few sessions , in order to 

determine the effect on DRL behaviour of the extens ive 

experimental history. 
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TABLE 9:1 

Experimental Conditions 

SUBJECT SCHEDULE 

E-1 FR6(drl 10-sec) 
FR6(drl 10-sec: SN) 

FR6(drl 10-sec: Sp) 

FR6(drl 10-sec: SN) 

E-2 FR6(drl 10-sec) 
FR6(drl 10-sec: SN) 

FR6(drl 10-sec: Sp) 

FR6(drl 10-sec: SN) 

E-3 FR6(drl 20-sec) 
FR6(drl 20-sec: SN) 

FR6(drl 20- sec: Sp) 

FR6(drl 20-sec: SN) 

E-4 FR6(drl 20- sec) 
FR6(drl 20-sec: SN) 

FR6(drl 20-sec: Sp) 

FR6(drl 20-sec: SN) 

NUMBER OF TRAINING 
SESSIONS 

92 

31 
32 
24 

97 
25 
30 
25 

43 
29 
54 
29 

29 
32 
28 
26 



RESULTS 

Fig11re 9:1 shows the frequency distribution, 

and the distribution of the conditional probabilities 

of IRTs. In the case of the rats with (drl 10-sec) 

components, there was little effect on changing to 

SN from the tandem condition, although the 

distribution sharpened for the other 2 rats. For 2 

of the 4 subjects (E-1 ~nd E-4), chang ing from SN 

to Sp improved the behaviour, although the distribution 

was spread for E-3, and there was no effect for E-2. 

On reversal to SN, E-1 and E-2 shewed no change, E-3 

s howed a sharpening similar to that obtained under 

the previous SN condition, and the distribution for 

E-4 spread towards the shape of the distribu~ion 

under the previous SN condition. 

Figures 9:2, 9:3, and 9:4 show more de tailed 

analysis of this data. Figure 9:2 shows the 

behaviour initiated by the reinforcing stimulus - the 

postreinforcement pause. Its duration decreased on 

changing from tandem to SN for E-1 and E-3, yet 

increas ed for E-2 and E-4. Tl1ree anima l s showed an 

increase in pause on changing to SP, whil e E-2 showed 
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a decrease. On reversal to SN, 3 rats reversed 
N p 

the direction of change from S to S . The 

fourth subject (E-1) showed a further increase. 

The distribution of behaviour following a 

correct IRT is shown in Fig. 9:3. Por E-1, there 

was no systematic difference between any of the 

conditions. For the remaining 3 subjects, however, 

there was a considerable sharpening of the 

distribution on changing fr om tandem to SN. In the 

case of E-2 and E·-3, the. effec t of c1ianging to S 

was to spread the distribution out, although the 

same chanee s harpened the behaviour of E-4. Two 

sub jects (E-3 and E-4) showed a reversal to the 

behaviour under the firs t SN condition, but E-2 

showed a further spreading of the distribution. 

p 

Figure 9:4 shows the beh~viour following an 

error. In this case, beth E-1 and E-2 showed no 

difference between any of the ~timulus conditions. 

E-3 considerably improved his behaviour when SN was 

introduced, whereas E-4 showed little difference. 

When the stimulus was paired with reinforcement , 

the distribution for both E-3 and E-4 spread slightly 

to the right, an effect which was reversed on changing 

N b ack to S for E-3 . 
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Rate measures are shown in Fig. 9: 5. The 

overall rate of lever pressing showed the same 

pattern for 3 of the 4 rats, being higher in both 

of the SN conditions than the Sp condition, and 

increasing on changing initially from tandem to 

SN. For the -rema i1~ing ra t (E- 2), this pattern 

was reversed, except there was no effec t of 

reverting to SN from SP. The component ra te 

increased for all subjects Ou introduction of SN, 

and decreased for 3 subjects on being paired 

with reinforcement. In t he case of E-2, thi~ 

manipulation increased the component rate. On 

reversal to SN, the direction of change was 

reversed . for E-2 and E-3, but there was a further 

decrease in the c~se of E-1, and no change for E-4, 

The running rate 6f components also increased for 

all subjects on changing from tandem to SN, c·it 

was less systematic i!l the other changes . It 

i~creased for E-1, decreased for E-2 and E- 3, and 

remained unchanged for E-4 . on the addition of SP. 

The effect of changing back to SN was as equivocal, 

with a decrease for E- 1 and E-4, but no change fo r 

the other 2 rats. 

The mean duration of each component as a 

function of its position within the interreinforcement 

interval is shown in Fig. 9:6 . For both of the 
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by dashed lines represent the second SN 

condi tion. 



· subjects with (drl 10-sec) components, there was no 

systematic effect, and the only noticeable effect 

for E-3 and E-4 was that the tandem condition 

engendered higher mean durations than did the brief 

stimulus conditions. The typical pattern of 

decreasing duration was also evident. 

DISCUSSION 

A lack of complete generality in some of the 

measures is an obvious conclusion here, although 

several dependant variables showed the same effect 

for 3 cut of 4 animals. As in the previous 

chapter, the most general statement that may be 

made is that there was a tendency to improve the 

behaviour on adding SN, while Sp improved the 

behaviour even more. This is evident from the 

overall IRT distribution (Fig. 9:1), and the 

distribution of behaviour following a completed 

(drl) component (Fig. 9:3) . There were, however, 

exceptions to this effect, where the behaviour 

occasionally deteriorated slightly on addition of 

the brief stimuli. It is clear however, that this 

latter type of instance was relatively infrequent. 
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de Lorge (1971) ~einforced VI components 

under an overall FR schedule and reported that 

the postreinforcement pause dura tion was longest 

under the tandem condition, and longer under the 

SN than under the Sp condition. In the present 

experiment , 2 s ubjects paused longer under the 

t d th ..1 h ,N d . . h . 1 2 an em .an un11er t e ~ con 1t1on , w i~e 

paused longer under the tandem schedule. Three 

rats increased the duration of their pauses on 

changing to SP, while the remaining rat decreased 

the dura tion of hi s pause. These findings ~re 

not in agreement with those of de Lorge (1971) , so 

it seems clear that brief stimulus affects Lannot 

be determined s olely by the overall schedule. 

Differences between the present experiment and 

de Lorge ' s (1971) study include: 

(i) <lifferent species (rats as opposed to 
pigeons) 

(ii) different brief stimuli (de Lorge used 
keylights) 

(iii) differeLt methods of comparing brief 
s timuli (de Lorge used a multiple 
schedule) 

It seems unlikely that there wil l emerge an absolute 

brief stimulus effect, divorced from considerations 

of schedul e interactions, speci es differences, brief 

stimulus type e tc. 
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Stubbs (1971) made the point that overall 

rate measures have proved to be equivocal in 

analyses of second-order schedules, an impression 

which has had fnrther vali<l.ation in this thesis . 

However, overall rate measures in the present 

schedule showed surprising uniformity, being 

highest in both of the SN conditions for 3 of the 

4 animals. The overa ll component rate showed 

a more general effect of increasing on addition of 

N S and decreasing on pairing the stimulus with 

reinforcement (for 3 subjects). This finding, 

however, is ~ot comparahle with any other findings 

in the literature, bacause this measure is seldom 

used. The running rate of components also increased 

on chang ing from the tandem condition to SN, but 

was not systematically affected by other changes. 

It is unfortunate that any effects on 

component rate should be uncorroborated. There are 

two reasons for this. Firstly, if the co~ponent is 

to be treated as a unitary response, then the 

component rate is analogous to response rate under 

the simple schedul e , and may be expected to be as 

useful as response rate . Secondly, changes in the 

number of components may reflect changes j_n the 

control of the overall schedule brought about by 



changes not related to the parameters of the 

overall schedule. This latter point is another 

facet of the arguments presented in Section I for 

an analysis of the interactions between overall 

and component schedules in second-order scl1edules. 

A com~arison of Figs. 9:3 and 9:4 shows the 

difference in behaviour under each stimulus condition 

following a correct response and an error . Under 

the tandem condition, when there was no difference 

in stimulus presentation following a completed 

component and an error, for 3 of the rats the 

b e haviour was better following a mistake, whereas 

for E-3 there was no noticea ble difference . When 

N S followed a correct response, E-1 and E-4 still 

showed better discrimination following a mistake 

than following a stimulus, while there was no 

difference for the other rats . In all cases, there 

was no difference in the responding preceded by an 
p 

error and that preceded by S . E-1 and E-2 

discriminated more accurately following an error 

under the second SN co~dition, whe reas there was 

little change for E-3 and E-4. 

These results are particularly interes ting 

since, although there were differences in the 

behaviours initiated by correct and incorrect 

responses between stimulus conditions 1 within any 
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particular condition an error generally led to more 

accurate behaviour than did SN 
' 

and led to the same 

behaviour as that initiated by SP. There were no 

occasions when a brief stimulus led to more 

differentiated responding than that initi2ted by 

an error, which could indicate that lack of feedback 

may be as useful to the animal as positive feedback . 

That this was not the case is demonstrated by the 

finding that the behaviour was still better following 

a mistake under the tandem COP.di tion (fQr 3 subjects) , 

when there was no feedback , even for a correct 

response. This finding is discussed at greater length 

at the end of this Section. 

There was little systematic effect of brief 

stimulus manipulations on the mean duration of each 

component as a function of its position within the 

interreinforcement interval. There are two possible 

explanations for this. One is that the temporal 

control exerted by the FR schedule - ~hown by a 

systematic decrease in ~omponent duration throughout 

the interreinforcement interval) - is so strong that 

it masks any other effect . There is also the 

possibility that any effects are not of the kind that 

would show in a measure such as the mean duration of 

a component . The effects on the IRT distributions 



have been small, and these effects could easily 

be ' lost' in the averaging process. 

As in the previous experiment, a tentative 

conclusion may be reached. It seems to h~ve been 

N the case that S controlled more accurate 

behaviour than did the tandem condition, and Sp 

controlled more accurate behaviour than did SN . 

The finer analyses showed very interesting 

relationships between the errors and correct 

respons es, and these are discussed at greater 

length at the end Qf this Section. 
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CHAPTER 10 

Brief- stimulus manipulations ori FI(drl) 

The baseline tandem schedule us ed here was 

obtained in the experiment reported in Chapter 6. 

It was show11 that there wer ~ many ways in which 

the component was sjmilar to the lever press in 

simple FI schedules . The purpose of the experiment 

reported here was to assess the effect on this 

behaviour of manipulating the bri0f-stimulus 

conditions . 

METHOD 

Subjec t s 

The same 3 a l bino rats (D-1, D-2> and CM4) and 

1 hooded rat (A-1) served as in Chapter 6. At the 



start of this experiment, A-1 was in excess of 

21 months old , C-4 was 400 + 30 days old , and 

D-1 and D-2 were each 330 + 30 days old. They 

were maintained at 80% ad lib body weight by 

supplementary feeding after each session. Water 

was freely availa~le at all times in the home 

cage. 

Apparatus 

The standard experimental chamber was used. 

The brief stimuli were 0.75 sec in duration, 

100 Hz frequency, and 85 + 2 <lb intansity . This 

tone was clearly audible to a human 0bserver above 

the noise (60 + 2 db) of an exhaust fan . 

Procedure 

There were no differences from the procedure 

used in the previous two Chapters . The minimum 

number of sessions acceptable before changing conditions 

was 20. The sessions were generally 1 hour in 

duration and were run six days each week. The number 

of hours under each condition is shown in Table 10:1 . 
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TABLE 10:1 

Experimental Conditions 

SUBJECT S':HBDULE 

A-1 FI2-·min(drl 10-sec) 

FI2-min(drl 10- sec: SN) 

FI2-min(drl 10-sec: SP) 

FI2-min(drl 10-sec: SN) 

D-1 FI2-min(drl 10-sec) 

FI2 - min(drl 10-sec: SN) 

FI2 - min(drl 10- sec: Sp) 

FI 2 -· rn in ( d r l 10-sec: SN) 

D-2 FI2-min(drl 20-sec) 
FI2-min(drl 20-sec: SN) 

FI2-min(drl 20-sec: Sp) 

FI2-min(drl 20-sec : SN) 

C-4 FI2-min(drl 20 - sec) 

fI2-min(drl 20-sec : c:N) 
u , 

FI 2-rnin(drl 20 - sec : Sp) 

FI 2- r.1.in (clrl 20-sec: SN) 

NUMBER OF TRAINING 
SESSIONS 

40 

38 

24 

37 

38 

39 

30 

29 

46 
42 
33 

so 

52 

43 
20 

40 
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'RESULTS' 

The d±str±bur±on of IRTs for eac~ condttton 

(.Fig. 10: 1} siwws: that th.ere wa·s poor ten1poral, • 

d±scrimina tion wtth respect to the C:<lrl} contingencY' 

for D~l, even though a large number of TR,Ts we·r'e 

greater than the (drl)_ requirement. r'or tfl_e' oth_e·r' 

subjects, however, typical (drl} behaviour was· 

emitted under each cond:i:-t±on. 'For A-.._1 and c~4, th.e 

effect of SN was to sharpen the d:tstribution , whereas 

little change was evident for D-1, and tfi..e ·effect for 

D-2 was to spread the distribution over to the ·right . 

D~l, D~2 and C~4 each show~d an improvement in 

behaviour on addition of SP, but this was not 

noticeable in the behaviour of A~l due to an increise 

in the number of very long IRTs, and the suBiequent 
; 

decrease in the proportion of IRTs around the (drll 

criterion . There was no effect of changing back .t o 

N S for D- 1 and C-4, bnt a slight improvement in tfi..e 

temporal spacing for A-1 and D~2. 
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Table 10:2 shows the mean and median post

reinforcement pause, with scatter, and the mean 

and median interreinforcement interval duration 

(again with scatter), for each rat under each 

condition . In each case there was an increase in 

pause on changing from the tandem to the SN 

condition, but no systemat ic increase or decrease 

in interreinforcernent interval . Two rats (A-1 

antl D-2) further increased the duration of their 

postreinforcernent pauses on addit ion of SP, 

but there was a decrease for the other animals. 

A- 1 and D-1 also decreased their interreinforcement 

interval, but this effect is seen only in the mean 

data, and not in the medians . The direction of 

change i s as unpredictable on reversal to SN, with 

A-1 and D-1 showing slight increases, D-2 

rem~ifting constants and C-4 decreasing sl ightly. 

Less equivocal is some of the data presented 

in Fig. 10:2, showing the distril,ution of behaviour 

following a completed component. Three animals 

showed significant improvements in response spacing 

on the introduction of SN , while the remaining 

animal (D-1) showed no effec t because there was very 

little response differentiation evident anyway . Only 



SUBJECT 

A-1 

D-1 

D--2 

C-4 

TABLE 10t2 

Mean and Median Postreinforcement Pause and Interreinforcement Interval Durations 

Interquartile Ranges Shown in Parentheses 

Postreinforcement lnterreinforcement 
Pause Duration Interval Duration 

(sec) (sec) 

SCHEDULE t!EAN . MEDIAN MEAN MEDIAN 

FI2 - min(drl 10- sec) N 59 ., 7 61(40- 74) 135 129 (120 - 130) 
FI2 -min(drl 10-sec: Sp) 75.6 80(66 - 93) 135 129(124 -141) 
FI2 - min(drl 10-sec: SN) 80 . 1 84(70- 99) 129 129(123-133) 
FI2-min(drl 10- sec : S) 86.3 85(77 - 98) 129 128(121-131) 

FI2-min(drl 10- sec) N 44.9 46(28 - 58) 132 129(12 4 - 137) 
FI2 - min(drl 10 - sec: Sp) 68 .0 77(29 - 100) 128 128(121-1 30) 
FI2 - min(drl 10-sec : SN) 44.0 40(25- 51) 129 127(122-135) 
FI 2- min(drl 10-sec : S) 46 . 4 40(18-65) 1 30 127(1 20 - 130) 

FI2 - m~n(drl 20-sec) N 59 . 4 62(29-75) 201 164(131-207) 
FI2 - m1nldrl 20 - sec: Sp) 68.6 67(36- 104) 150 135(122-154) 
FI2 - min(dr l 20- sec: S~) 87.8 98 (64-110) ' 138 135(125-148) 
FI2-min(drl 20-sec: S

1
) 88. 1 97(53 -114) 163 146 (132 -- 203) 

~I2 - rn~n(drl 20-sec) N 62.7 66 (37 - 80) 138 137(127-143) 
tI2 - rn1n(drl 20- sec: Sp) 111.7 119(101- 131) 137 135(127-144) 

FI2 - min(drl 20-sec : SN) 90.S 101 (6'./ -107) 141 133(123-144) 
FI2-rnin(drl 20-sec : S) 83.4 91(47-109) 138 135(125 - 146) 

, ] 

N 
0 
I.D 

-'.l 
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probability distributions of the IRTs 
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(drl) component . 

30 40 

(') 

0 
z 
0 

-i 

0 
z 
)> 
r 

,::, 
;u 

0 
Ol 
l> 
Ol 

r 
-i 
-< 



- 211 -

p 
one rat (A-1) showed a change on adding S , and 

that consisted of a de terioration in patterning . 

On reverting to SN, this animal's behaviour improved 

slightly, but d i d not regain the same degree of 

differentiation present under the first SN condition. 

For the other animals, there were no effects of 

further changing the stimulus conditio11s. 

The behaviour following an error (Fig. 10:3), 

unlike that following a correct IRT, showed no 

change 011 adding SN for any of the subjects, but was 

=onslderably impr oved on adding Sp A slight 

reversal effect was noticed with A-1 and D-1 on 

changing back ta SN, but the effect was smaJl, 

and was not present for the other animals~ 

Rate data is pres ented in Fig. 10:4. On 

changing from the tandem to SN conditions, the 

overall rate of lever pressing decreased. It 

decreased further on addition of Sp for A-1 and 

D-'l. , but increased for D-1 and C-4. On changing 

back to SN, it decreased again for A-1, D-1, and 

D- 2, but increased for C- 4. The rate of emission 

N of components decreased between the tandem and S 

conditions for 3 rats, but increased for D-2 . 
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On pairing the stimulus with reinforcement, A-1 and 

C-4 further decreased their component outputs, D-1 

increas ed its output, whi le D-2 remained constant. 
N Changing back to S had the effect of decreasing 

the (drl) rate of D-1 and D-2, but increased that 

of A-1 and C-4. Changes in the running rat~ of 

components was as unsystematic , with A-1 and D-1 

showing little effect until the final SN condition, 

when both exhibited a decrease, showing an increase 
N p 

from tand to S to S , and then a decrease, and 

C-4 increased to SN, then decreased to SP, but 

. d h ,:i , t. · SN rema1n6 unc ange_. on rever 1ng 1:0 • 

Figure 10:5 shows that there ~as no systematic 

effect of the stimulus manipulations on the mean 

duration of each component. 

DISCUSSION 

As suggested in Chapter 6, it seems likely that 

there were two conflicting sources of control over 

the behaviour under this schedule. The (drl) 

contingency requires a certain spacing of responses 

in time, and usually gives rise to a bi-modal 

distribution (cf. Harz~m , 1969; Kramer and Rilling, 
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1970). The overall FI schedule, however, generally 

gives rise to long pauses following food (cf. 

Ferster and Skinner, 1957), and it appears that 

these two distinct behaviour patterns might come 

into conflict. In the present experiment , both 

patterns were evident, but there were many instances 

of flat, broad distributions - notably those for 

D-1 (Fig. 10 : 1) - which could result from this 

conflict. Consequently, it is often difficult to 

observe behaviour changes due to the brief stimulus 

manipulations for some a~imals under some conditions. 

Where the distributions show reasonably good 

control by the (drl) contingency, there was a 

clear effect of improvement and sharpening of the 

behaviour on .addition of SN, and further improvements 

on subsequent addition of Sp (cf . Fig. 10:1). The 

breakdown of these distributions, however, reveal 

other influences . 

The postreinforcement pause was not related in 

any simple way to the in~erreinforcement interval - a 

finding which extends the argument presented in 

Chapter 6 against any simple theory of responding 

under temporally regular schedules. The only effect 

observed for all animals here was a.n increase tn pause 



on changing from the tandem to SN conditions, a result 

contradictory to that of de Lorge (1971), indicating 

again that the effects of brief stimulus changes 

depend on a multitude of factors. 

On adding SN to the tandem schedule ~hs behaviour 

following a correct IRT was noticeably improved for 

all subjects (cf. Fig. 10:2), but there was no change 

in the behaviour following a11 error (cf. Fig. 10:3). 

On thA other hand, changing from SN to Sp had 

no effect on behaviour initiated by a correct IRT 

~f. Fig . 10:2)~ yet i mproved the behaviour following 

an error (cf. Fig . 10:3). Dependiag which aspect 

of the behaviour one examines , there is evidence here 

for the traditional view of there being an effect 

only of Sp and not of SN and tandem conditions (cf. 

Kelleher, 1966 b; Marr, 1969) , and alsc for the 

view of Stubbs (1971) that there is no difference 

between SN and SP, but no effect of tandem conditions . 

It is also clear, however , that an overall view of 

the deta iled analysis of this behaviour shows that 

neither of these views is correct, and the situation 

is more complex. It seems to have been the case in 

the present s ituation that the presentation of any 

stimulus contingent on the completion of a component 

improved the b~haviour following that component, whereas 
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the behaviour following an error was affec ted only 

by the presence in the situation of a stinu1lus 

paired with food. Both of these statements are 

sta t ements about the discriminative properties of 

correct IRTs versus errors , a general issue which is 

discussed at the end of Section . 

Comparing the different facets of ·each animal's 

behaviour under each condition, there were two 

striking differences between the behaviour following 

a correct IRT, and that following an error . There was 

generally a greater preponderance of very long IRTs 

following a completed component, and a greater 

preponderance of very short IRTs following an error. 

This suggests, at least, that the subjects were able 

to discriminative between asuects of their own 

behaviour. That this was not due entirely to the 

brief stimuli is evident from the behaviour under the 

tandem condition (where the effect still held), but 

that the brief stimuli played an important part is 

obvious from the finding that the effect was much 

smaller in the tandem condition . 

In general, there was much better responding 

with respect to the (drl) contingency after an error 

than after a correct response in the tandem condition. 
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N For 3 of the 4 rats , add ing S produced the situation 

whsre there was little noticeable difference in the 

behaviour following an error or a correct IRT, except 

for D- 2 who appeared to respond more accurately after 

SN. Changing to Sp again showed little difference 

between the two behaviours for 3 subjects, 0~t D-1 

had a better response distribution after an error , 

although this could eas ily have been due to the 

preponderance of long IRTs following Sp removing 

the opportunitie~ for accurate (drl) responses (cf. 

Anger, 1956) . 
N . 

Changing back to S <lid not affect 

the behaviours noticeably . 

The major difference between correct responses 

and errors unrl er each con~it ion was that a correc t 

IRT set the occasion for more very long IRTs while 

an error set the occasion for more very short IRTs, 

although both were often followed by accurate (dr l ) 

responses . Taking this together with the finding 

of a differential effect of SN and Sp behaviour 

foJlowing correct and incorrect responsas (Figs . 

10 : 2 and 10:3), there appear to be complex 

interac tions between the two schedules and the brief 

sti~uli , interactions which depend on whether or not 

the brief stimuli are paired with food . 
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The effect of chang ing back to SN from Sp 

was not generally systematic and only rarely led 

to behaviour similar to that under the original 

~N d·t· ;:, con 1 10n. This was a general problem in these 

experiments and is discussed at the end of this 

Section. 

Two other measures - the rates and the mean 

component durations (Figs . 10:4 and 10:5) - showed 

no sys t ematic changes, with the exception of a 

general decrease in total behaviour output on 

changing from tandem to SN . It is possible that the 

inadequacy of these measures was due to the strong 

temporal control exerted by the overall schedule . 

This control, as suggested in the previous Chapter, 

mi ght hav e been so strong tha t the small brief 

stimulus effects we~e masked in gross measures. 

Overall respons e rates were affected by both very 

long (due to the FI) and very short (due to the 

DRL) IRTs, and were unreliable for that raaso~. 

Component rate me asures also var ied unsystematically, 

and this could have been due to an interaction 

between the component and overall schedule brought 

about by changes in the component behaviour and changes 

in the FI control caused by brief s timulus changes . 
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Evidently the factors controlling behaviour 

in this type of situation are more complex than has 

hitherto been realised, and it seems doubtful that 

the traditional reliance on rate measures to detect 

effects of this sort is justified. It was probably 

just such a reliance which led de Lorge (1959) to 

conclude that: 

" ... schedules v.ri th DRL components (are) 
relatively insens itive to the differences 
between stimuli" . (p.76) 



CHAPTER 11 

Brief-stimulus manipulations on VI(drl) 

There are many ways of arranging the sequences 

of time intervals to form a VI schedule, and the 

behaviour of the subjects under VI scheduJ.es h~ 

been shown to be surprisingly sensitive to 

apparently small variations in the programming uf 

these sequences (cf. Catania and Reynolds, 1968) . 

Unless the value and sequencing of these intervals 

is carefully arranged 1 systematic changes in the 

probability of responding over time occur, a most 

notable example being a VI schedule with the intervals 

arranged according to an arithmetic progression (cf . 

Catania and Reynolds , 1968). One of the purposes 

of the present experiment was to compare the behaviour 
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of rats responding under Vl(drl) with the behaviour 

under RR(drl) (cf. Chapters 4 and 8), so a VI 

schedule was compiled such that the probability of 

reinforcement for any component r emained constant over 

time. 

One method of compiling a constant probability 

VI has been described by Fleshler an<l Hoffman (.1962) , 

and this method was used in the present experiment. 

METHOD 

Subjects 

Four n2.ive, male albino r ats (F-1, p.,2, 'f ..... 3, and 

F-4) served, each being 150 ~ 20 days old at the 

start of the experiinent . They were maintained at 

80% ad lib body wei ght by supplementary feedi ng 

after each session; and water was fre ely available 

at all times in the home cage. 

Apparatus 

The standard experimental charn~er was used, with 

a tone of 0.75 sec duration, 100 Hz frequency, and 

90 + 2 db intensity . This was clearly audible to a 



human observe:.:- above the noise (60 + 2 db) of an 

exhaust fan . 

Procedure 

Daily, 1 hour sessions were l1eld for each 

subject. After lever t:raining and continuous 

reinforcement for SO reinfo rcements, each rat 

was exposed to a baseline DRL schedule ; DRL 

20- sec for F- 1 and ~-2, and DRL 10- sec for F-3 

and F- 4. After stabj_lity had been gained ~ tha 

DRL schedule was brought under the control of a 

VI 2- min scheduJ.e. The n ext phase was to 

. ' d ,_J-.J d th Sp D . tl . d . t. J.ncro uce ,, , an an . ur1ng 11s con 1. ion~ 

one rat (F - 4) di ed. After the Sp condition, the 

remaining animals were re-exposed to the SN 

condition, and then finally back to the original 

baseline schedule . 

The number of sessions under each condition 

for each subject is shown in Table 11:1 . In each 

case a minimum of 20 sess ions were required before 

stabi l ity criteria could be taken. 



TABLE 11:1 

Experimental Conditions 

SUBJECT SCHEDULE 

F-1 DRL 2O-sec 

VI2-rnin(clrl 2O-sec) 

VI2-min(d"!'l 2O - sec : SN) 

VI2-rnin(drl 2O-sec: Sp) 

VI2-rnin(drl 2O-sec: SN) 

DRL 2O-sec 

F-2 VI2-rnin(drl 2O-SE;C) 

VI2-rnin(drl 2O-sec: SN) 

VI2-·min(drl 2O-sec: Sp) 

Vl2-min(drl 2O-sec: SN) 

F-3 DRL 1O-sec 

Vl2-min(drl 1O-sec) 

VI 2-·min (drl 1O-sec: SN) 

VI2-min(drl 1O-sec: Sp) 

VI2-min(drl 1O-sec: SN) 

. F-4 DRL 1O-sec 

VI2-min(drl 1O-sec) 

VIZ-min(drl 1O-sec: SN) 

VIZ-min(drl 1O-sec: Sp) 

* subject died 

NUMBER OF TRAINING 

SESSIONS 

72 

56 

43 

27 

27 

66 

66 

34 
28 

26 

42 

56 

44 

27 

28 

42 

71 
33 

16* 
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RESULTS 

Figure 11:1 shows that the distribution and 

conditional probabilities of the IRTs were 

peaking fairly cJ.ose to the required IRT under 

the tandem condition . On adding SN, the distribution 

for F- 1 shifted slightly to the right, towards 

longer IRTs, while the distributions of F- 2 and F-3 

showed little change, except for a dramatic 
clc Nectse 

increase in the number of very short IRTs emitted by 

F-2 . Subject F-4, however, sharpened its 

distribution on addition of SN . 

Under t he Sp condition, there was little change 

in the behav iour of F-3, although both F-1 and F-2 

sharpened their distributions. F-2 again emitted a 

l arge numb er of hu:r sts . No distribution is shown 

for the Sp condition for F-4 since this rat died 

after only 16 sessions under this condition, and IRT 

records were not at this time being taken. On 

reverting back to SN, the distributions of F-1 and 

F- 3 both shifted to the left to focus more 0n the 
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criterion IRT, but F - 2 tended to emit even longer 

IRTs under this condition. 

Three of the subjects increased the duration 

of their postreinforcement pauses on transition 

from the tandem to SN condition, but F-3 s howed 

a decrease (Pig. 11:2). Two of the 3 rats under 

the Sp condition increased their pauses above 

those of the SN condition, but P-2 decreased his. 

These changes, however, were reversible for all 

subjects on changing back to SN. 

Figures 11 : 3 and 11:4 show the distTiLution 

of IRTs following a correc t and a11 incorrect 

respor1se respe ctively. Both F-1 and F-3 showed 

good response diffe rentiation f61lowing a 

completed componenL under the tandem condition, and 

the effect on this behaviour of adding SN was to 

initiate longer IRTs. The same effect was evident 

for F-2, who mad e hardly any IRTs greater t han 2 sec 

following a correct response under the tandem 

condition . F-4, however, discriminated m11ch better 

after SN than after a correct response under the 

tandem condition. For all 3 rats, the effect on 

the behaviour following a correct response of 
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adding Sp was to sharpen the distributions, although 

this resulted in F-3 emitting more IRTs longer 

than the (drl) criterion. On reverting to SN, 

the distribution improved even more for F-1, hut 

spread out in the case of F-2 and F-3. 

The direction of change of behaviour following 

an error was similar to the changes in the 

behaviour initiated by a correct response (Fig. 11:4) . 

The mos t striking change w2s in the behaviour of P-4, 

who discriminated much better following an ~rror in 

the SN condition than following one made under the 

tandem condition . For the other s ubjects, the effect 

of introducing SN wa~ to spread the tlistribution to 

the right, although in the case of F-2 it is a small 

effect. Changing to Sp had no effect on the error

initiated behaviour of F-3 , sharpened that of F- 2, 

yet spread the distribution for F-1 . Returnj_ng to 

the SN condition improved dramatically the behaviour 

of f-1, but flattened the distribution for F-2, and 

shifted the dist1·ibution for F-3 to the left. 

Rate measures ar6 shown in Fig. 11:5 . Subject 

F-2 showed very l a rge changes in response rate, due 

largely to the fluctuations in the number of bursts 
s.e.e. 

emitted under each condition . For the other 3 animals, 'e_w.,,b.~ ... l✓1 
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the overa l l Tesponse rate increased on changing to 

SN, but then varied unsys tematically . The component 

rates and running rates also varied unsystematically -

2 animals had their highest rat es under the sp 

condition, while F- 2 had its hi ghest rates under both 

of the SN conditions . 

Figure 11:6 shows the mean duration of each 

component as a function of its ordinal position from 

r e inforcement. There was so much variation in 

this measure that the functions cross each other 

several times. F- 1, who showed the cleares t 

diff erences, had the t and em ftmc tion lowe~ than the 

N p 
first S , and the S condition. This effect is also 

suggested by the graph for F-3. 
N 

The second S 

function, however, for F-1, was even lower than that 

of the t andem condition 

DISCUSSION 

Of the 5 experiments presented in this Section , 

this is the one with the least evidence of systematic 

differences in the behaviour under each condition . 

Differences did exist, but they were geneTally in the 
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The mean duration of each IRT satisfying 

each (drl) component within the inter

reinforcement interval. The closed circles 

represent the tandem condition; the open 
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triangles connected by solid 1.ines represent 

the f irst SN condition; the triangles 

connected by dashed lines represent the second 

SN d" . . con 1t1on. 



same dir6c tion for only 3 out of 4, or 2 out of 3 

animals. The nnly universal findings were of a 

completely reversible effect on postreinforcement 

b t h SN d Sp d" . d pause c ween t e an con 1t1ons, an a 

sharpening in the distribution of behaviour following 
p N 

S after changing from S . 

There are certain factors which are not 

responsib le for the lack of general effects. The 

experimental chamber was of the standard type, and 

was the one used for the experiment reported in 

Chapter 12 - where systematic changes did occur. 

The iLtensity of the tone wa s such that a human 

observer could hear it outside the box , but it was 

not too loud since it also was used in the experiment 

reported in Chapter 12. Some of the previous 

experiments in this thesis were run for only six 

days each week, resblting in a break which could 

disrupt the behaviour. This was not the case in the 

present exper iment since sess ions were conducted each 

day. Table 11:1 shows that the number of sessions 

under each condition was quite considerable. 

The explanation, then , may be sought in the 

schedule contingencies. The VI sch edule was 

designed to give a constant probability of rP-inforcement 

over time, which should genera te behaviour which does 

not change in probability of occurrence over time (cf. 



Catania and Reynolds (1968)) . That this was so in the 

present experiment may be seen by examining Fig . 11:6. 

The duration of each component did not vary in any 

systematic way with time s ince reinforcement, unlike 

the behaviour generated by FR(drl) (cf . Chapters 3 

and 9) or by FI(drl) (cf . Chapters 6 and 10). Referring , 

then, to the descriptive system used in Sections I and 

II, the major effec t in the present experiment must 

be a maintaining one . This conclusion is also 

reached on examination of the IRT distributions, which, 

in nearly all cases, show good response differentiation . . 

with respect to the (drl) requirement. 

Given that the (drl) s chedule exerted strong 

control, why was this behaviour not affected more 

by the brief stimulus changes? As s hown in preceding 

Chapters, brief stimuli may effect both the overall 

and compoTuent schedule control , but in this c ase 

neither appears to h ave b een syst ematically changed . 

Stubbs and Cohen (.1972) repor ted an experiment 

where they were able to increase the degree of 

patterning under VI(FI) by changing from SN to SP, 

but they could not reverse the effect. Cohen et al . 

(1973) also obtained a certain degree of 

irrevers ibility or metastability. They suggested that 
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the reason for this might be that once a high degree 

of patterning has been obtained, then further 

manipulations cannot d~grade this high level. 

Although this is obviously not true in a genera l 

way - there are many examples in this thesis of 

changes from geed to bad patterning - the proposal 

might be rephrased thus: i f a schedule engender3 

a high degree of patterning, th~n any changes 

brought about by stimulus manipulations will 

depend on the detail cf the patterning. Brief 

stimulus effects are relative rather tha~ abso lute 

where there is a lready strong control by other 

aspects of the schedule. 

This, however, raises more problems. A case 

has been made in preceding Chapters for a general 

effect of the improvement : of component behaviour.by 

the brief stimuli, but here the suggestion is that 

the precise effect of any brief . stimulus depends 

largely on the exact pa tterning of the exi~ting 

behaviour. These are not incompatible formu l ations, 

but operate on different levels. The former is 

rather gross and is useful only where the schedule 

conditions a llow wide variability. The latter is 

oE a more molecular l evel, and applies whe1, the 
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schedule conditions allow mucl1 l ess variability: 

It will be argued at the end of this Section that 

the study of complex schedules should be aiming 

towards this latter type of theory. The 

dependant varjables and experimental conditions of 

the present experiment <lo not provide sufficient 

data fer this type of theory . 

Comparing the behaviour initia ted by an error 

with that jnitiated by a correct response, often 

nc differenc e was detected, but where there was one, 

the behaviour initia t ed ~y an error was generally the 

most accurate. On these occasions it was not 

poss ible to maintain that the responding following 

an error was better than that following a correct 

IRT, since correct IRTs also initiated IRTs long 

enough to satisfy the (<lrl) criterion. 

Once again the usefulness of rate measures must 

be questioned . No clear effects were detected in 

the present experiment, and the usual cr i ticisms of 

preceding ChapteB apply . 

The results of the present experiment have served 

to indicate the complexity of the role of brief stimuli 

in second-order schedules. They have also served to 
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illuminate the mainta:i:n:tng function of the 

reinforcing s t imulus, , and the iss,ues· raised 

by t he immutability of the oeha'V:tours w-:i:'1 1 

be discussed at greg.ter length at th..e en·d o;l; 

this Section . 



CHAPTER 12 

Brief-stimulus manipul ations on DRL(drl) 

The final schedule Teported in this Section has 

already b een examined in part in Chap t e r 'l. It was 

shown there that the DRL(drl) schedule may be 

trea t ed as a ny other second-order schedule, and 

the usual anal yses of DRJ, schedul es a l so apply . 

The present experiment ls an investlgation of the 

effects of brief stimuJ.i on this baseline. 

METHOD 

Subjects 

Four naive , male a lbino rats served, each 

being maintained at 80 % ad lib body we i ght by 

supplement~ry feeding after each sess ion. Water 
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was freely ava ilab le at all times in the home 

cage . At the start of the experiment each of the 

animals was _ 250 ! 20 days old. 

Apparatus 

The stand~rd experimental chamber was used. 

The tone was 0.75 sec in duration, 100 Hz frequency, 

and SO+ 2 db intensity. It was clear l y audible to 

a human observer above the noise (60 + 2 db) of an 

exhaust fan . 

Procedure 

Afte r l ever training and 50 reinforcements under 

a coutint..ous reinforcement schedule, two of the rats 

(G-1 and G-2) were exposed to a DRL 10-sec schedule, 

while the other two (G-3 and G-4) were exposed to 

DRL 5-sec. After the behcviour had stabilised, 

these schedules were brought under the control of an 

overall DRL 30-sec schedule. The same procedure was 

then followe d a s for the other experiments in this 

Section. First SN was in operation, then SP, and then 

back to SN. After this sequence had been completed, 

the original baseline DRL schedule was re-instated. 



Table 12:1 shows the numbeT of sessions under 

each condition. 

RESULTS 

There are two basic distributions which are 

obtained from the data. One is the distribution 

in time of lever presses , and the other is the 

distribution in time of components. The former -

the overall IRT distribution - is sho~n in Fig. 12:1. 

There was a clear effect of emitting longer IRTs 

on changing from tandem to SN in all cases, except for G- 1, 

There was an even more marked shift to the right on 

introducing SP. Here, the distribution was centred 

more closely around the 30 sec value. Reversion 

to SN had no effect (G-3), caused even sharper 

peaking (G-1), or shifted the peak back to the 

left (G-2 and G-4). 

Figures 1 2:2 and 12:3 show the d i stribution of 

IRTs following correct responses or errors 

respectively. A limiting factor in both of these 

figures was the likelihood of, occasionally, too 

few instances of particular IRTs to enable either 
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TABLE J.2:1 

Experimental Sonditions 

SUBJECT SCHEDULE 

G-1 DRL 10-sec 

DRL 30- sec(drl 10- sec) 

DRL 30-sec(drl 10-sec: 

DRL 30-sec(drl 10- sec : 

DRL 30-sec(drl 10-sec: 

G-2 DRL 10-sec 

DRL 30-sec(drl 10-sec) 

DRL 30 - sec(drl 10-sec: 

DRL 30-sec(drl 10 - sec: 

DRL 50-sec (drl 10-sec: 

G-3 DRL 5-sec 

DRL 30-sec(drl 5-sec) 

DRL 30-sec (_drl 5- sec : 

DRL 30-sec(dr l 5-s8c: 

DRL 30-sec(drl 5-sec: 

G-4 DRL 5-sec 

DRL 30-sec(dr l 5-sec) 

DRL 30-sec (drl 5-sec: 

DRL 30-sec(drl 5- scc : 

DRL 30-sec(drl 5- sec: 

SN) 
Sp) 

SN) 

SN) 
Sp) 

SN ) 

SN) 
Sp) 

SN) 

SN) 
SP ) 

SN) 

NUMBER OF TRAINING 
SESS I ONS 

39 

49 

27 
28 

21 

36 

47 

27 

27 

20 

11 

54 

25 

31 

21 

13 

60 

29 

30 

23 
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conditional probabilities or meaningful frequency 

distributions to be calcul ated . Where these 

limitations enabled effects to be seen, Fig. 12 :2 

shows that the behaviour initiated by a correct 

response was distributed around longer IRTs 

( 30 sec or mor'3) under the S.p condition . For both 

of the animals witl1 (drl 10-sec) components, most 

of the bursts were occurring under the tandem 

condition. Indeed, for G-2, most of the responses 

made following a completed component in the tandem 

condition were bursts . Subject G-4 emitted mainly 

bursts following a paired stimulus, but was the 

only rat to do so . 

The IRTs initiated by an error also showed 

few general effects due to the low incidence of errors 

made under some conditions by different ani~~ls . 

There were occasions where there was a tendency 

to emit l onger IRTs on changing from tandem to 

SN and then to SP . There were no occasions where 

the opposite was true . -

Consider now· the temporal dis tr;tbut ;ton 0£ 

components . Unlike the other di s tributions presented 

in this thesis, these particular ones are unimodal 
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since it was not poss ible to have bursts of correct 

responses. (Ear.h component took at least 5 sec 

or 10 sec to emit). Since the distributions are 

unimodal, they may be described in terms of the median 

value and interquartile range. 

Figure 12:4 shows this for all the correct 

responses. The most accurate behaviour with respect 

to the DRL 30-sec schedule occurred for each subject except G-4 

untler the Sp condition, even though this meant a 

decrease in the duration of the intercomponent times 

for G-1. As the stimuli were changed, the inter-

component tirae durRtions of both of the subjects with 

(drl 5-sec) cornponents increased. For 3 of the 4 

rats, the effect of changing back to SN f1·om Sp was 

to decrease the dura tion of the median int ercomponent 

time. 

Two events could initiate a complete component: 

reinforcement or an error. Figure 12:5 shows the 

median and interquart ile ranges of the postreinforcement 

pauses. For 3 of the 4 rats, ther e was no difference 

in pause between the SN and Sp conditions, although 

for all subjects there was a decrease on changing 

from sP to SN . There was the smallest variance (i . e. 

sharpest peak) unde r the Sp condition. No systematic 
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effect was evident on changing from tandem to SN, 

nor was the longest or shortest postreinforcemen t 

pause in any particular condition . 

The behaviour initjated by a component not 

occurring 30 s ec after the previous component (an 

error) is shown in Fig. 12:6. TheTe was always 

an increase in post-erTor pause on changing from 

SN to Sp~ although no rea lly systematic effect 
p N 

of changing back from S to S , - two rats 

decreased their pauses, on8 was unaffected, and 

one increased his pause even more .. In 3 out of 

4 cases, the intercomponP.nt time under the tandem 
N 

condition was shortest, followed by that under S > 

p 
with the longest under S Table 12:2 shows both 

the postreinforcement and post-error pauses . 

Rate data are shown in Fig . 12 : 'i. The 

transition from tandem to SN had no . systematic 

effect on either the lever press rate or the 

component rate. Changing to Sp decreased the 

lever press rate of each subject , and decreased 

the component rate of 3 of the 4 rats. Reverting 

back to SN either decreased further, or did not 

affect, the lever press rate, but increased the 

component rate of 3 of the animals . 
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G-2 G-3 

The median value, and interquartile 

range , of the int ercomponent time s 

following an intercomponent time of 

less than 30 sec dura tion. 
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TABLE 12:2 

Comparison of Postreinforcement Pause and Postcomponent 
Pause Durations . Fi gures are Medians ; Interquartile 
Ranges Shown in Parenthe ses. (sec) 

Post- Post -

SUBJECT SCHEDULE Reinforcement Component. 
Pause Pause 

G-1 DRL 30-sec(drl 10-sec) 37(33-40) 26 (22 ·-·32) 

DRL 30-sec(drl 10-sec : SN) 34 (30-38) 28(22-32) 

DRL 30-sec(drl 10-sec: Sp) 34 ( 30··36) 32(26 - 361 

DRL 30-sec(drl 10-s ec : SN) 30(28-34) 30(24-34) 

G-2 DRL 30-sec(drl 10-s ec ) 33(28 -37) 22(16-28) 

DRL 30-sec(dr l 10-sec : SN) 30 ( 2 8 ·-34) 20(16 - 26) 

DRL 30-sec(drl 10-sec : Sp) 30(28 -32) 24 (18-30) 

DRL 30-sec(drl 10-sec: SN) 24(22-30) 22(18-30) 

G-3 DRL 30- sec(drl S-sec) 21(17-24) 12( 6 - 18) 

DRL 30-sec(drl 5-sec: SN) . 22(20-26) 16(10-24) 
p 

DRL 30-sec(drl 5-sec: SA ) 22(:l.8 - 26) 18(12-24) 

DRL 30-scc(drl 5- sec: SN) 18(14-28) 20(16-26) 

G-4 DRL 30-sec ( ci-rl 5-sec) 24(21-30) 18(12 - 22) 

DRL .30- sec(drl 5-sec : SN) 26(20-32) 22(16-28) 

DRL 30-sec(drl 5-sec: Sp) 34(30-38) 30(22 - 34) 

DRL 30-sec(drl S-sec: SN) 30(?.8-34) 30(26 -3.1) 
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DISCUSSION 

The most useful dependent variables in this 

experiment were the different intercomponent time 

measures. Because t hese distributions were 

unimodal, they could be expressed quantitatively 

in the form of medians and interquartile ranges .. 

This enabled a much eas ier assessment of the 

magnitude and direction of changes brought about by 

brief-stimulus manipulations. The usefulness of 

these measures reflects the emphasis of this thesis 

on the control exerted by the overall schedule, and 

the treatment of the component schedules as complex 

operants . 

One general effec t which was obtained was that 

of the l eas t variability and greatest accuracy (being 

distributed closest to 30 sec) under the Sp condition. 

This effect was not a lways lost on r e turning to SN. 

As in Chapter 10, the re was c:.n anomaly on 

changing from SN to Sp - one measure showed no effect , 

while another measure showed marked effects . Three 



of the 1ats showed no change in postreinforcement 

pause duration on changing to SP, wheTeas all of 

the animals increased their postcomponent pause . 

Changing the nature of the brief stimulus, then, 

appears to have had little effec t on the 

reinforcing stimulus , a lthough it was an effective 

change, as evidenced by the change in the behaviour 

following it. Depending on the aspect of behaviour 

examined , there is evidence here for there being no 

functiona l differenc e betwe en SN and Sp (cf . Stubbs, 

1971; Stubbs and Cohen, 1972), or there is evidence 

to suppor t a functiona l distinction (c f. Kelleher, 

1966 b; Marr, 1969). 

The d i fferences between the tandem and SN 

conditions were not systematic . On changing back 

to SN fro1n ~P, h th 11 ~ owever, ere was genera ya 

decrease in postreinforcement pause. This is 

unusual, since systematic changes on making this 

manipulation have rarely been re,or tcd. 

The distributions of l ever pYesses were also 

presented in the Results section (Figs. 12:1, 12:2, 

12:3). Here, however, systematic differences 

between the stimulus conditions were less easily, 

and with less confidence, noted . A complicating 

factor proved to be the scarc ity of instances from 
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whtch. to comp±le meaningful figure~. There were 

occasionally large numbers of bursts which left no 

opportuntties fer longer IRTs to occur. This would 

seem to be an inst&nce where the most detailed 

anaJ.ysis of th_e behaviour fails t o reveal functiona l 

relationships which a more molar analysis shows 

clearly . The neec seems to be, not for an analysis 

tn terms of the smalles t units available , but in 

terms of th.e mo l ecular aspec ts of the situc1tlon which 

are pertinent. In the present case, the most 

important information concerns tl1,:; control l :i:ng influence 

of th.e overall scheclul e, less so the distribution of 

lever presses . Bige l ow (1969) has made a sim;i: lar 

noint: 
~ 

11Recording as much beha.vicu~ as possiIHe 
does not necessarily make readi·ly apparent 
as much information as possible". (p.37} 

One use of the I~T distributions wis to 

evaluate the degree of control exeT t ed by th.e 

component schedule, but it ts clear from the 

distributions that this is quite low.· In DRL(.drl) 

schedules 1 although it is not the case in the ether 

schedules discuss ed ±n this thesis, examination of 

the IRT distributions emphasises how easily the 

small amount of control Ly the component schedule 

may be lost on . adding brief stimuli. This goes verr 
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much agalnst the view held by some people (cf. 

Bigelow, 1971; Neuringer and Chung, 1967) that the 

function of a brief stimulus is to maintain the 

integrity of the complex operant (cf. Stubbs, 1971, 

for a discussjon of this theory). 

Comparing the behaviour initiated by a lever

press which satisfied the (drl) requirement with 

that initiated by one that did not (Figs . 12:2 and 

12:3). where differences could be seen , they tended 

tc be unpredictable. This leads on0 to the -

conclusion that effects of brief stimuli are more 

connected with overall schedule control than with 

component schedule control. This corroborates the 

remarks abou t the lack of control by the component 

schEdule . 

Rate data also suffered the same fate as IRT 

data in the present experiment because they, too, did 

not reveal any functional relationships. The lever 

press rates gave an indication of total behaviour 

output, affected greatly by bursts> while component 

rate did not change systematically. 

The procedure employed in the present experiment 

has some similarities to those experiments where 

feedback has been given for responding under simple 

DRL schedules . This is even more apparent when one 



considers the component schedule RS an operant . 

There are , unfortunately, few such exper i ments, but 

the general f inding h as been that feedback (usually 

a click) for non-criterion responses serves to 

reduce the number of b~rsts (Kelleher, Fry, and 

Cook , 1959). Topping and Pickering (1972) found 

that a brief electric shock presented contingent 

upon different bands of IRTs reduced the 

frequency cf bursts. Kramer and Rilling (1969) also 

obtained the same effect when a blackout followed 

non-criterion responses . 

T~e3e f indings would bnly be directly relevant 

to the present study if it were possible to have 

bursts of components. Bursts of lever -presses have 

not bee n found in this thesis to have much relation 

to the experimental manipulations, but evidence has 

been presented that bursts are not simply due to a 

lack of feedback for responding (cf . Kramer and 

Rilling, 1969; To,ping and Pickering , 19 72 ), since 

there h ave been many examples in the present experiment , 

and throughout the thesis, of buTsts following both 

N p 
S and S . 

Other experimenters have suggested that component 

schedules react in much the s ame way as do lever-presses 

on simple schedules (cf. Blackman et al. ]970; Davison, 



1969). This suggestion has been examined and 

subsequently modified in this thesis. A simple 

experiment to examine this with special reference 

to the p resent experiment would be a replica tion 

of this experiment u s ing a simple DRL schedule. A 

brief stimulus would be ~ade cont irlgent on errors 

N p CS), and then on a ll lever presses CS). If 

there is an exact analogy between components and 

single responses, one would expect the most accurate 

temporal discrimination under the Sp condition, 

where the brief stimulus · follows all responses. 

While a clear brief-stimulus effect has been 

demonstrated in the present experiment, one of the 

most interesting points to arise has b een the 

necessity to choose most carefully the dependent 

variables. It has been suggested that the choice 

must be made with consideration of the schedule 

requirements, and not simply to use the smallest 

unit possible . Furthermore, it has been noticed 

that this has been the only situation in Section III 

where the brief-stimulus effects have been mainly 

on the control exerted by the overall schedule. 



GENERAL DISCUSSION 

The final stage of each experiment presented 

in this Section was to return each subject to the 

original baseline DRL schedule, in order to 

assess the effec t on the DRL behaviour of the 

Axtensive experimental history. These results are 

presented here, rather than at the end of each 

Chapter, because the behaviour on returning ta DRL 

was esse11tially similar in all ~ases. There was 

an immediate transition to sharp, accurate t emporal 

discriTitination, with the IRTs spaced closely around 

the criteTion. Selected examples of this baseline 

Lehaviour are shown in Fig . 12:8, and these are 

represe11ta tive of the behaviour of all of the rats . 

There is nc indication here of metastability 

(Stadden, 1965), the phenomenon whereby the 

original behaviour cannot be obtained after an 

experimenta l history . This thesis, however, contains 

many other examples of metastability when changing 
p . N 

from S back to S . 
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Before assessing the general effect of the 

brief-stimulus manipulations, two points must be 

made. The first is that response patterning 

appropriate to DRL schedules has been obtained 

under all conditions, so the problem has really 

been one of assessing differences in patterning. 

I11 much of the second-order schedule literature, 

the concept of response patterning has been 

treated in a more general way, and it has been 

sufficient to report the presence or absence of 

patterning under different conditions . ::::n those 

cases where the degree of patterning has been 

reported , it has taken the form of I ndex of 

Curvature (cf. Fry, Ke lleher , and Cook, 1 960) or 

quarter-life (cf, Kelleher, 1966 b), but even here, 

little or no patterning has been obtained under 

the tandem condition:. The present experiments 

demonstrated that it is possjble to obtain 

recognisable schedule patterning under tandem 

conditions, a t least when DRL schedules are used as 

components. 

The second point concerns the measurement 

and representation of this degree of patterning . 

Since we are primarily interested in changes in 

the pattern of responding hrought about by changing 

the stimulus conditions , it i s conveni ent to have a 



way of expressing this quantitatively. Such a 

form does not, unfortunately, exist fo r 

describing DRL behaviour. Typically, the t emporal 

distribution of Tesponses under a DRL schedule is 

bimodal. , and t his cannot be simply expressed . 

Hodos (1966) has suggested a method of tra~sposing 

the frequency data, but this has not become a 

generally accepted procedure. Perhaps one reason 

for this is that certain assumptions about the 

behaviour have to be made. For example, bursts 

are excluded, as being an '0nimportant ' aspec t 

of the situation. 

In Chapter 12, the inte~component time 

distributions under DRL (drl) lent themselves to 

expression in the form of a median and interquartile 

range, since these dis tr ibutions were unimodal. 

Likewise the distribution of IRTs following 

reinforcement (the postreinforccment pauses) has 

been so treated in all of the Chapters. With these 

exceptions, however , the description of behaviour 

under the schedul es report ed here has included 

qualitative terms such as " sharpening", "accuracy", 

etc. These t erms are generally self-explanatory. 

A "sharper" distribution is one which has a smaller 

spread of IRTs, and an "accurate" one is one which 
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is centred on or close to the IRT required by the 

schedule . 

Overall views of behaviour (in the form of 

overall IRT distributions) indicated a general 

effect of changing the behaviour towards t~1at 
N 

normal ly genera ted by DRL schedules as S was 

added to the tandem condition . There were 

occasionally instances where this was not so . 

This finding contradicts many of the conclusions 

of other s tudies (cf . Byrd and Marr, 1969; Marr, 

1969), although some authors have occasionally 

reported patterning with SN conditions (cf . 

Kelleher, Fry, and Cook, 1964; Neuringer and Chung , 

1967) . This excludes St~lbbs (1971) and Stubbs and 

Cohen (1972) who obtained the same degree of 
N p 

patterning under S as under S . 

'.P On changing the sti~ulus to S in the present 

experiments, there was generally further improvement 

in the patterning. This is in agreement with the 

bulk of second-order schedule literature, which 

ma intains that Sp engenders patterning appropriate 

to the component schedule. 
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The analyses presented in the preceding 

Chapters have considered separately the behaviour 

initiateJ by (i) reinforcement, (ii) a completed 

component, and (iii) au error. 

(i) Pos tre;t'nforc emenL behaviour 

Under the RR, FR,, and DR.L overall schedules, 

ch~nging from SN to Sp brought about an increase 

tn the postreiniorcement pause duration. There was 

also an increase in thB case of 2 of the rats under 

each. of th.e other schedules. Although not 

completely unanimou~ly, most of the rats, regardles~ 

of the overall schedu]e, lengthened their post'0 

reinforcement pause on changing to SP. This finding 

is in direct contradiction to that of de Lorge (1971), 

who reported a reliable decrease under FR(VI) 

schedules . In this case, however, de Lorge (19711 

did not actually observe th~ duration of the pause 
N p 

decreasing on changing from S . tu S . He noted 
N p 

instead the difference between the S and S components 

of a multiple schedule. 

N The change froni th_e tande_m to the S ccnd;i;tton 

did not produce such a reliable ·effec·t. Tn.e 

pause decreased under RR and DR1 schedules, and 

increased under FI and VI, Also equivocal w~s the 
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result of changing from Sp to SN. Some animals 

increas8d their pause length, some decreased, while 

some were unaffected . 

Regardless of other changes, the reinforcer 

always set the occasion for an IRT longer than 

that required by the component schedule, and 

consequently cannot be considered as setting the 

occasion for (drl) behaviour . It is well documented 

that the l ength of the postreinforcement pause is a 

function of the temporal parameters of the overall 

schedule (cf. Ferster .and Skinner, 1957; Schneider, 

1969; StadJon, 19 74 ) . It is not surprising, 

therefore, that the postreinforcemen·i: pause was not 

strongly under the control of the component schedule. 

Evidence is accumulating, however; that factors 

,~ -::her than the temporal parameters may aff &ct the 

postreinforcement pause l eng th. These factors include 

the concen tra tio11 of the reinforcer (Lowe·, Davey, 

and Harzem, 1974), rate of reinforcement (~arr and 

Reynolds, 1974), the duration of reinforcement 

(Stadden, 1970), and the number of responses emitted 

for reinforceme:n-i.: (Crossman, Heaps, Nunes, and 

Alf er ink, 1974; Rilling, 1967). In the present 

experiment~ the duration of the pause was shown to 

be a l so dependent on the diffe rential consequences of 
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emitt ing a correct response . The mechanism by 

which thi s t akes place is not understood, a lthough 

from the e vidence presented in Chapter 10 it is 

unlikely to be anythjng as simple as changes in tht 

interreinforcement interva l brought about by behaviour 

changes caused by manipul ating the stimul~s conditions . 

It appears that the postreinforcement pause is 

a conplex part of the behaviour stream, and is one 

which is affected by many variables. One way to 

approach this topic i3 by means of a consideration 

of changes in the discriminative or controlling 

properties of the reinforcer. Research in other 

fields has shown that the postreinforcement pause 

is affected by the number 0£ stimulus " elements': 

present at reinforcement (cf . Kello, 1 972 ) , The 

general effect has been one of a shortening of 

pause as the number of e l ements is decreased. The 

present experiments , and one reported by Davey, 

Harzem, and Lowe (1975) show that the reverse of this 

is a lso true - the pause will length en if extra 

elements are a dded. This may be describad as an 

increase in temporal control. brought about by 

increasing the stimulus complex at reinforcement . 

It may be tha t this is a general phenomenon underlying 

h ff f h . from SN to SP . 'fh b d f t e e ect o · c anging e o y o 
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literature on stimulu s intensity dynamism (c f . 

Gray , 19 65) would support this tentative 

conc lus ion. 

(ii) Postcomponeu t beh aviour 

Whereas the major change in postreinforcement pause 

occurred on transition from SN to SP , the most 

systematic change in postccmponent behaviour 

occurred on trans i tion from tandem to SN. When an 

ex t ra s timulus clemen t was added to the reinforcer, 

there was aTu increase in t emporal control by the 

reinforcer. When an ext ra element was added at t h e 

completion of a correc t response, the contro l by 

that event was increased , and took the fo rm of an 

increase in the accuracy of the component behaviour . 

When this e l ement was p& ircd with food , there was 

an increase in contro l. in the two variable schedules 

and the DRL overall schedule , but not in t he case 

of the two fixed schedul es . This may have been due 

to the high de gree of temporal control exerted on 

the fixed schedules (cf . Chap ters 3 , 6 , 9 , and 10) 

leaving much l ess scope for improvement in the 

con t rol by the brief-s t imulus . There was much less 

t emporal control e,n the vari able schedules and 

consequently more room for improv0ment . 
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(iii) Posterror behaviour 

Only in occasional instances were differences 

in behaviour initiated by an error observed under 

the different stimulus conditions. There were 

improvements unchanging from tandem to SN (B-1, 

and E-3) or on changing from SN to Sp (B-1, B-2, 

E-5, E-4, E-3, and rats on FI(drl)) . There were 

more occasions when there was no change in the 

behaviour following a mistake. Since the immedia te 

consequences of an error were identical under each 

stimulus condition, any differences must l1ave been 

due to generalisation of effects, these effects 

being · 

(a) the effect of changing from tandem ~n SN 
(b) the effect of changing from sN to S 

While recognising the complexity of post~ 

reinforcement and postcomponent behaviour, it seems 

clear that posterror b ehaviour was also determined 

by multiple factors. The present experiments do 

littl e more than to point out the existence of these 

complex interac tions . This factor has J.argely been 

ignored in second-order schedule literature, and 

cannot be investigated f ully by means of the gross 

analyses often used. 
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These three separate behaviours, and the 

differential effects on them of stimulus 

manipulations, indicate some of the s ources of 

stimulus control which might be present in second

order schedules. Firstly, there is the control 

exerted by the overall ~chedule, which h as been 

discussed in this thesis in t e rms of the maintaining 

and controlling function of the reinforcer . The 

component behavjour is maintained by food, while 

the pos treinforcement pause is controlled by the 

food and a ssociated stimuli. The controlling function 

is apparently affected by changing the brief stimulus 

N p 
from S to S , a phenomenon reported in the literature 

in other contexts (cf. Davey et al. 1975; Kello, 

1972) . The maintaining function is slightly more 

difficult to deal with, since it is not clear 

exactly what attributes it possesses. Indec~, some 

authors seem to be in favour of relegat ing the 

maintaining function to a minor role (cf. Bindra, 1974; 

Estes, 19/2). Schuster (1969) has suggested that a 

functional analysis of stimulus effects is served 

better by concentrating on the behaviour initiate d by 

stimuli, but he did n6t dismiss the likelihood of 

there being a reinforcing or maintaining function . 

The second type of schedule control in the 

situation is the control exerted by the component 

schedule, which takes the form of characteristic 



patterning of lever presses . When control of this 

type is increased, there is an increas e in the 

proportion of IRTs, which conform precisely with 

the schedule requir ements. This type of contro l is 

N 
&ffected by the a ddition of S to the tandem 

situation, and in some cases by the converiion 0£ 

SN ·t cP 0 v • The former finding is concordant with 

the postreinforcement pause effect di s cussed above . 

This may be part of the general phenomenon of 

increasing control on adding extra stimulus elen1ents 

to a situation . This topic has been reviewed 

e lsewhere wj_th respect to other situations (cf. Baker, 

1968; Gray, 1965; Weiss , 1972). 

Postarror b ehaviour gives another example of 

this second type of control, and was 11ot systematically 

affe cted by the stimulus manipulations . It appears 

that there may be two aspects of the control hy the 

component schedule. One is the control exerted by 

a corr ec~ respon~e, the other is the control exerted 

by a n error. The former is affected by stimulus 

changes, but the latter is not (since the consequences 

of an error re~ain constant). Note also tha t posterror 

behaviour was always the most accurate i11 the 

present schedules. 
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Thes e observations on the component schedul e ~ 

control are in line with our understanding of 

behaviour u11Jer simple DRL schedules. An error on 

DRL initiates, with a high probability, an IRT 

long enough tc satisfy the schedule criterion (cf. 

Ferraro et al . 1965). If the contingensies are 

so arranged, an error may even initiate behaviour 

which greatly increases the time to reinforcement 

(cf. Lowe, 1974). In the p~escnt experiments , 

errors initiated IRTs much cJ.oser to the (drl) 

criterion than those initiated by correct responses . 

There are many other published reports of behaviour 

without exteroc eptive consequences exerting powerful 

control over the subscquen~ behaviour (cf. Angle , 

1970; Logan, 1967; Sidman , 1966). 

The control ~xerted by correct responses 

in th~ pres ent experiments seems to fall part way 

betwee11 the overall schedule contro l and the 

component schedule control. This is another example 

of the interaction between the two types of control 

which has been discussed i~ previous Sections . 

One situation in this thesis where the conflict 

between overall and component schedule control was 

quite c lear was in the DRL(drl) schedule. The . 
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overall schedule here exerted far more control th2n 

did the component schedul e. That the component 

schedul e e~erted some degree of control was obvious 

from the difference in behaviour between the subjects 

with (drl 5-sec) and (drl 10-sec) components. 

There were some dependent variab l es which 

did not show systematic effects between the stimulus 

conditions . These included the rate measures , and 

the within-schedule component durations . They have 

been i ncluded t o illustrate the need for careful 

choice of measures, where real relationships exist, 

but the behaviour changes might be small and easily 

obscured. 

The exper i menta l desigu has been uncomplicated , · 

but ensured that any beh aviour observed during the 

SN condition was not due to a previous pairing of 

that stimulus with food . Stubbs (1971) has pointed 

out that many earlier experiments had not taken 

this precaution . Al so , the same tone was used here 

as both SN and SP, removing the possibility of 

stimulus - specific effects . The intensity of the 

stimuli, however , was d i fferent in different 

experiments, a lthough it remained constant within a 

particular experiment . 



rn many cases, the behaviour engendered by 

the first presentation of SN was not obtained 

under the second presentation of that condition. 

It might be thought to be important that the effects 

of any independent variable should be shown to be 

reversible , 7 but it has been shown here, and by 

others (cf. Cohen et al . 1973; Stadden , 1965) that 

behaviour is not tota l ly elastic. Many authors are 

now examining the different behaviours occasi0ned 

by the . same scheduling arrangements duo to different 

experimental histories (cf . Alleman and Zeiler, 

1974), and the irreversibility experienced in the 

present experiments may be another example of this 

phenoir.enon . 

A more general aspect of the situation which 

has not been examined here is that the effe~ts of 

brief stimuli may he dependent to some degree on 

the extent of the patterning present at the time . 

This might modify considerably the effects predicted 

by theories not taking this possibility i nto account. 

How, then, do the results from the present 

experiments compare with those of other second

order schedule studies? This is a difficult 

question to answer for three reasons. 



(i) 

(ii) 

(iii) 
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Very few studies have us ed (drl) 
components, and those tha t have do not 
present data detailed enough to assess 
differences between the stimulus 
conditions . 
Overall, there is a paucitypof studies 
comparing tand em , sN, ands· conditions . 
Most studies have lockeJ only at two of 
these conditions. 
The results of second-order schedule 
experiments have generally been presented 
in such a way that detailed differences , 
of the soYt presented here, are not 
visible . 

The lit e rature is unan imou s in ascribing the 

most accurate schedule control to the Sp co?dition, 

and this was u s ually the case in the present 

experiments . There is dissention concerning the 

N effects of S , mo s t authors finding little or no 

patterning (cf. Kelleher , 1966 b; Marr, 1969), 

while Stubbs a:i1d his co-workers (c f . Stubbs , 1 971 ; 

Stubbs and Cohen, 1972) obtaining the same 
N p 

patterning under S as under S . 

The r esults of the pres ent experiment do not 

accord fully with e ither of these positions . However, 

very few (drl) components have been used previous ly, 

a nd it may be that the results given here are (drl) 

specific. Stubbs (1971) suggested that the use 

of components which have little predictive power 

with respec t to the occurrence of food (e.g . VI and VR) 

might provide the conditions for a difference between 



N p S and S to exist, since conditioned reinforcing 

effects would be stronger than discriminative 

effects . With (drl) components both functions may 

appear, since there ought to be more pTedictive 

power than with (VR) and~I), but less than with 

(FR)and (FI) . 

The first explanations of brief-stimulus 

effects were in terms of conditioned reinforcement , 

since it wa s thought possible to maintain patterning 

only under the Sp condition. When instances of 
N . 

patterning under S were observed, a discriminative 

function was suggested . In practice, however , these 

two are very difficult, if not impossible to 

s eparate . Schuster (1969) has suggested that a 

functional analysis of brief-stimulus effects should 

not rely on the concept of conditioned reinforcement, 

since extra theoretical constructs are needed which 

are unnecessary if we describe the effects in terms 

of a discriminative function (cf. also Baum, 1973). 

However, we must also postulate factors which change 

the discriminative function with such things as 

changes in the distance to r e inforcement, and whether 

or not the stimulus h as a close temporal association 

with food. FurtheTmore , it is difficult to 

maintain that food has onl y discriminative (controlling) 

and~not reinforcing (maintaining) properties . Current 
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t hinking in the experimental anal ysis of behaviour 

i s that there is little essential difference between 

food and other stimuli (cf . Schoenfel<l and Cole , 

1972), and it seems reasonable to assume that brief

stimuli have similar functions to those of food . 

A major problem, then, is one of the gr&mmar 

of behaviour . Naming effects does not explain them 

(in the sense of identifying necessary and sufficient 

conditions) . The functional relationships 

d0scribed in this Sectiun might pr.ave to b3 part of 

the answer to the question "how do brief-stimuli 

have ·their effects on behaviour in these situations" . 



C O N C L U D I N G C O M M E N T S 



ThA investigations into the nature of behaviour 

generated by second-order sch edules presented in 

this thesis may b e considered to have ra ised more 

qu e stions than it has answered. One of the main 

queries r aised. at the start of the re search was 'to 

what extent i s the natu,re of the operant an. 

impor t ant factor, and how valuable will be a 

treatment of second-order sch edul es as schedules of 

complex ope rant s ? ' . 

A compreh ensive review nf the available 

literature on second - or~er schedules revea led 

some interesting results . 

(i) Very rarely have second-order schedules 

b e en treated as schedul es of complex operants, even 

though Ke lleher's (1966b) original definition made 

this characteristic apparent. 

(ii) There appear to be two intern a lly c onsistent, 

but contradictory bod i es of evidence . On e stat e s 

quite clearly that only a brief paired st imulus will 

maintain typic a l component behaviour (c f . Kelleher , 
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1966b), while the other holds that both paired and 

non-paired brief stimuli have this effect (cf. 

Stubbs, 1971). 

(iii) Common to the majority of second-order 

schedule studies was a reliance upon response rate 

as a dependant variable, and a failure to utilise 

other, possibly more relevant, measures . 

(iv) The variety of component schedules that have 

been studied is very limited. For example, there are 

no p~blished reports using CVR) components, and only 

one report of a second-order schedule with (VI) 

components. 

Section I showed th.a:t .ther.e ·wa:s ar.. iateract;l.on 

between the control exerted by the overall and 

component sch~du l es. Manipula ting the parameters of 

the overall schedule had a reliable effect on the 

component behaviour, and the nature of the operant 

determined, to some extent, the character of the 

overall schedule contro l. A distinction between the 

maintain ing and controlling functions of a stimulus 

was useful here in evaluating these effects . 

Section II specifically investigated the way in 

which the nature of the operant may affect the overall 
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schedule control, and it was pointed out that the 

grammar of behaviour is an important consideration 

in the clarification of certain conceptual issues. 

A distinction between functional and descriptive 

operants was found to be essential. 

In Section III, a series of experiments was 

reported in which the effects of brief stimuli were 

evaluated. It was shown that traditional explanations 

were inadequate, since the non··pa.ired stimulus ha<l 

effects which were, in some sense, intermediate 

between the effects of no stimulus and a paired 

stimulus. Further analysis showed that the effects 

of pairAd or ncn-paired stimuli were actually on 

different aspects of the behaviour. The main effect 

of adding a paired stimulus was to increase the 

duration of the postreinforcement pause, while the 

major effect of adding a non-paired stimulus was to 

increase the postcomponent discrimination. 

These results would seem to fit into a general 

theory of increasing control as the intensity cf a 

stimulus is increased (cf. Davey et al. 1975; Gr~y, 

1965; Kello, 1972}. This alleviates the necessity 

to conceive of brief stimulus effects as being due 

tc conditioned reinforcement, and thus removes many 

attendant complexities (cf. Schuster, J 969; Stubbs, 
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1971). It is, however, quite within the frame of 

reference of a discriminative stimulus - type 

explanation . It seems to be the case that both of 

these are quite compatible, and choice of one, 

rather than the other, will be determined by personal 

preference. A recent suggestion by Starr a nd Stadden 

(1974) that 'memorability' of the stimulus is 

important is not supported by the 'selective' action 

obtained here. In fact , the Starr and Stadden (1974) 

explanation may a l so be faulted on empirical grounds, 

since they suggest that those studies where· a 

difference between SN qnd Sp has not been found have 

used long interreinforc ement tirr,es~ and, hence, 

Sp is remembered better than is SN . However , de Lorge 

(1969) used component durations of the same length 

as Stubbs (1971), and de Lorge (1971) and Stubbs 

(1969) used even shorter durations . 

There have been other issues of more genera l 

importance arising out of this thes is. It has become 

evident that not all measures of responding are 

useful in identifying functional relationships. It 

is not simply a matter of choosing the easiest-to

record, or the most molecu l ar, aspect of behaviour. 

As in the rest of Nature , where there are certain 

commonly occurring "units", it seems that in behaviour 
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too there are "natural · lines of fracture " (Skinner, 

1938), and we must take these into account when 

choosing our units of behaviour. 

In almost every Chapter·, the reJ.evance of 

previous behaviovT patterns and schedule contingencies 

to present behaviour has been discussed. This is a 

matter which is often overlooked in the experimenta l 

analysis of behaviour, but one which has been shown 

to be important here, and i:n other contexts (cf . 

Alleman and Zeiler, 1974). The possibility has not 

been examined here that changes in patterning b:rought 

about by brief stimulus changes might depend on 

previous history, but it ·is a very real possibility 

nevertheless. Indeed, such an interaction might be 

expec t ed, since other complex interactions have been 

identified. 

The remarks by Robert C. Bolles which preface 

this thesis have guided the research presented here. 

This has resulted in there being propcsed no gr·and 

theoretical system to expla in the relationships 

obtained . There has been, instead , an attempt to 

describe accurate l y the conditions under which certain 

response patterns occur, and a limited amount of 
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empirico-inductive reasoning as to possible general 

effects. 

If the purpose of science is in some way to 

explain Nature, I believe that the process of 

description engaged in here is a part of that process 

of explanation. Although this is not the place · in 

which to discuss the relationship of description 

to explanation, 1 think that it is difficult to 

find fault with the position exemplified in Baum 

(1974): 

'' ... every explanation can be sta ted in the 
form: 11A occurs because it is an instance 
of B". The observation A may be an event 
("Why does the response occur7") or it may 
be a relation ("Why does Y increase when 
X increases?"), and the expla.natory term B 
may be a relation ("When conditions L, M 
and Na-re :!Tlet , then the response occurs") 
or a law ("ThE; relation Y=f (x) is a spu:ial 
case of W=F(Z)"). 

If an explanation consists essentially ln 
identification, then it must be logically 
identical wjth description" . (p.450) 

It is quite possibl e to argue that the descr iptions 

I have presented in this thesis are incomplete or 

inadequate, but to this charge I close with words 

attributed to Sir Arthur Eddington by the Astrophysics 

Journal (1945), and quoted in an anthology compiled by 

R.L. Neher (1973): 
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" When an investigator has developed a 
formu l a which gives a complete 
r epresentation of the phenomena wi thin 
a certain range , he may be p rone to 
satisfaction . Would i t not be wiser if 
he should say ' Foi l ed aga in! I can find 
out no more about Nature along this 
line'". 
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